
Uncertainty of Temperature Measurements in Dry

Orthogonal Cutting of Titanium Alloys

D. Soler, P. X. Aristimuño, A. Garay, P. J. Arrazola

Manufacturing Department, Faculty of Engineering-Mondragon Unibertsitatea,

Mondragon, Spain

Abstract

Infrared radiation thermometer is used to measure the temperature of tool
during dry orthogonal cutting of titanium alloys. The accuracy of measured
temperature depends on several parameters such as the experimental set-
up, physical acquisition data system and physical characteristic of the tool.
These parameters are identi�ed, their uncertainty estimated and the way
they in�uence the �nal temperature discussed.
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1. Introduction

The demand for titanium alloys has increased in recent years [1, 2] be-
cause of their outstanding strength-to-weight ratio which makes them very
appropriated to be used in aerospace sector. However, titanium alloys are
considered as di�cult to cut materials for several reasons such as: (i)low
conductivity, (ii) High chemical, (iii) low Young Modulus and (iv) workhard-
ening. That is, due to their low thermal conductivity (just 10-20 % of that of
steels), only a minor portion of the heat generated during cutting is carried
away through by the chips.

Temperatures reached at the tool-chip interface have been recognized as
a major factor that in�uences tool performance [3], because they are a key
to understanding the tool wear and �nal workpiece quality, [4].

Infrared radiation (IR) thermometers [5] have received great attention in
recent years as devices for temperature measurement in machining processes,
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see for instance [6, 7, 8]. The principal advantages of this technology are that
(i) it is non intrusive, and (ii) it allows to determine directly the temperture
�elds [9]. However, it has some drawbacks such as (i) the di�culty to measure
temperature when lubricants are employed, (ii) the equipment cost and (iii)
the setting up of the right methodology. In fact, due to the di�culty for
measuring temperature with lubricants, dry cutting is the only choice to be
considered in nearly all research works.

In general, the temperature of the tool is measured on the side face, and
results are reported, in order to visualize how the temperature depends on
cutting conditions (feed rate, f , and cutting speed, vc) and the machined
material. Figure 1 shows temperatures reached at the tool rake surface after
5 s of machining time for several titanium alloys,[10, 11, 12], under di�erent
cutting conditions: see section 3 for details. It can be observed that the
obtained values are between 500 ◦C and 1200 ◦C.
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Figure 1: Temperature reached in the tool, during dry orthogonal cutting, for seven dif-
ferent titanium alloys, see section 3 for details. Left plot: vc = 40 m/min, right plot: vc
= 80 m/min.

When IR technology is used, the measured temperature depends on (i)
physical parameters that are di�cult to measure, such as the emissivity,
and (ii) issues that cannot properly controlled by the operator, like camera
calibration. These di�culties lead to a common opinion that temperatures
obtained by IR techniques are good enough for comparative analysis but it is
not appropriated for reporting quantitative values. When IR technologies are
used to report temperature quantitative results of experimental temperature
measurements, the uncertainty usually is not provided, [13, 14]. Moreover,
when uncertainty is provided, usually the emissivity is identi�ed as the unique
uncertainty source, [9, 8], or as the major uncertainty source,[15]. The aim of
this paper is to determine the uncertainty of the parameters involved in the
whole measuring process that will in�uence the �nal measured temperature,

2



and how these uncertainties in�uence the �nal the temperature measurement
result.

In order to achieve this objective, the paper is organized as follows: In
the next section an introduction of uncertainty theory and some equations
that will be used in throughout the paper are presented. In section 3 the
experimental set-up is described. In section 4, parameters involved in this
experimental set-up are analyzed and their uncertainties are estimated. All
results are discussed in section 5 and �nally the conclusions are given in
section 6.

2. Evaluating Uncertainty

The main objective of this work is to analyze the uncertainty in the mea-
surement of the temperature during dry orthogonal cutting. The standard
uncertainty, u(y), of a measurement result, y, is the estimated standard devi-
ation of y. Uncertainty of measurement arises from a number of sources. The
evaluation of the combined uncertainty involves �rst estimating the contri-
bution from each source (the uncertainty budget) and then determining how
these will combine to give a combined standard uncertainty. According to
[16], uncertainties are grouped into two categories depending on the method
used to estimate their numerical values:

• Type A: estimated values are evaluated by statistical methods.

• Type B: estimated values are evaluated by other means.

In this paper evaluated uncertainties are expanded uncertainties with a
cover factor of 2,[16]. This means that there is a level of con�dence near to
95 % that the true value of measured physical quantity X is in the interval
[x− u(x), x+ u(x)], where x is the best estimation value of X and u(x) the
corresponding uncertainty.

As an example of a Type A evaluation, consider a physical quantity (X)
the value of which is estimated from n repeated measurements. The esti-
mated value of X is considered to be the sample mean

x =
1

n

n∑
k=1

xk (1)
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and the assumed uncertainty u(x) to be associated with x is

u(x) = 2ux =
2sx√
n

(2)

where sx is the standard deviation of the experimental sample.
In the case of type B evaluation u(x) = 2ux, where ux is the standard

uncertainty of the measurement [17].
Finally, in many cases, a physical quantity Y is not measured directly but

is determined from K other independent physical quantities X1, X2, . . . XK .
In that situation, two di�erent cases must be taken into account: when a
functional relation is known between Y and X1, X2, . . . XK , and when this
relation is unknown. In this work both cases are considered.

In the �rst case, given Y = f(X1, X2, . . . , XK), the combined standard
uncertainty of the measurement is given by

u2
c(y) =

K∑
j=1

(
∂f

∂xj

)2

u2(xj) (3)

where u(xj) is the standard uncertainty of measured physical quantity Xj

estimated by xj and
∂f
∂xj

= ∂f
∂Xj

∣∣∣
xj

are the sensitivity coe�cients.

In the second case, for the example of a single independent variable X,
experimental data pairs (xi, yi) are used to �t1 a non-linear function between
them

Y = y(a1, . . . , aN , X) (4)

where {aj} is a set of N parameters to be determined.
In ordinary measurements the physical quantity X is measured to be x

and the function (4) is used to calculate y, the result of the measurement of
Y .

Propagation of uncertainty in the case of a non-linear equation in the
adjustable parameters is analyzed by Saunders [18]. In the present case the
uncertainty of the dependent variable u(y), in the absence of correlations, is
given by

u2(y) =
M∑
i=1

(
∂y

∂xi

)2

u2(xi) +
M∑
i=1

(
∂y

∂yi

)2

u2(yi) +

(
∂y

∂x

)2

u2(x) (5)

1In the present paper the unweighted least square method is used to �t the curve.
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where M > N is the number of experimental data pairs (xi, yi), u(xi) and
u(yi) are their corresponding standard uncertainties and u(x) the standard
uncertainty of experimental data x.

The last term in equation (5) arises when the non-linear equation is used
for ordinary measurements, while the �rst two terms determine the uncer-
tainty of y due to the adjustable parameters, and can be calculated using

∂y

∂xi
=

N∑
j=1

[BH−1]ij
∂y

∂aj
(6)

∂y

∂yi
=

N∑
j=1

[CH−1]ij
∂y

∂aj
(7)

where [BH−1]ij is the (i, j)th element of the product of two matrices B and
H−1, and [CH−1]ij is the (i, j)th element of the product of C andH−1. These
matrices are given by

Bij = −
(
∂y

∂x

∂y

∂aj

)∣∣∣∣
x=xi

+ (yi − y(x))
∂y

∂x∂aj

∣∣∣∣
x=xi

(8)

Cij =
∂y

∂aj

∣∣∣∣
x=xi

(9)

Hkj =
M∑
i=1

(
∂y

∂ak

∂y

∂aj

)∣∣∣∣
x=xi

(10)

where k = 1, . . .M .

3. Experimental set-up

In order to be able to compare tool temperatures during dry orthogonal
cutting of di�erent titanium alloys, and to reduce the uncertainty sources,
some experimental parameters are predetermined:

Sample and cutting conditions:

Samples of di�erent Titanium alloys (see table 1) in the form of cylindrical
tube with 48 mm external diameter and 2 mm wall thickness are placed in
a Lagun HS 1000 vertical CNC machining center, as is shown on left side of
�gure 2.
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Material chemical composition Heat Treatment

1 Ti64 6 Al 4 V 0.15 Fe 0.18 O Annealed 705 ◦C

2 Ti54M 5 Al l0.8 Mo 4 V 0.5 Fe 0.18 O STA ( 920 ◦C(1 h), water
quench; 500 ◦C (4 h))

3 Ti54M 5 Al l0.8 Mo 4 V 0.5 Fe 0.18 O Annealed 705 ◦C

4 Ti54M 5 Al l0.8 Mo 4 V 0.5 Fe 0.18 O β-annealed (990 ◦C(1 h),
water quench; 730 ◦C, (2 h))

5 Ti 10.2.3 10 V 2 Fe 3 Al 0.13 O Annelead 760 ◦C

6 Ti 10.2.3 10 V 2 Fe 3 Al 0.13 O STA (770 ◦C(2 h), water
quench; 500 ◦C (8 h); air
cool)

7 Ti 10.2.3 10 V 2 Fe 3 Al 0.13 O STOA (750 ◦C(2 h), air
cool; 565 ◦C(8 h); air cool)

Table 1: Work piece materials used.

The cutting conditions are controlled by the CNC center. Six di�erent
cutting condition are analyzed, corresponding to cutting velocity of 40 m/min
and 80 m/min, and feed rate of 0.1, 0.15 and 0.25 mm/rev. Every test is
repeated at least three times in order to ensure repeatability, and a new tool
is used in every test in order to avoid e�ects of wear.

Test duration:

At the beginning of a test, the tool is at room temperature. During
machining the tool heats up due to work material plastic strain and friction
with the tool until it reaches a stationary temperature. This steady state
depends on cutting conditions, cut material, and tool geometry.

In previous works [11, 19, 10] it was assumed that the steady state is
reached in less than 5 s. For that reason 5 s tests are performed here each
experimental condition, analyzing only the lasts 28 ms (100 frames) of cut-
ting.
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Tool and Camera:

The tool, a TNMG 160408-23 H13A from Sandvik 2, is prepared to ensure
that its radiant surface, S, is perpendicular to the IR camera axis as shown
in the right hand part of �gure 2.

The camera is a FLIR Titanium 550 M with 320x256 InSb detectors (pix-
els) and a sensitivity (Noise Equivalent Temperature Di�erence or NETD)
of 20 mK. The camera is equipped with a macroscopic lens giving a spatial
resolution of less than 10 µm. A �lter allows radiation emitted by S during
the cutting test to be captured in the wavelength range 3.97-4.01 µm.

Figure 2: Experimental setup for dry orthogonal cutting. Left:general view; right: the
tool radiant surface S overhanging the chip/tool contact region by a distance d.

The tool surface S emits infrared radiation that excites the camera's
detectors/pixels for some short period of time, integration time (IT). IT must
be selected, depending on radiation values, to avoid a non linear detector
response. When machining titanium alloys IT is chosen to be 200 µs.

In order to have an as good as possible view of temperature time evolution,
it is necessary to have a capture frame rate (fr) as high as possible. In the
present case fr = 3600 Hz. However, to reach this value of fr the camera
resolution must be reduced to 80x64 pixels.

When single value of the temperature is given in section 4, it corre-
sponds, unless otherwise stated, to the average temperature of a slim strip
of 300x10µm2 over the rake face.

The camera position relatively to S, the optical path, is determined by
the focal length of the system. However, as can be seen in �gure 2, the tool
overhangs the chip/tool contact region by a distance d. The value of this
distance is approximately d = 0.3 mm. However the aggressiveness of some

2It is an uncoated carbide tool of K15 type, with rake angle 7 ◦; cutting edge roundness
34 ± 2 µ m, and a chip breaker of -15◦.

7



tests can change it. As can be seen in �gure 3, the overhang d is measured
for every used tool with an optical magni�er.

Figure 3: Tool wear is used to measure the distance d. On the left side d = 0.77 mm, on
the right d = 0.30 mm.

It is clear that the heat source is positioned at the contact region between
the tool and work-piece. Heat is conducted from there to the surface S over
which the temperature is measured. Therefore the measured temperature is
not really the temperature achieved in the cutting zone. While the main ob-
jective of these experiments is to measure this temperature, it is not possible
to adjust d to zero, because there is a risk of the material not being cut.
Moreover, d must be large enough to avoid the chip obstructing the path
between S and the camera.

4. Uncertainty budget

The measurement method, described in section 3, has been kept con-
stant in order to minimize uncertainty sources. In this section an exhaustive
analysis of uncertainty sources is given and the corresponding standard un-
certainties estimated.

Some uncertainty sources can be identi�ed that are directly related to
the experimental set-up used to measure the temperature of the tool in dry
orthogonal cutting of titanium alloys some uncertainty sources could be iden-
ti�ed: sample thickness, cutting conditions (f and vc), test duration and the
overhang d.

The infrared camera does not measure the temperature directly. The IR
camera is equipped with a matrix of detectors. Each detector, depending on
the amount of photons received, returns an electrical voltage expressed by
default in Digital Levels (DLs) depending on a linear transfer function known
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as Non Uniform Correction (NUC). The NUC is loaded to the camera before
the acquisition process is started. The DL value is not therefore a physically
relevant magnitude. A calibration of the camera must be made to relate DLs
with real temperatures. To perform a calibration, a blackbody at a known
temperature, is placed in front of the camera, allowing the infrared equipment
response (DLs) to be related with the blackbody temperature (TBB), com-
monly called radiance temperature. The camera calibration process involves
uncertainty sources that must be considered.

To obtain the real temperature (T ), it must be taken into account that the
tool is not a blackbody. Recall that a blackbody emits more radiation than
any other object at the same temperature. The emissivity (ε) is the physical
parameter that allows TBB to relate to T . When Wien approximation is
valid, the following relationship can be written between T and TBB [20]

1

T
=

1

TBB
+

λ

Cω
ln(ε) (11)

where Cω = 14389 Kµm and ε is the emissivity of a surface at the λ wave-
length. Therefore, the uncertainty of th emissivity must be estimated.

Finally, when the measurement is been made, assuming the tool is an
opaque object, the radiation detected by the camera can have di�erent ori-
gins: the radiation emitted by the tool, that is related to the tool tempera-
ture; the radiation re�ected by the tool (ambient temperature uncertainty
source); and the radiation coming out of the tool (size-of-source e�ect).
These uncertainty sources will be analyzed in subsection 4.4, under the title
of environmental uncertainties.

4.1. Uncertainty sources related to the experimental set-up
Workpiece thickness:

As can be seen in �gure 4, sample thickness a�ects the measured temper-
ature. However, as previously commented in section 3, all the samples have
the same thickness in these tests, it is measured with a Type B uncertainty
of 0.005 mm. The authors therefore consider no relevant uncertainty comes
from this parameter in the �nal temperature estimate.

Cutting conditions:

As with workpiece thickness, tool temperature is strongly dependent on
cutting conditions, see �gure 1. However, the CNC machining center has a
good control of f and vc and the uncertainty of these parameters will not be
relevant to the �nal temperature.
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Figure 4: Maximum temperature on the rake face as a function of sample thickness when
machining a titanium alloy (cutting speed 80 m/min, feed 0.1 mm/rev).

Test duration:

Figure 5 shows DL values for one pixel on the rake face during the whole
test and over the last 300 frames. Although the steady state was not reached
in this experiment, the experimental procedure of constant test duration
justi�es the comparison between di�erent tests. Experiment duration could
introduce an uncertainty component into the �nal temperature estimate but
will not be considered.

Figure 5: Digital Level vs. frame number for a titanium alloy: left: whole test (left); right:
the last frames.

The overhang (d):

In order to quantify the in�uence of d on �nal temperature, some experi-
mental tests have been carried out machining a titanium alloy (Ti54M, [11]).
The the obtained dependence is shown in �gure 6.

Experimental data can be �tted using the three parameter non-linear
function

T (d) = a1e
a2d + a3d. (12)
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Figure 6: Temperature vs. d when machining a titanium alloy: Experimental data and
�tting function (12).

The least-square �tting is used, and obtained parameters are: a1 = 865,
a2 = 0.990 and a3 = −1.93 · 103.

By means of equations (6) to (10) it is possible to calculate the uncertainty
due to this relationship. It is necessary to estimate the uncertainty in d and
in the temperature. Figure 7 shows the estimated relative combined standard
uncertainty in temperature, ur(T ), assuming a type B standard uncertainty
u(d) = 0.015 mm and u(T )

T
= 10%. The estimated uncertainty is about 4.6

% when d is 0.3 mm.

Figure 7: Uncertainty in the temperature due to the 3-parameter adjustment given by
equation (12) for the experimental data plotted in �gure 6.

This uncertainty implies that an uncertainty of 5% in d leads to an un-
certainty of 4.6 % in temperature at S. In ref. [21] it is analyzed the e�ect
of d when temperature in chip/tool contact area is estimated, being the di-
vergence between two temperature of 30 % or more.
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4.2. Uncertainty sources related to the camera calibration process

The camera position relative to the emitting surface, the capture frame
rate, the integration time and the number of pixels, are parameters that
a�ect the camera DL response, because of previously the loaded NUC. Figure
8 there is a clearly shows a dependence between camera response and the
uploaded NUC. Even when the only di�erence between two pictures is the
window's size, the central response di�ers ∼ 1000 DLs.
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Figure 8: Camera response when placed in front a black body at 600 ◦C with an integration
time of 200 µs. (a) performed using the NUC corresponding to big window size, and (b)
to medium size. DLs by up to 1000 units.

For this reason, camera calibration must be carried out in the same con-
ditions as the experiments. The present calibration has been performed in a
pixel by pixel process, following the procedure:

• De�ne a set of temperatures at regular intervals over the dynamic range,
in this case3 from 300 to 750 ◦C, at intervals of 50 ◦C.

• Place a black body source (an Isotech Pegasus 'R') in front of the
camera and make a �lm at each temperature lasting for 100 frames.

• At each temperature (TBB), compute the average signal (S) and the
corresponding standard deviation for every pixel and the corresponding
in order to estimate u(S) using equation (2).

3It might seem these values are out of range (see �gure 1), but taking into account
that real temperature must be calculated with the equation (11) and the typical value of
ε ≈ 0.37 they are not.
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• Use pairs (S, TBB) of every pixel to �t an interpolating function, the
calibration curve.

In the literature [7, 22, 18], there are several types of non linear functions
with three �tting parameters that relate S and TBB. In this work, the transfer
function used is [23]:

TBB = α1 ln(S + α2) + α3 (13)

Figure 9(b) shows a typical image of the surface S. A single pixel is
highlighted (the black square). Figure 9(a) shows, for that pixel, the obtained
relationship between S and TBB, as well as the �tted curve using function
(13), and the �tted curve using the Plank version of Sakuma-Hattori equation
[24].

S −H : S = a1/(e
c2/(a2T+a3) − 1) (14)

T
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Figure 9: (a) Typical picture of the tool side face during orthogonal cutting of titanium
alloy. (b) Transfer functions �tted to relate camera response in DLs to black body tem-
perature (TBB), corresponding to the pixel highlighted in the picture (a).

The standard uncertainty in TBB due to uncertainty in the calibration
data can be estimated for each pixel using equations (5) to (10).

Figure 10 shows the relative standard uncertainty for the pixel in �gure
9. To obtain this curve, the type B standard uncertainty in calibration
temperature measurement is estimated to be 5 ◦C. the type A uncertainty
in DLs is taken to be 0.05%. This is the maximum statistical uncertainty,
based on equation (2), in the pixel signal from calibration �lms.

In �gure 10, the relative standard uncertainty in TBB due to the calibra-
tion �tting is less than 0.6% for TBB between 400 and 750 ◦C. The calibration
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Figure 10: Estimated relative uncertainty in TBB due to the accuracy of the calibration
�tting showed in �gure 9.

curves are used for each pixel and frame to compute TBB in all tests. However
in an ordinary test the uncertainty in the DL signal is greater than 0.05%.
Moreover, the uncertainty in DLs can rise to 2% for the pixels located in the
rake face. In that case the most relevant factor in equation (5) is the last one,
not included in �gure 10. When a relative standard uncertainty in DLs of
2% is assumed, the total uncertainty due to the calibration is shown in �gure
11. It is smaller than 1.1%. The decreasing trend of the % uncertainty with
the temperature is because the mentioned last term of equation (5) leads to
an almost constant uncertainty of about 4.5 ◦C for the corresponding range
of DLs.

Figure 11: Estimated total relative standard uncertainty in TBB due to the accuracy of
the calibration �tting and the uncertainty in DL measurements in an ordinary test.

4.3. Uncertainty sources related with emissivity

The true temperature T , can be estimated from TBB through the equation
(11). Emissivity, ε, of the tool is measured in vacuum using a FTIR [25].

14



Figure 12 shows the mean values of ε of the SANDVIK TNMG 160408-23
H13A tool, obtained at di�erent wavelengths between 3.97 and 4.01 µm at
the corresponding radiance temperature. The curve is the �tting of a 3rd
degree polynomial in order to obtain the emissivity dependence on TBB.

ε = −2.17 · 10−9T 3
BB + 3.02 · 10−6T 2

BB − 1.34 · 10−3TBB + 0.563 (15)

This polynomial is used to compute the emissivity of every pixel of each
frame at a given TBB.

Figure 12: Experimental points obtained by FTIR, and a 3rd degree �tted polynomial.

In the same way as with the calibration curve, the uncertainty of the
emissivity caused by the uncertainty of the experimental points appearing in
�gure 12 can be computed. The corresponding uncertainty curve is shown
in �gure 13(a). This curve has been obtained taking into account that FTIR
measurement has type B uncertainties of ur(ε) = 0.5% and u(TBB) = 5 ◦C.

However, in an ordinary experiment, the uncertainty in TBB must be
calculated from u(DL) given by the camera when using the corresponding
calibration. In section 4.2 it is shown that a value of 1.1% could be taken for
this uncertainty.

Figure 13(b) shows total relative standard uncertainty of the emissivity
versus TBB. If TBB < 650 ◦C, this uncertainty is lower than 0.5 %.

In order to apply the correct emissivity to pixel TBB reading, it has to
be determined, in the IR picture, whether the pixel is part of the tool, the
chip, the work, or the background image. During the cutting process, the
tool is at higher temperature than the work and the background and the
radiation variation is smaller in the tool than in the chip. By considering
the temperature and the standard deviation of DLs signal, it is possible to
identify the surface of the tool in an IR picture.
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(a) (b)

Figure 13: (a) Relative error of emissivity vs TBB due to the uncertainty of experimental
data of �gure 12. (b) Total relative error of emissivity vs. TBB .

However, it is di�cult to determine exactly the position of the rake face,
i.e., where is the boundary of he tool. This is important because the rake
face contains most interesting points. When in section 4.2 an uncertainty of
2% in DL reading is assumed, it corresponds to the mean of maximum values
obtained for the u(DL) of the rake face pixels.

For each pixel, the polynomial presented in equation (15) is used to cal-
culate the emissivity corresponding to the measured radiance temperature.
Then equation (11) is used to estimate T . The equation (3) must be used to
compute uncertainty of T . This leads to

u(T )

T
= T

(
1

TBB

u(TBB)

TBB
+

λ

Cω

u(ε)

ε

)
(16)

As mentioned before, u(TBB)
TBB

is estimated in section 4.2 to be about 1.1%.
As it can be seen in �gure 12 when TBB is in the range 220 to 750 ◦C then ε
is in the range [0.35,0.39]. From equation (11) these values leads to T being
in the range of temperatures reached in the experiments (�gure 1). Therefore
it is justi�ed, see for instance �gure 13(b), to limit ∆ε

ε
to about 1 %.

Figure 14 shows the relative standard uncertainty, from equation (16), of
the temperature of the tool as a function of T .

4.4. Environmental uncertainties

As commented on section 3, in order to be able to measure the time
evolution of the temperature, camera �eld of view is reduced from 360x256
to 80x64 pixels. The pixels used are those in the central region of �eld of
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Figure 14: Relative standard uncertainty of �nal temperature vs. �nal temperature cal-
culated by propagating emissivity and TBB uncertainties from (16).

view. Only a small part of the target (tool surface S) is imaged. Moreover,
this part is at highest temperature, for this reason the size-of-source e�ect is
dismissed in this case. The radiation detected by the camera is supposed to
have two origins: the radiation emitted by the tool and the radiation re�ected
by the tool.

S(Tm) = εS(Tt) + (1− ε)S(Tamb) (17)

Equation (17) states that the detected signal (S(Tm)), used to estimate
the temperature of the tool during the cutting process, is the addition of
(S(Tt)), the radiation emitted by the tool, and S(Tamb) the radiation re�ected
by the tool.

If the emissivity (ε) is large enough, near to 1, and when the surrounding
temperature (about 20 ◦C), is much smaller than the target temperature,
the second term of equation (17) is negligible in comparison with the �rst.
However, tools used to machine titanium alloys have quite small emissivity,
close to 0.37, and the ambient temperature e�ect must be taken into account.
In this situation, the second term in equation (17) can be used to estimate
the uncertainty in S(Tm) from neglecting the re�ected radiation.

u(S) = (1− ε)S(Tamb) (18)

Equation (13) relates radiation signal to radiance temperature (TBB). A
straight forward calculation, using equation (3), allows the relative uncer-
tainty in the assumed TBB of the tool to be computed. Figure 15(a) shows
this uncertainty.
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(a) (b)

Figure 15: Relative uncertainty due to not considering re�ected radioation of (a) the
radiance temperature TBB , and (b) the tool temperature T .

Equation (11) relates TBB to the real temperature of the tool (T), there-
fore, again using (3), it is possible to propagate the uncertainty in TBB into
T . This leads to relative uncertainty plotted in �gure 15(b).

5. Discussion

In previous sections the sources of uncertainty in tool temperature during
dry orthogonal cutting of titanium alloys are analyzed. Table 2 summarizes
the considered uncertainty sources and propagated e�ects.

Figure 6 shows that small variations in the value of d lead to a large
variation in the temperature. Therefore, in spite of good accuracy in d mea-
surement, the uncertainty of T due to this parameter is not negligible. The
value of u(d) = 4.6% in table 2 corresponds to d = 0.3 mm in �gure 7. How-
ever, it must be taken as an approximate value because the curve of �gure 12
is speci�c to machining Ti54M. For more accurate uncertainty estimation,
curves should be obtained for di�erent material, with more experimental
values close to d = 0.3 mm.

As discussed in section 4.3, the uncertainty in the camera in DLs readings
is estimated to be approximately of 2%. This uncertainty is used in sections
4.2 and 4.3 to compute the last term of equation (5), to estimate the uncer-
tainties u(TBB) and u(ε) (�gures 11 and 13(a) respectively). Equation (16)
propagates these uncertainties to the uncertainty shown in �gure 14. u(TBB)
contributes about of 1.2% when T = 500 ◦C and about 1.4% when T = 1000
◦C; u(ε) contributes about 0.1% for T = 500 ◦C and 0.25% when T = 1000
◦C.
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Uncertainty source ∆T
T

(%)

Sample Thickness negligible
Cutting conditions negligible
Test Duration negligible
d parameter: u(d) 4.6
Radiance temperature: u(TBB) 1.2 - 1.4
Emissivity: u(ε) 0.1 - 0.25
Size-of-source e�ect negligible
Ambient Temperature: u(S) 1.5 - 9

Table 2: Summary of considered uncertainty sources.

The small value of the emissivity of the tool implies a relative uncertainty
in temperature due to not considering re�ected radiation. Figure 15(b) shows
this uncertainty. It decreases rapidly as temperature grows. It is possible to
include measurements in the experimental set-up to estimate the radiation
re�ected by the tool. In that case, the signal S could be corrected and the
uncertainty from this reason could be strongly reduced. Another possibility
is to paint the tool in order to increase its emissivity.

6. Conclusions

An experimental set-up to measure the tool temperature during dry or-
thogonal cutting using infrared techniques is described. The present work
analyzes the case when machined the material is a titanium alloy. However,
the same procedure can be followed for other materials. The uncertainty in
the temperature measured by this method is analyzed and discussed. The
most relevant results are:

• The estimated uncertainty of the Digital Levels is about 2% in all the
examples analyzed, and the highest uncertainty occurs with the pixels
placed positioned at the rake face.

• This uncertainty leads to an almost constant uncertainty in the �nal
temperature of approximately 1.6%.

• Due to the small value of the tool emissivity, the ambient temperature is
a relevant factor for low temperatures (near 500 ◦C), rising to 9 %, but
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this factor falls to 1.5% for hard cutting conditions when temperature
grows up to 1000 ◦C.

• The distance d between the external diameter of the work and the sur-
face where the temperature is measured strongly in�uences the preci-
sion of the measured temperature. For this reason, an extra uncertainty
of 4.6% has to be added to the global uncertainty of the temperature.

• Therefore, the uncertainty in temperature measurements is about 15 %
for temperatures near to 500◦C and about 8% for temperatures near
to 1000◦C.
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