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Abstract. Model Based System Engineering (MBSE) has become the pre-eminent paradigm 

used to improve the development of complex systems. Additionally, Delta Modelling provides 

an incremental approach to the design and maintenance of models when there is variability in 

the system. In this context, the market leading IBM Rhapsody® provides a professional and 

wide range of functionalities. Nevertheless, there is not support for Delta Modelling in IBM 

Rhapsody®. To meet this need, the Delta Rhapsody solution has been developed. With the tool 

a new variant model can be automatically generated applying deltas to a core model. The 

application of the solution in an industrial case study has been undertaken. From this, it was 

concluded that the Delta Rhapsody solution notably reduces the required time to develop a 

variant model. To further improve the Delta Rhapsody solution, some future works have also 

been identified. 

Introduction 

Nowadays, systems are getting more and more complex. Model-based system engineering is 

an efficient approach to cope with the increasing system complexity, enhance consistency and 

allow modelling and simulation of the whole system (Mhenni 2013). “Model-based System 

Engineering (MBSE) is about elevating models in the engineering process to a central and 

governing role in the specification, design, integration, validation, and operation of a system” 

(Estefan 2008). MBSE enhances the ability to capture, analyse, share, and manage the 

information associated with the complete specification of a product, resulting in the following 

benefits (Murray 2012): Improved communications among the development stakeholders, 

increased ability to manage system complexity, improved product quality, enhanced 

knowledge capture and reuse of the information... 

mailto:oberreteaga@ulmaembedded.com
mailto:gsagardui@mondragon.edu
mailto:letxeberria@mondragon.edu
mailto:author.one@gmail.com
mailto:xabier.perezb@alumni.mondragon.edu


 

IBM Rational Rhapsody1 is a model-based system and software engineering environment 

using the industry-standard Systems Modelling Language (SysML) and Unified Modelling 

Language (UML) that gives support for code generation, simulation, etc. It is the tool we use in 

our developments and the tools that several of our customers use.  

Model-based and model-driven engineering offers multiple advantages both for the 

development and V&V of systems. However, it does not deal with another of the challenges in 

system development: variability. Variability is the ability to change or customize a system 

(Van Gurp 2001). It is quite common to have families of related systems, which vary from each 

other in terms of their behaviour, quality attributes, platform, network, physical configuration, 

middleware, and in a multitude of other ways. 

To cope with this challenge, system and software product line engineering (SPLE), in 

combination with MBSE, can be an adequate alternative to traditional system development to 

explicitly manage this variability. Systems and software product line engineering is a paradigm 

to develop system and software product lines (SPL). “SPL is a set of software-intensive 

systems that share a common, managed set of features satisfying the specific needs of a 

particular market segment or mission and that are developed from a common set of core assets 

in a prescribed way” (Clements and Northrop 2010). It is a paradigm that systematizes reuse 

and allows reducing costs and time-to-market and improving the quality of the products (as the 

artifacts that are reused are reviewed and tested in many products). One of the key aspects of 

system and software product lines is to manage variability. When talking about SPL variability, 

two concepts immediately stand out (Trigaux 2003): commonalities (assumptions true for each 

family member) and variabilities (assumptions about how individual family members differ). 

Software product line engineering distinguishes between two types of development processes: 

domain engineering and application engineering. In domain engineering, software artefacts are 

developed for reuse; the aim of the domain engineering process is to define and realise the 

commonality and the variability of the product line. In application engineering, domain 

artefacts are reused to create specific applications, the aim of the application engineering 

process is to derive specific applications by exploiting the variability of the product line. 

The basis of SPLE is the explicit modelling of what is common and what differs between 

product variants. Feature modelling is a very common approach for capturing commonalities 

and variabilities in system families and product lines at problem space. A "feature" is defined 

as a "prominent or distinctive user-visible aspect, quality, or characteristic of a software system 

or system (Kang 1990). A feature model is a compact representation of all the products of the 

SPL. Feature models have a tree structure, with features forming the nodes of the tree. The arcs 

and groupings of features represent feature variability. Relationships between a parent feature 

and its child features (or sub features) are categorized as: Mandatory (child feature is required), 

Optional (child feature is optional), Or (at least one of the sub-features must be selected) and 

Alternative or Xor (one of the sub-features must be selected). In addition to the parental 

relationships between features, cross-tree constraints are allowed. The most common cross-tree 

relationships are: requires constraints and excludes constraints. See Figure 5. 
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At solution space, there are three variability mechanisms or ways of realizing the variability 

identified at problem space (Heidenreich et al. 2010): 

 

1. Negative Variability (annotative or 150% model). The negative variability approach 

relies on having a 150 % model, which means that all the features are allocated in the 

model, the model contains all the elements used for all variants of the software product 

line. During product derivation, the elements of the model that are not required 

according to the selected features are removed and the model of the variant is obtained.  

2. Positive Variability (compositional or 100% model). The positive variability approach 

consists of having a core model with the common or core elements for any product in 

the product line; and specifying which new elements must be added when a certain 

feature or set of features is selected. In this case, during product derivation, the core 

model is taken as starting point and elements are added to this model according to the 

selected features; and this way the model of the variant is obtained. 

3. Modification of Model Elements. In this approach, there is a reference or base model 

and the variant model is obtained modifying the existing model elements in this model 

according to the selected features.  

 

Modification of Model Elements allows changes inside the model elements, but not variability 

at architectural level. For example, modification of model elements could be implemented 

using parameterised components. This approach could be enough if needed variability could be 

bound to model elements. In the case of the other two mechanisms, both negative and positive 

variability, have advantages and disadvantages (Heidenreich et al. 2010). The 150% model or 

negative variability approach can increase model complexity especially when there are many 

variants, as it has to contain model elements for any product in the product line. To understand 

or analyse this model could be quite complex. On the other hand, positive variability or 

compositional approach helps to cope with model complexity as model elements that are not 

common ones are in different models. However, in this approach there can potentially be a 

large number of model fragments describing the SPL as a whole, and this make more difficult 

to get an overview of the SPL. This makes also more difficult to identify feature interactions. In 

contrast, in the negative variability approach all the elements are in the same model so to get an 

overview or spot feature interactions is easier. It will depend on the situation and the SPL 

which approach is the best choice; even in the same SPL, the variability in some parts could be 

better managed using one approach whereas in other parts another approach could be more 

beneficial. Therefore, it would be beneficial for a variability-modelling approach to support all 

the forms of variability modelling (Heidenreich et al. 2010). 

One of the variability modelling that supports all the forms of variability modelling is the Delta 

modelling approach. Delta modelling (Haber et al. 2013) is a modular and 

language-independent approach for modelling system variability via transformations. In a 

delta-oriented SPL, a set of products can be represented as a core model and a set of model 

deltas (Clarke et al. 2010b; Haber et al. 2013; Haber et al. 2011; Schaefer et al. 2010) explicitly 

specifying changes to the core model to obtain other system variants. The core model 

represents a product for some valid feature configuration. The model deltas specify 

modifications required to apply to the core model in order to implement other features of the 



 

product line. The modifications include adding/removing/replacing model elements. Moreover, 

the application conditions are defined to specify under which feature configuration the 

modifications should be applied. The concept of application condition fulfils the need for 

establishing mappings between features and their realizations in SPL development. During 

delta application, in order to generate a particular product model for a given feature 

configuration, the model deltas that have to be applied for this feature configuration are 

selected and applied one-by-one to the core model. The result is a product model realizing the 

particular feature configuration. See Figure 1 for a conceptual sample. 

 

Figure 1. Delta Modelling conceptual sample 

Delta modeling has several advantages when used as variability mechanism (Seidl et al. 2014) 

(Shaefer 2012):  

 It can handle configuration (variability in space) as well as evolution (variability in 

time) within a single notation. Variability in space is related to having several variants 

or products and variability in time is related to the evolution of the SPL. 

 It can deal with an open variant space where not necessarily all configuration options 

are known in advance. It supports proactive (complete variability management is 

performed before starting with application engineering), reactive (the product line is 

updated when new variants appear) and extractive (existing products are taken as base 

for the core assets) SPLE.  

 It is language independent. 

 It supports modular and flexible description of variability and change. It is intuitively 

understandable and well-structured. 

This paper presents Delta Rhapsody solution, a tool for Delta modelling in Rhapsody that we 

have developed. This way, a variability modelling approach is provided that supports positive 

variability, negative variability and modification of model elements in Rhapsody. 

The reminder of the paper is structured as follows. Related work section, presents most 

remarkable approaches and tools related to Delta Rhapsody. Next sections describes the 

proposed approach and tools. Case study section introduces the experience of application of the 

proposal in a real context. Finally, conclusions and future work sections are presented. 



 

Related work 

Existing support of Rhapsody for variability 

IBM Rational Rhapsody gives some support for designing, reuse and envision product line 

variants (Scouler and Bakal 2013). Variants are represented using stereotypes and tags that are 

applied to a model element to indicate how the element changes for the variant. With this 

approach, the specific product variant can be explained more clearly. The stereotypes and tags 

can control the code generation of the software of the variant. Moreover, for the automotive 

domain, the AUTOSAR 4.0 profile of Rhapsody provides support for AUTOSAR variation 

points in Rhapsody. 

There are also tools that integrate Product line engineering tools with Rhapsody allowing 

Model Driven Product Line Engineering: Pure::variants for Rhapsody2 and Rhapsody/Gears 

Bridge3. Both tools provide a variability management approach that allow the generation of 

variants by feature selection. 

However, none of these tools provides a delta modelling approach. As far as we aware there is 

not any tool that support delta modelling in Rhapsody. 

Delta modelling tools 

There are several tools for delta modelling for specific tools or languages such as Delta 

Simulink, a tool for delta modelling for Simulink (Haber et al. 2013) and Delta-MontiArc  

(MotiArc is an existing architecture description language) that offers an integrated modelling 

language for architectural variability (Haber et al. 2011). 

There are also approaches for creating the delta language and tools for a language: (Haber et al. 

2013) presents a process that allows deriving a delta language from the grammar of a given 

base language. And Delta Ecore provides delta modelling on basis of the structured data 

models conforming to meta models specified in EMF Ecore (Seidl et al. 2014). However, this 

tool has not been used because Rhapsody’s meta model is not specified in EMF Ecore format. 

In the context of Delta modelling, the eDeltaMBT tool (Lochau et al. 2014) for incremental 

model-based component and integration testing uses Rhapsody. It applies Rhapsody in two 

ways: 1) The component state machine (SM) test models generated in eDeltaMBT are 

imported to Rhapsody and test cases for testing at component level are automatically generated 

using the ATG of Rhapsody 2) Integration level test cases are specified using message 

sequence charts (MSC) in Rhapsody. And both, MSC and SM test cases are imported into 

eDeltaMBT tool. The Rhapsody library for Java is used for the automated import/export of 

models and test cases. This tool is oriented to model based testing and not design. Moreover, 

the delta creation is done in eDeltaMBT, not in Rhapsody. 

                                                 

2 http://www.pure-systems.com/pure_variants_for_Rhapsody.162.0.html  

3 http://www.biglever.com/ecosystem/bridges/ibm.html  
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Delta programming tools 

Delta-oriented programming is a novel programming language approach for software product 

lines introduced by (Schaefer et al. 2010).   

As stated by (Clarke et al. 2010a), this programming approach is a direct alternative to 

feature-oriented programming (Batory et al. 2004). The feature-oriented programming is a 

paradigm for variant synthesis in SPLs where a feature is considered an increment in program 

development or functionality. A variant is derived composing the selected features (software 

modules associated to features). 

The main difference between feature-oriented and delta-oriented programming (Clarke et al. 

2010a) is that in delta-oriented programming there is not a one to one mapping between 

features and deltas. The delta modules that are applied in a variant derivation will depend on 

the application conditions that are true for a particular feature selection. “By not associating the 

delta modules directly with features, a degree of flexibility is obtained, resulting in better reuse 

of code and the ability to resolve conflicts caused by deltas modifying the code base in 

incompatible ways” (Clarke et al. 2010b). 

Schaefer et al. proposed and developed the DeltaJava programming language, a delta-oriented 

programming approach for Java (Schaefer et al. 2010). The Abstract Behavioural Specification 

language (ABS) (Clarke et al. 2010a) also proposes a delta approach for managing variability. 

ABS and its tool suite allow precise specification and analysis of the abstract behaviour and 

variability of highly configurable software systems (Clarke et al. 2010a). ABS uses the Delta 

Modelling Language (DML), based on the concept of delta-oriented programming (Schaefer et 

al. 2010), for expressing the code-level variability of ABS models (using core and deltas). The 

delta-oriented programming language proposed by ABS is strongly influenced by DeltaJava, 

one of the differences is that they further separate deltas from features by moving application 

conditions out of deltas and into a product line configuration language (Clarke et al. 2010a). 

Our approach (Rhapsody delta) is used at design level and not at programming level. However, 

the mapping language of ABS has been the base for the mapping among features and deltas and 

for specifying the required order of application of deltas in Delta Rhapsody. 

Delta Rhapsody 

The Delta Rhapsody solution develops and integrates tools to support the Delta Modelling 

approach within the IBM Rhapsody® tool.  

The final solution consists of several programs, with IBM Rhapsody® as the central tool. 

Within the Delta Rhapsody solution, core and delta models are specified and new variant 

models are automatically generated. The IBM Rhapsody® tool provides Java API to extend the 

functionality of the tool. Consequently, the complementary tools and developments for the 

Delta Rhapsody solution were based on Java, taking advantage of Eclipse as the Integrated 

Development Environment (IDE). 

The development of the Delta Rhapsody Java Application includes all functionalities required 

to examine core and delta models, feature model creation and configuration and creation of 

mapping files. It also generates the new variants with all diagrams. 

To achieve a visual variability management at problem space, the FeatureIDE Eclipse plug-in 

was selected for the solution. This plug-in, developed by (Thüm et al. 2014), provides, among 



 

other functionalities, the possibility to design the feature model graphically and configure a 

particular feature model for a new variant. 

After initial research into existing feature-delta mapping solutions deemed current tools too 

complex for the aim of the project, an alternative was developed. This tool is purpose-specific 

and is based on ABS syntax for mapping. 

Domain Engineering and Application Engineering processes with 
Delta Rhapsody solution 

The Delta Rhapsody solution was designed taking into account the two main roles in model 

based design for SPL; (i) Domain engineering and (ii) application engineering. The process to 

be accomplished by the domain engineer comprises three stages. The first stage requires the 

creation of the feature model in the FeatureIDE java project (the output is the .config file).  The 

second stage consists of a visual design of core and delta models in IBM Rhapsody®. Finally, 

the feature-delta mapping file has to be defined (the output is the .mapping file). Similarly, the 

process for the application engineer was defined. The first stage is the feature selection in the 

FeatureIDE java project, updating the default.config file. The second stage consists of 

launching the Delta Rhapsody Java Application which automatically generates the new variant 

model. Finally, the new model can be accessed in IBM Rhapsody®. This is outlined in Figure 

2. 

 

Figure 2. Delta Rhapsody Solution process 

Core and delta modelling in Rhapsody 

IBM Rhapsody® enables the implementation of various types of diagrams. For Delta 

Rhapsody three of them have been made available for delta modelling: statechart, class and 

sequence diagrams. In order to generate new diagram variants via the Java API, dynamic 

gathering of elements from specific delta type diagrams is essential. In IBM Rhapsody®, each 

of the mentioned diagrams is composed of distinct elements, which can have a different 

hierarchical structure depending on the particular requirements of the diagram type. Taking 

this into account, Delta Rhapsody’s diagrams structural hierarchy has a precise and well 

defined element arrangement. However, the individual structures vary from one diagram type 

to another.  



 

Firstly, for statechart diagrams, a class must be created in a package and under it, the delta 

statechart diagrams are placed. For class and sequence diagrams, a new package must be 

created for the core and for each delta, and where the diagrams are placed.An element name 

convention was also defined to facilitate understanding. The core model starts with the word 

“core”. Delta models begin with “D” plus the model name itself. As mentioned before, each 

delta module is associated with a module of program modification (add, remove or modify 

code), raising the need for some sort of tagging. For this, Rhapsody stereotyping feature allows 

a high degree of labelling.  Both core and delta modules must be stereotyped as the developed 

Delta Rhapsody Java Application requires stereotypes for its proper functioning. Every core 

model has been stereotyped as “stereo_Core”. Similarly, delta models can have three different 

stereotypes, depending on their type:  “stereo_Delta_add”, “stereo_Delta_mod”, 

“stereo_Delta_rem” (see Figure 3). The latter mentioned stereotypes are also applicable to 

diagram elements. Other complementary stereotypes exist. Their role is to make the Java API 

distinguish certain diagram elements that are not individualized, such as generalizations and 

realizations. 

 

Figure 3. IBM Rhapsody © statechart structure sample 

Each delta model diagram has some specific elements relating to its type (states and transitions 

in statechart diagram, class and associations in class diagram, etc.). Each element that is 

modified is coloured following the colours reference used by visual merge feature of IBM 

Rhapsody®. This colouring is directly linked to the stereotypes. Green is used in the case of 

“stereo_add”, blue for “stereo_mod”, and “stereo_rem” is highlighted in red. The purpose of 

doing this is to have an enhanced view of the diagram, emphasising what is modified. See 

Figure 4. 

 



 

 

Figure 4. Diagram delta elements highlighting sample 

Feature Model and Mapping Files 

A feature model is used for capturing the variability and commonality at problem space (see 

Figure 5). Domain engineer is in charge of designing the Feature Model using the FeatureIDE 

tool. 

 

Figure 5. Feature model 

Once the Feature Model is designed, the application engineer has the possibility to select a 

particular feature configuration for a new variant using the FeatureIDE interface. After the 

configuration has been set and saved, a file named default.config is updated. This file, built as a 

flat file, contains the list of features selected for the new variant.  This will be read by the Delta 

Rhapsody Java Application to identify the features required by the new variant. 

A critical step is the specification of the mapping between features and deltas. A purpose 

specific tool based on ABS language for mapping was developed to describe this relationship 

into the mapping files (see Related Work). Each diagram type requires a particular mapping 

file, as identical delta names can exist in different diagram types. 

Each mapping file defines the product line name and the features involved. Moreover, for each 

feature the required deltas are specified, and the order of the deltas is also defined. See Figure 

6. 



 

 

Figure 6. Mapping file 

 

 

 

Delta Rhapsody Java Application 

The Delta Rhapsody Java Application was developed to encompass the non-IBM Rhapsody® 

functionalities of Delta Rhapsody solution. The main functionalities of this applications are (i) 

Rhapsody models reading and writing through the Java API, (ii) feature configuration 

integration through FeatureIDE and (iii) feature and delta configuration and mapping files 

management. 

The Delta Rhapsody Java Application software architecture includes two projects, one for 

feature model configuration, and a second one to generate the new variant. This second one, 

contains four packages to organise the capabilities. The first package, named diagrams, 

encloses main classes which launch the diagrams generation of the new variant. The second 

package, named featureDataManagement, accomplishes the default.config file processing, 

feature-delta mapping and delta ordering. The third package, named graphicalSettings, 

provides the graphical arrangement of elements to easier understand the new diagrams. Finally, 

the fourth package, named resources, contains complementary classes. See Figure 7. 



 

 

Figure 7. Delta Rhapsody Java Application project structures 

The structure of the application was filled out with a certain file directory organization. This 

directory, named Files, is divided into four subdirectories. The GeneralSettings subdirectory 

includes a java properties file for general purposes including file names and location. The 

MappingFiles subdirectory contains a mapping file for each diagram type. In the 

GraphProperties subdirectory fixed graph properties are specified. Each diagram type requires 

a particular subdirectory that contains the information taken from the existing core and delta 

model elements and will distribute the elements of the new variant with an alike layout. 

Case Study 

For using the solution in a case study, the Delta Rhapsody solution has been deployed into a 

virtual machine that included a specific software stack. The base of the stack is Windows® 7 

operating system and above it runs Java Development Kit 1.8 library. This makes possible both 

Eclipse Helios and IBM Rhapsody® 8.1 layers. Complementing Eclipse, the FeatureIDE 

plug-in has been deployed. With the aim of giving access to IBM Rhapsody® functionalities 

programmatically, Java API has been spread out. On top of the solution the developed Delta 

Rhapsody Java Application has been deployed. See Figure 8. 



 

 

Figure 8. Delta Rhapsody solution stack 

The Delta Rhapsody solution has been applied in an operational system in the transport domain, 

named the Traction Control Core (TCC) system. Due to confidentiality issues, the detailed 

description of the case study cannot be presented and obfuscated version of diagrams are used. 

See Figure 9. 

 

Figure 9. Case study obfuscated delta model 

In particular, the core and delta models of the case study were designed in an IBM Rhapsody® 

project. One package for each diagram type was created following the structure described in 

the “Core and delta modelling in Rhapsody” section. 

A positive variability approach was applied in the case study models design. For Statechart 

diagrams, besides the core model, six delta models were designed. Four of the delta models 

were adding deltas, with the other two as modifying deltas. For the class diagram, the core and 

4 adding delta models were designed. Finally, the sequence diagrams were supported by one 

core and one adding delta model. 



 

Conclusions 

The developed tool (Rhapsody Delta) provides delta modelling support for class diagrams, 

sequence diagrams and state machine diagrams in IBM Rhapsody tool. With this support is 

possible to design product lines with a delta approach in Rhapsody. A process has been defined 

for the creation of the necessary assets at domain engineering. And the process at application 

engineering has been also defined, application engineering workload is considerably simplified 

as variant models are generated automatically using the tool. 

Rhapsody Delta solution is based on Rhapsody and in a java application that used the java API 

of Rhapsody to provide Feature modelling capabilities using the FeatureIDE Eclipse plug-in 

and feature configuration, mapping and variant generation capabilities. 

The results after the application of the tool in a real system of the transportation domain are 

satisfactory: the current models (core and deltas) are easier to understand that the complete 

model that was previously used, the required time to develop variant models is reduced, the 

inclusion of future new products is easier… However, there are also some costs to take into 

account, especially the time required to model the core and deltas at domain engineering.  

To validate the tool, more validation is needed: the application of the tool to other systems in 

several domains and with other variability approaches (negative, modifying model 

elements…) as in the case study an incremental or positive variability approach was used (core 

and adding deltas), empirical validation is also required to measure the benefits of using the 

tool taking into account the learning curve of the domain engineer.  

Future Work 

The task of the domain engineer could be quite time-consuming and error prone, so we foresee 

to provide support to the domain engineer during the creation and checking of deltas in 

Rhapsody. We will be inspired by existing approaches such as the Difference-based 

Delta-Modelling4 that consists of generating the deltas by comparing two models: a given 

model and the one created by modifying that given model; and using model differentiating 

technologies. The delta creation in Rhapsody is done with this philosophy and in a future 

version we will include automatic support for automatic stereotyping (detect if something has 

been added, deleted or modified and assign corresponding stereotypes and corresponding 

colour for the enhanced view).  

It is not easy for the domain engineer to have an overview of the SPL if it is working with a 

large number of model fragments or deltas. Automatic support will be developed using the 

Rhapsody checkers for performing coherence and consistency checkings during delta 

designing. Moreover, support will be developed for massive generation of variants and 

automatic checkings of all the valid configurations. 

Support for automatic model based test generation will be also developed. This could be useful 

at domain engineering for testing a set of products or all the valid configurations but also at 

application engineering for testing a specific product. 

                                                 

4 http://pi.informatik.uni-siegen.de/projects/sipl/index.php 

http://pi.informatik.uni-siegen.de/projects/sipl/index.php


 

In the current version, the mapping file is textually specified. But for future versions of the tool, 

a GUI based tool will be developed for mapping file specification. This will help to make the 

use of the tool friendlier and avoid errors during this specification. 

IBM Rational Software Architect Design manager5 is a collaborative software design and 

development platform that provides a global repository for storing, sharing and managing 

models in a central location. In the current version of Rhapsody Delta, the core and model 

repository is located in Rhapsody but for future version, this repository will be located in a 

global repository provided by Design Manager. This will facilitate the collaborative work of a 

team but also to link the design to requirements and to test cases. 
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