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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Today’s industrial transformation is taking advantage of the benefits of information and communication technologies (ICT) to evolve into a 
more decision-making environment in manufacturing. Efficiency, agility, innovation, quality and cost savings are the goals of this 
transformation in one of the most employed manufacturing processes as is the case of machining. Drilling processes are among the last 
operations in the different manufacturing stages of machined parts, where an undetected problem can lead to the production of a defective part. 
Data analysis of sensor signals gathered during drilling processes provides information related to the cutting process that can anticipate non-
desired phenomena. This work illustrates the experimental setup for sensorial data acquisition in drilling processes, signal processing 
techniques and feature extraction methodologies for faster and more robust decision-making paradigms. 
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1. Introduction 

The digital transformation demands greater decision-
making capacity on production processes to increase 
productive capacity, sustainability and greater efficiency. This 
has lead industries to adapt their production processes to meet 
the quality standards demanded by the customers. Machining 
processes are not an exception to this transformation and in 
the last decades monitoring techniques have provided 
remarkably successful results [1-4]. 

The drilling process is one of the most common machining 
processes together with turning and milling. The cutting speed 
in drilling operations is variable along the cutting edges, 
starting from zero at the tool center up to Vcmax at the 
periphery of the tool. The mechanisms for chip generation 
will therefore be very different depending on the input zone 
[5]. A drill bit has usually two-edges, which produce the cut 
simultaneously as in a turning process, while at the center of 
the tool the cut is made by plastic deformation [6].  

The physical components (cutting tool, material, fixture, 

type of coolant and machine tool) and quantitative parameters 
(cutting conditions) define the behaviour of the cutting 
process. At the output of the cutting process, there are the 
industrial parameters of the workpiece (dimensional 
tolerances, geometrical tolerances, surface finish, burr, 
delamination or residual stresses) and the tool properties (tool 
wear or tool breakage) to be controlled in order to meet the 
requirements set for a given part. The scientific parameters 
(temperature, cutting forces, power, acoustic emission, sound 
pressure, vibrations, etc.) are used to control these industrial 
parameters. 

The scientific parameters contain information related to the 
nature of the cutting process. The different phenomena 
occurring during the operation are recorded in these signals 
and therefore could be explained if the appropriate features 
are extracted. This allows for the acceleration of decision-
making and the prediction of irreversible phenomena. 

Tool wear is one of the most studied parameters; it has 
been observed by several studies that thrust force and torque 
increase with tool wear growth [7-9]. Thus, they are good 
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indicators for tool wear monitoring. Although there is a 
pressing need for more advanced signal processing techniques 
[10], vibration signals [11], acoustic emission signals [12] and 
spindle current [13] have provided successful results in tool 
wear monitoring. At high cutting speeds, tool wear 
accelerates, thus decreasing the useful life of the working tool. 
Increasing the cutting speed raises the temperature and the 
stress generated during the cutting process, hastening the 
erosion process and causing the generation of low quality 
holes [14, 15]. 

Surface roughness is a popular measure of the technical 
requirements of a part [16-18]. However, it is harder to find a 
relation with signals obtained from sensors because most 
conventional cutting processes produce surfaces with 
asymmetrical profiles [19]. Thus, each of the generated 
surfaces could have different contact properties. Roughness 
monitoring systems assume the same roughness properties for 
given cutting conditions, considering only the Ra (average 
roughness of profile) as output value. This parameter is the 
best known, but it does not reflect the real properties of the 
generated surface. Garcia Plaza et al [20] utilized features 
extracted from the vibration signal by singular spectrum 
analysis. Deshpande et al [12] used vibration, sound pressure 
and cutting force for surface roughness prediction. Vrabel et 
al employed cutting conditions, tool wear and thrust force for 
Ra parameter prediction [13]. However, currently there are no 
identified signals that have a clear relationship with the 
surface roughness parameters of the machined part. In 
addition, the amount of data obtained from roughness 
measurements is too small (it is a time demanding task) for 
the creation of models using machine learning algorithms. 
Therefore, advanced signal processing techniques, feature 
extraction methods and pattern recognition procedures, should 
be investigated to find such relationships with a robust 
character. 

In drilling, surface roughness is more complicated than in 
other processes. The tool, when penetrating into the hole, 

exerts a rubbing on the machined part. In addition, the 
extraction of the chip also exerts a rubbing on the surface of 
the hole, changing the generated roughness profile.  

This paper shows different techniques for monitoring the 
drilling process, including the simultaneous acquisition of 
both internal (spindle power, process parameters, position, 
speed, acceleration and tool tip jerk) and external (vibrations, 
acoustic emissions and cutting forces) signals from the 
machine and from the process together with signal processing 
and feature extraction strategies. Accordingly, a drilling 
process monitoring framework is presented and discussed. 

2. Experimental set-up 

The amount of data available for processing and 
exploitation in terms of process monitoring systems has been 
increasing. The precision of the sensors and the amount of 
information available from the machine tool itself is an 
excellent opportunity for the creation of systems characterised 
by greater decision making capability. According to 
ISO/IEC/IEEE 60559:2011, a double floating point of 8 bytes 
covers the range from 4.94065645841246544e-324 to 
1.79769313486231570e308 (positive or negative). Knowing 
this and assuming each sample is stored based on this type of 
data and signals are digitized at 1 MHz sampling rate, 1 GB is 
detected in 125 s. For this reason, appropriate manipulation 
and extraction of information is important to properly select 
the signal features that best represent the physical quality of 
the cutting process under control and to store the relevant data 
containing significant information about the cutting process. 

Table 1 shows a setup for sensorial data acquisition in 
drilling processes. In the setup, the most utilised sensors for 
machining process monitoring are installed for a post-analysis 
search of patterns allowing to identify the physical output 
parameters of actual interest for industrial applications. 
 

Table 1. Internal (machine) and external (sensors) signals available for pattern recognition and related sampling frequencies for each of sensor signals. 

Tri-axial accelerometer 
(PCB J356A45) 

Acoustic emission sensor 
(Kistler 8152C) 

Kistler rotational dynamometer 
(Kistler 9123) 

Fagor CNC8070 
(Internal signals) 

    
Machine vibrations: 

 X axis vibration 
 Y axis vibration 
 Z axis vibration 

 

Elastic energy produced during the 
cutting process 

Cutting forces and torque: 
 Fz (Thrust force) 
 Mz (Torque) 
 Fx (X axis force) 
 Fy (Y axis force) 

Internal signals: 
 Spindle power 
 Motor current 
 Torque feedback 

Process parameters: 
 Spindle speed 
 Feed speed 
 Tool tip position 
 Tool tip speed 
 Tool tip acceleration 
 Tool tip jerk 

Fs= 25.6 KHz Fs= 2 MHz Fs= 10 KHz Fs=250 Hz 
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A Kistler 8152C acoustic emission sensor, a PCB 
J356A45 tri-axial accelerometer and a Kistler 9123 4-
component rotational dynamometer were installed for 
sensor signal acquisition. In addition, several internal CNC 
signals were collected: Z axis motor torque, spindle motor 
power feedback, active power supplied by the drive and 
power percentage used with respect to the maximum power 
available in the servo system. The following process 
parameters were also recorded: spindle speed, feed speed, 
as well as tool tip position, speed, acceleration and jerk 
along the three axes.  

The simultaneous acquisition of the internal and external 
signals was possible using analogue signals obtained from 
the machine. The trigger is activated when the acquisition 
of the internal signals begins, so that simultaneously the 
acquisition of the external signals is started. 

Two different tool geometries were employed (Kendu 
R204.6D and Kendu BH04.5D), the work material was a 
BLS 35CrMo4 low S steel, and all holes were made under 
wet conditions. Table 2 shows the cutting conditions used 
for each of the two tool geometries. 

Table 2. Cutting tool geometries and cutting conditions. 

 Tool geometry Cutting conditions 

R204.6D 

 
 

Vc= 70 m/min 

f= 0.15 mm/rev 

Hole depth= 5 mm 

Ø= 8 mm 

BH04.5D 

 

Vc= 100 m/min 

f= 0.15 mm/rev 

Hole depth= 5 mm 

Ø= 8 mm 

 
During the cutting tests, the tool was measured 

periodically to evaluate the development of tool wear. The 
measuring point was at the periphery of the flank face of 
each cutting edge, as shown in Fig 1. 

Measuring the flank wear provides an approximate 
evaluation of the actual tool wear by using the average 
flank wear land, Vb, or the maximum wear land, Vbmax,   
parameters measured on the tool flank face perpendicularly 
to the cutting edge. As wear is accelerated by higher cutting 
speed, it derives that the tool suffers a greater wear where 
the cutting speed is maximum. 

After the drilling tests, the surface roughness of the 
generated surfaces was measured using an Alicona IFG4 
3D confocal profilometer. This type of metrology allows for 

the measurement of surface roughness at different cross 
sections of the machined surface. In addition, it allows to 
observe the different surface errors that could occur during 
the drilling process. To carry out the analysis, the holes 
selected for the measurement were extracted from the part 
by means of electrical discharge machining (EDM) cutting 
(Fig. 2). Then, the hole was cut in two halves using a 
precision cutter. Fig. 2 shows the process for extraction and 
measurement made on different cross sections of the holes. 

Table 3 reports the different parameters calculated for 
each of the obtained surface roughness profiles. This is 
intended to give a more comprehensive view of the surface 
roughness profile distribution. The parameters in grey take 
into account only a specific point of the whole distribution 
of the profile. The other parameters are more descriptive as 
they take into account all the data points of the distribution. 

 

 

Fig. 1. Tool wear measuring point on Vcmax section. 

 

 

 

 

Table 3. Surface roughness parameters from the profile measured on the 
machined surface of the part. 

Name Description Unit 

Fig. 2. Hole cutting procedure for Alicona inspection and an example of 
recorded surface profile measurement. 
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Ra Average roughness of profile µm 

Rq Root-Mean-Square roughness of profile µm 

Rt Maximum peak to valley height of roughness 
profile µm 

Rz Mean peak to valley height of roughness 
profile µm 

Rmax Maximum peak to valley height of roughness 
profile within a sampling length µm 

Rp Maximum peak height of roughness profile µm 

Rv Maximum valley height of roughness profile µm 

Rc Mean height of profile irregularities of 
roughness profile µm 

Rsm Mean spacing of profile irregularities of 
roughness profile µm 

Rsk Skewness of roughness profile - 

Rku Kurtosis of roughness profile - 

Rdq Root-Mean-Square slope of roughness 
profile - 

Rt/Rz 
Extreme Scratch/Peak value of roughness 
profile, (>=1), higher values represent larger 
scratches/peaks 

- 

3. Feature extraction  

One of the biggest challenges after acquiring different 
types of sensor signals from a cutting process is given by 
the extraction of features that best represent the process to 
be analysed. The statistical features of the acquired signals 
are statistical indicators that preserve and explain important 
elements of the signal [23]. 

The extraction of features from the acquired signals can 
be carried out in the time domain and/or in the frequency 
domain. Fig. 3 shows a schematic overview for the feature 
extraction procedure followed in this work. In the time 
domain, statistical parameters are selected in order to 
explain or provide information about the phenomena that 
generated the acquired signals [24]. In the frequency 
domain, the parameters representing the variation of the 
frequency content related to the phenomena under control 
are chosen.  

Feature extraction is the task of processing the acquired 
sensor signals to yield a group of descriptors capable to 
keep relevant information obtained from a specific 
industrial measurement relative to the cutting process. 

3.1 Time domain 

Time domain features provide data about the distribution 
of a signal, maintaining the relevant information about the 
monitoring unit. Statistical features are the most uilised: 
mean, root mean square (rms), maximum, minimum, 
standard deviation, skewness, kurtosis and crest factor. 

3.2 Dimensionality reduction  

Advanced approaches based on feature extraction, i.e. 
aimed at generating a lower number of relevant features in 

comparison with the very numerous initial sensorial data, 
have proven to be highly valuable [25-27]. 

One of the most effective feature extraction technique 
for dimensionality reduction is the principal component 
analysis (PCA) procedure [26-30]. PCA is an unsupervised 
linear projection method allowing to perform a mapping 
from the input vectors x in the original d-dimensional space 
to new vectors z in the q-dimensional space (with q < d), 
with minimum loss of information. In practice, PCA 
identifies new variables along new directions, namely the 
principal components that are linear combinations of the 
original variables. With the aim to preserve the variance 
embedded in the original variables, the principal 
components are computed as the normalized eigenvectors 
of the covariance matrix of the original variables and 
ranked according to how much of the variation existing in 
the data they comprehend.  

3.3 Frequency domain 

The analysis of the frequency content of a signal 
provides information about the events that occur in a cutting 
process, providing insight on properties that are hard to 
discern or see in time domain representations. Discrete 
Fourier transform is frequently used for this type of 
analysis; sometimes it is applied with windowing to have a 
periodic signal and reduce the leakage effect [31].  

3.4 Time frequency domain 

The Fourier transform is useful only for stationary 
signals (statistical properties without changes in time) but 
sometimes sensor signals in machining are non-stationary 
and a time-frequency domain analysis is utilised to detect 
the frequency changes over time.  

The wavelet transform (WT) is widely used to analyze 
sensor signals in the time-frequency domain and can be 
mainly classified into continuous (CWT), discrete (DWT) 
and wavelet packet transform (WPT) [32]. The key feature 
of WT resides in its ability to decompose a signal through 
scaling and translation processes without changing the 
information content present in the original signal. 
Generally, a signal is decomposed into approximations and 
details using a mother wavelet function where the 
approximations are the high-scale, low-frequency 
components of the signal and the details are the low-scale, 
high frequency components [18, 33, 34]. 

WPT is a DWT generating more frequency bands and 
enhancing the extraction of relevant information from the 
original signal. In this case, the signal decomposition is 
structured as a tree with multiple levels, whereby at each 
new level a new decomposition is performed on low-
frequency and high-frequency components (packets) [35, 
36] as shown in Fig. 4. 
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Fig. 3. Signal processing for feature extraction (adapted from [24]). 

 

 

Fig. 4. WPT decomposition tree at three levels. 

4. Feature selection 

After acquiring the internal and/or external signals and 
extracting the signal features, the number of obtained 
features can be very large. Proper selection of the most 
relevant features is needed to reduce feature dimensionality 
and better represent the phenomena under control.  

Feature subset selection is the process of identifying and 
removing as many irrelevant and redundant features as 
possible regarding the monitoring unit. 

In machine learning, it is essential to reduce the feature 
set dimensionality to simplify the modelling, reduce the 
problem complexity and shorten the training time [37-39]. 
Simpler models are also more robust on small datasets and 
are less affected by variance due to noise or outliers [26, 
27]. 

Assuming that each drilled hole constitutes an instance 
of a dataset where features extracted from the raw data for 
this specific hole are the columns of the dataset and the 
target or class column reports the tool wear level. To 
remove irrelevant features, a feature selection criterion is 
required which can measure the relevance of each feature to 
the output class/target or its redundancy regarding the other 
features. From a machine learning viewpoint, if a system is 
trained with irrelevant variables, it will use this information 
for new data leading to poor generalization. In [40] the 
features were defined as: 

 Relevant: are features, which have an influence on the 
output, and their role cannot be assumed by the rest. 

 Irrelevant: are those features not having any influence on 
the output, and whose values are generated at random for 
each example. 

 Redundant: a redundancy exists whenever a feature can 
take the role of another. 

Teti et al. [1] report that in only 15% of the cases some 
technique to select representative features was used for tool 
condition monitoring. Overall, applying feature selection 
will always provide benefits such as granting insight into 
the data, better classifier model, enhance generalization and 
identification of irrelevant variables. Mehmood et al. [41] 
comment that there is no method for selecting variables 
consistently superior to the others; it is probably more an 
interaction between the method and the data properties. 

4.1 Filtering methods 

The existing filtering algorithms are computationally 
cheap but they fail to identify and remove all redundant 
features. In addition, there is a risk that the features selected 
by a filtering method can decrease the correlation 
coefficient of the learning algorithm [40]. The most used 
filtering method for variable selection is the Pearson’s 
correlation coefficient that assumes a Gaussian distribution 
for each variable and reports on their linear relationships. 
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Ra Average roughness of profile µm 

Rq Root-Mean-Square roughness of profile µm 

Rt Maximum peak to valley height of roughness 
profile µm 

Rz Mean peak to valley height of roughness 
profile µm 

Rmax Maximum peak to valley height of roughness 
profile within a sampling length µm 

Rp Maximum peak height of roughness profile µm 

Rv Maximum valley height of roughness profile µm 

Rc Mean height of profile irregularities of 
roughness profile µm 

Rsm Mean spacing of profile irregularities of 
roughness profile µm 

Rsk Skewness of roughness profile - 

Rku Kurtosis of roughness profile - 

Rdq Root-Mean-Square slope of roughness 
profile - 

Rt/Rz 
Extreme Scratch/Peak value of roughness 
profile, (>=1), higher values represent larger 
scratches/peaks 

- 

3. Feature extraction  

One of the biggest challenges after acquiring different 
types of sensor signals from a cutting process is given by 
the extraction of features that best represent the process to 
be analysed. The statistical features of the acquired signals 
are statistical indicators that preserve and explain important 
elements of the signal [23]. 

The extraction of features from the acquired signals can 
be carried out in the time domain and/or in the frequency 
domain. Fig. 3 shows a schematic overview for the feature 
extraction procedure followed in this work. In the time 
domain, statistical parameters are selected in order to 
explain or provide information about the phenomena that 
generated the acquired signals [24]. In the frequency 
domain, the parameters representing the variation of the 
frequency content related to the phenomena under control 
are chosen.  

Feature extraction is the task of processing the acquired 
sensor signals to yield a group of descriptors capable to 
keep relevant information obtained from a specific 
industrial measurement relative to the cutting process. 

3.1 Time domain 

Time domain features provide data about the distribution 
of a signal, maintaining the relevant information about the 
monitoring unit. Statistical features are the most uilised: 
mean, root mean square (rms), maximum, minimum, 
standard deviation, skewness, kurtosis and crest factor. 

3.2 Dimensionality reduction  

Advanced approaches based on feature extraction, i.e. 
aimed at generating a lower number of relevant features in 

comparison with the very numerous initial sensorial data, 
have proven to be highly valuable [25-27]. 

One of the most effective feature extraction technique 
for dimensionality reduction is the principal component 
analysis (PCA) procedure [26-30]. PCA is an unsupervised 
linear projection method allowing to perform a mapping 
from the input vectors x in the original d-dimensional space 
to new vectors z in the q-dimensional space (with q < d), 
with minimum loss of information. In practice, PCA 
identifies new variables along new directions, namely the 
principal components that are linear combinations of the 
original variables. With the aim to preserve the variance 
embedded in the original variables, the principal 
components are computed as the normalized eigenvectors 
of the covariance matrix of the original variables and 
ranked according to how much of the variation existing in 
the data they comprehend.  

3.3 Frequency domain 

The analysis of the frequency content of a signal 
provides information about the events that occur in a cutting 
process, providing insight on properties that are hard to 
discern or see in time domain representations. Discrete 
Fourier transform is frequently used for this type of 
analysis; sometimes it is applied with windowing to have a 
periodic signal and reduce the leakage effect [31].  

3.4 Time frequency domain 

The Fourier transform is useful only for stationary 
signals (statistical properties without changes in time) but 
sometimes sensor signals in machining are non-stationary 
and a time-frequency domain analysis is utilised to detect 
the frequency changes over time.  

The wavelet transform (WT) is widely used to analyze 
sensor signals in the time-frequency domain and can be 
mainly classified into continuous (CWT), discrete (DWT) 
and wavelet packet transform (WPT) [32]. The key feature 
of WT resides in its ability to decompose a signal through 
scaling and translation processes without changing the 
information content present in the original signal. 
Generally, a signal is decomposed into approximations and 
details using a mother wavelet function where the 
approximations are the high-scale, low-frequency 
components of the signal and the details are the low-scale, 
high frequency components [18, 33, 34]. 

WPT is a DWT generating more frequency bands and 
enhancing the extraction of relevant information from the 
original signal. In this case, the signal decomposition is 
structured as a tree with multiple levels, whereby at each 
new level a new decomposition is performed on low-
frequency and high-frequency components (packets) [35, 
36] as shown in Fig. 4. 
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4. Feature selection 

After acquiring the internal and/or external signals and 
extracting the signal features, the number of obtained 
features can be very large. Proper selection of the most 
relevant features is needed to reduce feature dimensionality 
and better represent the phenomena under control.  

Feature subset selection is the process of identifying and 
removing as many irrelevant and redundant features as 
possible regarding the monitoring unit. 

In machine learning, it is essential to reduce the feature 
set dimensionality to simplify the modelling, reduce the 
problem complexity and shorten the training time [37-39]. 
Simpler models are also more robust on small datasets and 
are less affected by variance due to noise or outliers [26, 
27]. 

Assuming that each drilled hole constitutes an instance 
of a dataset where features extracted from the raw data for 
this specific hole are the columns of the dataset and the 
target or class column reports the tool wear level. To 
remove irrelevant features, a feature selection criterion is 
required which can measure the relevance of each feature to 
the output class/target or its redundancy regarding the other 
features. From a machine learning viewpoint, if a system is 
trained with irrelevant variables, it will use this information 
for new data leading to poor generalization. In [40] the 
features were defined as: 

 Relevant: are features, which have an influence on the 
output, and their role cannot be assumed by the rest. 

 Irrelevant: are those features not having any influence on 
the output, and whose values are generated at random for 
each example. 

 Redundant: a redundancy exists whenever a feature can 
take the role of another. 

Teti et al. [1] report that in only 15% of the cases some 
technique to select representative features was used for tool 
condition monitoring. Overall, applying feature selection 
will always provide benefits such as granting insight into 
the data, better classifier model, enhance generalization and 
identification of irrelevant variables. Mehmood et al. [41] 
comment that there is no method for selecting variables 
consistently superior to the others; it is probably more an 
interaction between the method and the data properties. 

4.1 Filtering methods 

The existing filtering algorithms are computationally 
cheap but they fail to identify and remove all redundant 
features. In addition, there is a risk that the features selected 
by a filtering method can decrease the correlation 
coefficient of the learning algorithm [40]. The most used 
filtering method for variable selection is the Pearson’s 
correlation coefficient that assumes a Gaussian distribution 
for each variable and reports on their linear relationships. 
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4.2 Wrapper methods 

Wrapper methods wrap the feature selection around the 
induction algorithm to be used, employing cross-validation 
to predict the benefits of adding or removing a feature from 
the utilized feature subset [40].  

The sequential selection algorithms start with an empty 
set (forward selection) or full set (backward selection) and 
add features or remove features until the maximum 
objective function is obtained. A problem with forward 
selection is that it may fail to include attributes that are 
interdependent, as it adds variables one at a time. However, 
it may locate small effective subsets quite rapidly, as the 
early evaluations, involving relatively few variables, are 
fast. In contrast, in backward selection inter-dependencies 
are well managed, but early evaluations are relatively 
expensive [42]. 

4.3 Embedded methods 

Some induction algorithms include implicitly a search 
for optimal features with respect to the target. It is the case 
of random forest trees that allows to obtain a ranking of the 
most important variables to create a model. 

Apart from that, regularization is a form of regression 
that discourages learning a more complex or flexible model 
in order to avoid the risk of overfitting. There are two main 
regularization algorithms: LASSO and ridge regression. 
The main difference is that the LASSO regression is better 
than the ridge regression at reducing the variance if there 
are useless features. 

5. Conclusions and future work 

This work reports a complete set-up in which internal 
and external signals of drilling processes are collected. In 
addition, the most utilized signal processing techniques of 
feature extraction and selection for cutting process 
monitoring are illustrated.  

Signal acquisition for cutting process control has become 
important over the last few decades. In addition to reducing 
manpower, it allows to obtain information about the state 
and quality of the cutting process. Monitoring a process 
leads to the reduction of time and costs, in addition to 
making estimates about the quality of the machined part.  

Only few works explore feature selection techniques in 
this field. Exploring different feature selection methods can 
be of great help as they allow to reduce the high 
dimensionality of the data as well as to obtain a better 
generalisation of the models that will be employed later. 

Regarding future work, the main focus will be on 
applying different feature extraction and selection methods 
to feed machine learning algorithms and get insight in 
drilling process monitoring. 

In particular, WPT, which generates more frequency 
bands with improved extraction of relevant information 
from the original signal, will be considered. In addition, 
dimensionality reduction will be carried out via PCA 
techniques based on singular value decomposition, which is 
a computationally efficient method for determining 
principal components. This will allow to reduce the feature 

set dimensionality with the aim to simplify modelling, 
decrease problem complexity and shorten training time in 
view of the application of decision making paradigms. 
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4.2 Wrapper methods 

Wrapper methods wrap the feature selection around the 
induction algorithm to be used, employing cross-validation 
to predict the benefits of adding or removing a feature from 
the utilized feature subset [40].  

The sequential selection algorithms start with an empty 
set (forward selection) or full set (backward selection) and 
add features or remove features until the maximum 
objective function is obtained. A problem with forward 
selection is that it may fail to include attributes that are 
interdependent, as it adds variables one at a time. However, 
it may locate small effective subsets quite rapidly, as the 
early evaluations, involving relatively few variables, are 
fast. In contrast, in backward selection inter-dependencies 
are well managed, but early evaluations are relatively 
expensive [42]. 

4.3 Embedded methods 

Some induction algorithms include implicitly a search 
for optimal features with respect to the target. It is the case 
of random forest trees that allows to obtain a ranking of the 
most important variables to create a model. 

Apart from that, regularization is a form of regression 
that discourages learning a more complex or flexible model 
in order to avoid the risk of overfitting. There are two main 
regularization algorithms: LASSO and ridge regression. 
The main difference is that the LASSO regression is better 
than the ridge regression at reducing the variance if there 
are useless features. 

5. Conclusions and future work 

This work reports a complete set-up in which internal 
and external signals of drilling processes are collected. In 
addition, the most utilized signal processing techniques of 
feature extraction and selection for cutting process 
monitoring are illustrated.  

Signal acquisition for cutting process control has become 
important over the last few decades. In addition to reducing 
manpower, it allows to obtain information about the state 
and quality of the cutting process. Monitoring a process 
leads to the reduction of time and costs, in addition to 
making estimates about the quality of the machined part.  

Only few works explore feature selection techniques in 
this field. Exploring different feature selection methods can 
be of great help as they allow to reduce the high 
dimensionality of the data as well as to obtain a better 
generalisation of the models that will be employed later. 

Regarding future work, the main focus will be on 
applying different feature extraction and selection methods 
to feed machine learning algorithms and get insight in 
drilling process monitoring. 

In particular, WPT, which generates more frequency 
bands with improved extraction of relevant information 
from the original signal, will be considered. In addition, 
dimensionality reduction will be carried out via PCA 
techniques based on singular value decomposition, which is 
a computationally efficient method for determining 
principal components. This will allow to reduce the feature 

set dimensionality with the aim to simplify modelling, 
decrease problem complexity and shorten training time in 
view of the application of decision making paradigms. 
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