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Abstract

Nowadays energetic scenario is changing, improving the actual energy mix,
and using cleaner and more sustainable energy generation and consumption meth-
ods. Renewable energies are key within this context for a more environmentally
friendly energy generation. The intermittent nature of these energy sources boost
the use of energy storage systems. A more efficient energy consumption is also a
benefit of the energy storage system since the energy generation does not need to
instantly feed the demand.

Li-ion batteries are one of the most promising technology in the market, but the
price per Wh and the aging of these devices are crucial for their integration. Dif-
ferent methods are considered to control or mitigate batteries aging, nonetheless
advanced control system will enable further improvements and optimal battery
utilization.

This thesis is based on the hypothesis that aging of batteries can be controlled
using physics based state of function control embedded systems, that will en-
able the concept of a dynamic safe operating area. Something that will open the
door to more optimized and advanced battery management.





Laburpena

Gaur egun agertoki energetikoa aldatzen ari da, mix energetikoa hobetzen eta
energia sortzeko zein kontsumitzeko metodo garbiagoak nahiz iraunkorragoak er-
abiltzen ari dira. Testuinguru horretan, energia berriztagarriak funtsezkoak dira
ingurumenarekiko errespetu handiagoa izateko. Aipatu energia iturri berriztagar-
rien aldizkako izaerak energia biltegiratzeko sistemen erabilera bultzatzen duela.
Gainera, energia-kontsumo eraginkorragoa bermatzen dute, energia sorgailuak ez
duelako zertan eskaria berehala elikatu behar.

Li-ion bateriak merkatuan teknologiarik itxaropentsuenetarikoak dira, baina
Wh bakoitzaren prezioa eta gailu horien zaharkitzea funtsezkoak dira haien inte-
graziorako. Baterien zaharkitzea kontrolatzeko edota arintzeko metodo desberdi-
nak daude. Hala ere, kontrol sistema aurreratuak hobekuntza gehiago eskaini eta
baterien erabilera hobea ahalbidetuko dute.

Tesi honen hipotesi nagusia da fisikan oinarritutako modeloz osaturiko ego-
era kontrol sistema txertatuekin baterien zaharkitzea kontrola daitekeela,
funtzionamendu eremu seguru dinamikoaren kontzeptua ahalbidetuz eta metaketa
sistemen kudeaketa optimizatuagoei eta aurreratuagoei ateak irekiz.





Resumen

Hoy en día, el escenario energético está cambiando, mejorando el mix en-
ergético y utilizando métodos de generación y consumo de energía más limpios
y sostenibles. Las energías renovables son clave en este contexto para una gen-
eración de energía más respetuosa con el medio ambiente. La naturaleza intermi-
tente de estas fuentes de energía impulsa el uso de sistemas de almacenamiento
de energía. Siendo un consumo de energía más eficiente también un beneficio
derivado del uso de sistemas de almacenamiento de energía, ya que la energía no
ha de ser forzosamente generada en el mismo instante en que se demanda.

Las baterías de iones de litio son una de las tecnologías más prometedoras del
mercado, siendo el precio por Wh y el envejecimiento de estos dispositivos cru-
ciales para su integración. Se pueden considerar diferentes métodos para contro-
lar o mitigar el envejecimiento de las baterías, sin embargo, los sistema de control
avanzado permitirán mejoras adicionales y la utilización óptima de las baterías.

Esta tesis se basa en la hipótesis de que el envejecimiento de las baterías se
puede controlar utilizando sistemas embarcados de control del estado basa-
dos en modelos electroquímicos, que permitirán validar el concepto de un área
de operación dinámica segura. Algo que abrirá la puerta a una gestión de las
baterías más optimizada y avanzada.
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Chapter 1

Introduction

This chapter presents an overview of the current energetic scenario, and the

reasons why energy storage will be one of the key factors in the future. Besides, as

many different energy storage systems are present nowadays in this field, electro-

chemical devices, and more concretely Li-ion batteries are highlighted due to their

advantages against other technologies. After, the drawbacks of these systems, and

the possible solutions to overcome them are explained. Finally the objectives of

the thesis are presented.

1



2 C.1 Introduction

1.1 Framework and scope of the thesis

Todays world is in constant change, challenging humanity to adapt. Along the history of

humanity energy has played a crucial role inherent to technological advance. Coal, vapor, oil

or gas drove our civilization to another step allowing inventions such as cars, trains, ships or

lighting. When Benjamin Franklin discovered the electricity a new huge world of possibilities

was opened. We can since then transport the energy in the most efficient way known to the

date.

Generation and transport of energy has become a key world-level challenge. Different

energy-generation methods are used to create a so-called "Energetic mix", where oil, natural

gas, coal and biofuels are the central pillars of this mix [1]. Figure 1.1 shows the different

energy sources used today to generate energy, being Oil, natural gas, coal and biofuels the

central pillars of the energy used all over the world.

Figure 1.1: Total worldwide primary energy supply by fuel [1].

Furthermore, energy consumption has passed from the simplicity of lighting a house to

the present complex electric grid. Overall energy demand has increased (figure 1.2, [2]) and

transport has taken an important role in the sense that electrical energy demand from electric

transportation has risen dramatically in the last years. In addition, many grid services [3]

related to electricity distribution has taken importance due to the new energetic scenario.

To meet the rising energy demand, global reliance on fossil fuels over the last centuries

Electrochemical Model-Based Advanced Battery Control Systems



1.1 Framework and scope of the thesis 3

Figure 1.2: Cumulative energy-related CO2 emissions and emissions gap, 2015-2050 (Gt CO2)
[2].

has caused severe consequences. CO2 emissions are primary contributors to the greenhouse

effect that is causing climate change. This is a problem that can not be ignored any longer and

which is constantly growing (figure 1.3).

Figure 1.3: Annual energy-related CO2 emissions, 2010-2050 (Gt/yr) [2].

Other emissions such as chlorofluorocarbons(CFC) have caused nontrivial damage to the

ozone layer [4]. Human health is also affected due to air pollution, and related deaths are not

isolated events, as shown in figure 1.4.

The energetic scenario described above is not sustainable any longer and renewable-energy

Electrochemical Model-Based Advanced Battery Control Systems



4 C.1 Introduction

Figure 1.4: Deaths attributable to household and outdoor air pollution, 2012 [5].

sources appear to be the most plausible alternative to fossil fuels. These sources do not them-

selves generate contamination, even though their CO2 footprint is not completely erased be-

cause of the production and maintenance of the associated infrastructure. Nevertheless, the

intermittent nature of these energy sources (such as wind or solar) introduce technical chal-

lenges that need to be solved. Energy needs to be delivered to different loads whenever con-

sumption is demanded from those loads, and the timing of this demand is independent of the

timing of energy generation. Energy storage is therefore a real and actual need, permitting

the storage of energy when there is an excess of generation capability and delivering energy

when it is needed by a consumer.

Due to the above mentioned systemic challenges some politic initiatives have been pushed.

Horizon 2020 is a one of the best examples in Europe together with the future Horizon Europe,

and other similar attempts have been boosted around the rest of the world.

In the future it is believed that demand tendencies are going to continue increasing as

the population is growing. Due to the actual scenario and the oil availability decrease, other

generation alternatives as nuclear fusion are being studied. Nevertheless those technologies

can only be considered in the long term due to their immaturity. For these reasons renewable

generation technologies are key in the near future. This highlights the strategical importance

of the energy storage research. Different storage technologies as beyond post-lithium batter-

ies [7] are being developed, but those technologies can neither be considered as short term

approaches.

In figure 1.6 a classification of energy storage systems (ESS) used nowadays can be ob-

Electrochemical Model-Based Advanced Battery Control Systems



1.1 Framework and scope of the thesis 5

Figure 1.5: The landscape of energy/electricity generation and storage solutions (represen-
tative sample). It should be noted that fuel cells are a production technology but have been
categorized as storage to adhere to common convention [6].

served. Electromagnetic storage (figure 1.5) as superconductors are still an immature tech-

nology. On the contrary supercapacitors are already in use, and mainly used for power quality,

figure 1.6. For energy management purposes flywheels pumped hydro and compressed air stor-

age (CAES) are used to store high amounts of energy applied to grid management purposes.

The working range of the batteries makes them the best solution for most of the applications

considered up to date and improving this ESS (energy storage system) is therefore crucial.

Batteries are the most used devices in transportation, grid services, industrial and residen-

tial applications. More specifically the highest volumetric energy density of Li-ion technology

makes it the best mature solution for most of energy storage applications.

As explained along the above paragraphs lithium ion batteries are the most promising

batteries in the market. Figure 1.7 shows a classification of the different cathodes for Li-ion

batteries (normally the battery cell is defined by the cathode as graphite anodes are generally

used). Each of it has its own benefits and drawbacks, and the most appropriate one need to

be chosen for each case.

Li-ion batteries are more dangerous (due to the leak, fire or even explosion risk) than

Lead-acid batteries used on industry for years. It is therefore necessary to adopt some security

measurements. Batteries are also normally used within battery packs, allowing the designer

Electrochemical Model-Based Advanced Battery Control Systems
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Figure 1.6: Distribution of storage techniques as a function of their field of application [8].

Figure 1.7: Approximate range of average discharge potentials and specific capacity of some
of the most common intercalation-type cathodes [9].

to adapt the capacity and the power capability of the full ESS. In conclusion, a battery pack (to

adapt capacity and power) and a battery management system (BMS), to ensure safe operation

need to be considered for a battery-based ESS solution.

The purpose of a BMS is to monitor and equalize the batteries composing the battery pack.

In addition it has to decide if the battery pack is under suitable working conditions or not to

disconnect it if necessary, or even to manage a cooling system. A battery pack composed by

cells, the BMS and the cooling system is shown in figure 1.8.

Electrochemical Model-Based Advanced Battery Control Systems



1.1 Framework and scope of the thesis 7

Figure 1.8: Kokam battery pack [10].

There are still some challenges that need to be faced to achieve better battery-based ESS.

As exposed previously due to the penetration of renewable energies and the electric trans-

portation market growth, the demand of battery systems is increasing. Nevertheless lithium

resources are finite and alternatives to obtain lithium are key. Furthermore the price of bat-

teries has been high up to date, this fact is evident when considering that the payback of those

systems is in the range of years. Future trends says that the price will drop as the market is

growing, an evident sign of this fact is the cell manufacturing gigafactory that Tesla Motors

built [11]. Despite, the return range will not be negligible if that price does not drop much

lower than expected.

Two considerations need to be taken into account at this point: the price per Wh and

the aging of batteries (even if batteries lifetime is being extended, aging is still a key factor).

Up to date, it is considered that the aging of a battery cell is only application dependent.

Working temperature, charge/discharge rate and depth of discharge (DOD) affect directly

the battery cell aging evolution (oversizing is used to overcome the aging nowadays). It is

also considered that the capacity of the cells is used completely. Those thoughts are being

revised and it is believed that with the correct managing of the batteries under/over utilization

can be avoided. This way should be possible to store more energy than the addressed by

manufacturers. Furthermore, aging is believed to be reduced by correct current management,

based on voltage and temperature values (since all this values are linked with battery aging). It

is therefore necessary to develop an adequate control strategy to properly limit the utilization

window of batteries. This control need to be based on the internal variables of the cell, that if

Electrochemical Model-Based Advanced Battery Control Systems
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predicted can be used to define the state at which the battery is operating, and to model the

ongoing aging mechanisms. For this reason electrochemical models are a key point within this

future improvements, making possible to control the operation window of the battery, when

modifying the current based on model predictions. The reason behind this is that lumped

parameter behavioral models or electrical equivalent models do not give information about

the internal ongoings of the cell, they only emulate the voltage and temperature response.

To overcome this challenge, on the one hand specific hardware need to be designed or

adapted, and on the other hand the correct control need to be designed and applied by the

use of electrochemical models.

1.2 Objectives

The scope of this thesis is oriented to the development and validation of an online

physics-based battery control system. The system has to avoid lithium plating as a first

step towards the development of these type of systems full potential. Figure 1.9 shows the

general overview and structure of the proposed system. The main parts of the system are

the battery cell, the converter and the control implemented in a dedicated embedded system.

Figure 1.9 also illustrates the main processes needed to achieve the main objective (electro-

chemical model parameter identification, reduced order model development, converter and

cell assembly and control constraints generation) that will be treated along this thesis.

To reach this general objective the below partial objectives have been defined:

• [O1] Reduced order electrochemical model developement: Generate a functional re-

duced order model (ROM) without battery cells internal ongoings information loss. This

means that model simplifications need to be avoided in order to preserve the models po-

tential.

• [O2] Electrochemical model paramter identification: Identify the parameters required

for the tuning of an electrochemical model, whether physico-chemically or using non

invasive methods.

• [O3] Develop a lithium plating oriented functional control system: Develop a system

able to prevent lithium plating, based on a ROM running in a low cost microprocessor

and the needed hardware to control the lithium plating affecting variables.
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Figure 1.9: General scope of the proposed system.

1.3 Outline of the thesis

The document is divided in 6 chapters, the partial objectives described along this chapter

are faced in the chapters shown in figure 1.10, where also titles can be observed. In the

following paragraphs a brief description of each chapter is given.

After the introduction and motivation of the work, chapter 3 reviews the state of the art

related to electrochemical models and reduction methods used by the different authors. Af-

ter, the selected approach is explained in detail and the developed ROM model results are

presented. To continue towards the general objective, chapter 4 treats the parameter identi-

fication for the previously developed ROM and the state of the art related to this topic. Both

invasive physico-chemical and non-invasive parameter identification techniques are reviewed,

and following the implemented identification and model tuning are explained in detail. With

the already parameterized and tuned ROM, chapter 5 treats the implementation of a hardware

system able to manage the battery cell current, governed by the ROM model running in a low

cost embedded system. Finally the results obtained with the lithium plating prevention system
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are gathered also in chapter 5, followed by conclusions and future lines in chapter 6.

Chapter 2

Electrochemical modeling of an NMC/Graphite cell

Parameter identification of an NMC/Graphite cell 
electrochemical model

Lithium plating control oriented system development

Conclusions and future lines

Introduction

Chapter 3O1

O2

O3

Chapter 4

Chapter 5

Chapter 6

Appendixes

Motivation of the work 

Figure 1.10: Thesis outline.

1.4 Scientific contributions

During this thesis a functional lithium plating control system has been developed. The

conclusions are detailed at the end of each chapter, while the final conclusions gathered in

chapter 6. In the following, a schematic view of the main contributions is presented, so a brief

overview of the proposed advances can be clearly seen.

• A reduced order electrochemical battery model has been developed. Based on Plett et

al. a more advanced reduced order model is developed. This model keeps all the P2D

(pseudo two dimensional) model information, while the reduction process makes it light

enough to run in a microprocessor. A sigma point Kalman filter and the required model

structure to implement it is also developed. The model is able to represent the battery

cells internal variables along all state of charge (SOC) range, for different temperatures.

Finally the accuracy of this model is maintained, considering the error to be negligible.

• Physics-based models parameter identification is presented as a complex task. After

identifying computational and physics-based procedures, a physics-based methodology

is implemented. This job highlights the benefits and drawbacks of this methodology,
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identifying ease and accuracy in the specific parameters identification. This evaluation

provides the perfect scenario to further develop mixed optimum parameter identification

procedures. These procedures will be developed after the initial phase presented in this

thesis by L. Oca within her PhD work entitled "Optimization of the fabrication process

of pouch cells for industrial applications through advanced electrochemical models",

developed in the Energy Storage research line at Mondragon Unibertsitatea Faculty of

Engineering.

• The implementation of a lithium plating control platform, evidenced the validity of elec-

trochemical models in online systems. Different works reported evidence of lithium

plating avoidance controlling the overvoltage, this fact together with a system suitable

for an online implementation demonstrates the validity of advanced state of function

(SOF) control.

1.5 Publications

Conference papers

[1] L. Oca, E. Miguel, L. Otaegui, A. Villaverde, and U. Iraola, "Methodology to assess

the impact of electrochemical model parameters based on design of experiments," Comsol

conference 2018, Lausanne, Switzerland, 2018.

[2] E. Miguel, E. Gucciardi, L. Oca, E. Bekaert, and U. Iraola, "Model identification through

parameter estimation of a commercial LiFePO4 / graphite cylindrical battery," ISE Annual

Meeting conference, Bolognia, Italy, 2018.

[3] L. Oca, E. Bekaert, E. Miguel, J. Ajuria, and J. M. Campillo-Robles, "Lithium-ion ca-

pacitor characterization for implementing in simulations," Materialen Zientzia eta Teknologia

Kongresua, 2016.

Journal papers

[1] E. Miguel , Gregory L. Plett, M. Scott Trimboli, L. Oca, U. Iraola, "On electrochemical

models parameter identification methods," (sent to Journal of Renewable & Sustainable Energy

Reviews)

[2] E. Miguel , Gregory L. Plett, M. Scott Trimboli, L. Oca, U. Iraola, "Sigma point kalman

filter corrected phisycs-based reduced-order model implementation for online applications,"

(in preparation, will be sent to Journal of Power Sources)
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[3] L.Oca, E. Miguel, A. Herran, E. Gucciardi, L. Otaegui, E. Bekaert, A. Villaverde, U.

Iraola, "Full parameter obtention methodology of a commercial lithium-ion battery for a pseudo-

two-dimensional model," (in preparation, will be sent to Journal of Electrochimica Acta)
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Chapter 2

Motivation of the work

This chapter describes the background of Li-ion batteries aging management,

gathering the different tendencies found in literature. Benefits and drawbacks

are analyzed, and the potential of electrochemical model-based battery control

systems is explained. Finally the methodology followed during the thesis is pre-

sented, detailing the proposed system implementation and validation overview.
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2.1 Background

Battery aging has been presented as the main factor affecting batteries profitability (since

price is considered to be market dependent). Lithium plating is generated when operating at

low temperatures (below 5 oC to 0 oC, shown in figure 2.1 and reported in [12]). Solid elec-

trolyte interphase (SEI) growth is specially generated at high working temperatures (higher

than approximately 45 oC); also low working temperatures enhance this reaction, figure 2.2.

These aging mechanisms are considered the more significant among other aging mechanisms

[13, 14].

Figure 2.1: Lithium plating conditions reported by Ecker et al.[12].

In addition, applications are demanding higher energy densities and longer lifetime ESS

systems, such as electric vehicle battery packs. It is therefore important to review the different

approaches found in the literature to minimize aging, what would improve the battery systems

making the Wh cost lower.

Cooling systems can be used to lower battery working temperature, so the aging rate is

reduced and oversizing is avoided to some extent. These systems comprises fans, cold-plates

or PCMs among others [16, 17], making the cost of the ESS rise. The most common practice

otherwise, specially when looking at industry, is to oversize batteries to deal with the aging

(also increasing the battery pack cost). When a battery pack is oversized, operating conditions

related with battery aging [18] are modified, being the main factors the following:
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Figure 2.2: Instantaneous SEI degradation rate as computed by the ROM. (Adapted from Fig.
1 in Randall et al., Journal of Power Sources, 209, 2012, pp. 282-288.) and extracted from
[15].

• DOD

• Battery lifetime (maximum life cycles)

• Temperature

• Charge and discharge current

For a certain demand, if the battery pack capacity is augmented (over the needed amount),

the current delivered by each battery cell is decreased (C-rate). This will also cause the DOD to

be smaller, as well as the temperature to be lower, due to a smaller C-rate (since temperature

increases with the C-rate). As a consequence, if the variables affecting aging are softened the

aging rate will decrease. The concept of oversizing a battery is then simple, introduce more

capacity than strictly needed to reach the battery pack specifications. This process is done

during the pack design phase, and can be addressed differently. Model-based oversizing [19]

is the most common method, pseudo empirical aging model [20], or adaptive aging model-

based [21] pack optimizations tools are a good example.

Hybrid ESS systems are other alternative, with the use of different energy storage devices

the demand can be satisfied avoiding batteries aging to some extent. For example, if supeca-

pacitors are integrated into a battery pack (or even if not integrated in the pack and externally

connected, what is known as external hybridization), the C-rate of the batteries can be limited

(since the supercapacitors will feed power pulses, also known as peak saving) [22, 23]. Even
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supercapacitors does not add a a lot of capacity (compared to batteries), this method can lead

to a decrease in battery pack capacity requirement. The aging of batteries will still decrease,

since their operation window will be more favorable, avoiding to oversize the pack in terms

of battery capacity.

Second life of batteries is also a technique that can be used to mitigate the cost of batteries

[24, 25]. When a battery or battery pack is considered to be no longer valid for its application,

could be transferred to another application [26, 27]. Whether disassembling the battery pack

and using the cells to build a different pack, or using the battery pack directly. The second life

of the batteries mitigates the cost, since their use is extended over the first life. Incomings from

that second life will reduce the overall Wh cost of batteries. As an example, electric vehicle

batteries are considered to be useless when the state of health (SOH) is under 70-80% of the

nominal capacity; these cells when recycled are often used to build battery packs for stationary

ESS [28, 29, 30].

The methods presented above are all valid to mitigate the aging of batteries, being over-

sizing the main method. On the one hand, this method has been demonstrated to be effective.

On the other hand, the efficiency of the whole battery pack (economically) is subjected to the

method that is used to define how much a pack is oversized. As an example, if very accurate

models are used to predict the aging of the battery pack (aging models), this method can lead

in a very effective aging management. There are however some drawbacks inherent to the

method, this pack design should be done for the worst case scenario (the demand profiles and

working temperature should be known then). Not only this, as this aging management is done

offline no changes can be applied when the battery pack has been assembled, and the design

will not be optimum for every case.

More advanced methods to manage aging of batteries are based on SOF control techniques.

These methods allow to change the aging management on demand (taking into account that

aging can be controlled only by derating batteries maximum electric characteristics). These

SOF controls are normally based on electrochemical models, and designed for an specific bat-

tery cell. This means that the system can be used for different applications avoiding an specific

design. Electrochemical models describe the internal processes of battery cells, what allow to

model any profile independently from the application.

Some authors pointed out the advantages of these methods, whether to monitor batteries

SOF, create more flexible aging models or implement advanced control strategies, such as fast
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charging or enhancing battery capacity. These authors posed electrochemical models use as a

key tool to develop their advanced battery monitoring and control systems. A good example

are the fast charging algorithms developed by Chu et al. [31, 32]. The proposed fast charging

algorithm used a physics-based model to limit the overvoltage above 0 V , what was supposed

to prevent lithium plating. The current applied to the battery was risen until the overvoltage

prediction went below 0 V, and then the SOF control system managed it to keep the overvoltage

at the desired constraint, as shown in figure 2.3.

Figure 2.3: Battery charge profiles and overvoltage evolution during charge [31].

The authors did use a laptop to run the model and the control loops, what is not suitable for

an online application. On the contrary, they reported physical evidence of the lithium plating

prevention. A battery cell charged with a constant current profile was compared with a cell

charged with the developed charging strategy, and the cell lithium plating was found only in

the cell cycled with a constant current profile (figure 2.4).

Moura et al. [33, 34] developed physics-based SOF control oriented to optimal charging

strategies. They reported that different compromises between charging time and battery ag-

ing were possible while using these systems, figure 2.5. This type of control could be used

to manage the battery on demand, even considering market conditions to evaluate the cost

of aging the batteries opposed to the benefit that is obtained [35]. Other good example of

potential use of this type of battery modeling is to use these models to design battery packs,

knowing more accurately how much the pack is oversized.

Trimboli et al. [36, 37, 38] reported the validity of electrochemical models to estimate the

power limits of batteries, reporting that accurate calculation of these limits can lead to more
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Figure 2.4: Battery post-mortem analysis of cell charged with a constant current profile (a),
and with a physics-based fast charging control system (b), [31].

Figure 2.5: Physics-based battery charge strategies, showing different balance between charg-
ing time and aging [33].

efficient battery utilization, figure 2.6.

Plett et al. [15, 39] used algorithms based on sigma point kalman filters (SPKFs) able to

adapt, choosing precomputed battery models. These models were generated according to the

battery aging, using electrochemical aging models to build those already computed models.

The algorithm could be used to monitor batteries, to design SOF controls or even to identify

aging states of batteries (as the system also accounted for different aging states), as shown in

figure 2.7.

It is also worth to mention that all these authors made a big effort to make electrochem-
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Figure 2.6: Power limit estimation comparison, using electric circuit models (ECM) and
physics-based models (PCM) [36].

Figure 2.7: Estimation probabilities of different ROM models related to different aging states
[40].

ical models computationally efficient so they could be affordable for and embedded system

[41, 42, 43, 44, 32]. This works illustrate that a correct monitoring of a battery SOF would

allow to redefine the concept of safety operation area (SOA), leading to a dynamic SOA ap-

proach. Looking at the described research, is then the hypothesis of this PhD thesis that the

aging of batteries can be controlled using physics-based SOF control embedded systems.

Something that if proven, would confirm the concept of a dynamic SOA.
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2.2 Work methodology

When looking at a SOF system implementation different parts are needed as found in the

literature and shown in figure 1.9. Within this thesis the following topics have been addressed,

resulting in a complete lithium plating control platform:

• Reduced order model development; a reduced order electrochemical model is developed

and implemented in a low cost micropocessor. The use of this type of model is justified

since other models such as electric ones does not account for battery internal variables.

These variables are later used to control the lithium plating (the overvoltage more pre-

cisely), as a demonstration of the potential of this type of SOF control systems. The fact

of running the model in a microprocessor will illustrate the viability of the system itself

for online applications. Braking the old assumption stating that electrochemical models

are out of the scope of online systems due to their computational expense.

• Electrochemical model parameter identification; electrochemical models are feed by a

big set of parameters, and the identification process is not trivial, specially when exper-

imental work is addressed.

• Converter and cell assembly; as a method to validate the full potential of physics-based

SOF a converter is designed and connected to every tested battery cell. This structure

assures the control of each cell current and voltage, exploding the control cappabilities

to the maximum.

• Control system development; a control loop to control the lithium plating is designed

and implemented. The overvoltage prediction is then used as the control loop feedback,

maintaining overvoltage values positive. This positive values of overvoltage over the

whole operation time will avoid lithium plating, as stated in literature [12, 15].

With the lithium plating control platform the concept of physics-based control system will

be validated; prove of the whole system working in an embedded platform, and also prove

of the whole concept of being able to control batteries SOF (based on electrochemical models

predictions).

In this specific case, after the platform is developed a lithium plating control will be im-

plemented (by limiting the battery solid-electrolyte interface to positive values, [34, 36, 15]).
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This is only one of the potential benefits of this technique, as described above, but still enough

to prove the concept of managing the aging of batteries using a physics-based SOF control.

Not only this, the fact of centering the validation in controlling the lithium plating allowed

to isolate this aging mechanism. For this reason the validation test were performed at a −10

oC temperature, were no SEI growth or other mechanisms are expected to be relevant. The

tested device was a SLPB 7.5 Ah high power NMC Kokam cell (SLPB75106100) , this cell was

chosen as a representative NMC device, commonly used in electric transportation.
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Chapter 3

Electrochemical modeling of an

NMC/Graphite cell

This chapter is dedicated to the development of an electrochemical ROM.

This model will fulfill the partial objective of developing an electrochemical ROM,

that will be suitable for an online system. For this purpose, the state of the art will

be reviewed and after the developed solution presented. This model will be used

in the validation platform (chapter 5), embedded in a low cost microprocessor,

so it needs to be computationally light enough while maintaining accurate pre-

dictions. To fulfill this requirements, a state space form ROM will be employed,

avoiding simplifications in the reduction process (in order to avoid loosing infor-

mation). Finally the ROM results will be compared with a FOM reference data.
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3.1 State of the art

Within this section the state of the art related to electrochemical models will be reviewed.

First the know how of electrochemical models is presented and the different types and char-

acteristics are reported. Following the reduction process of electrochemical models is treated

and the conclusions of the state of the art are discussed.

3.1.1 Electrochemical models

Electrochemical battery models are those describing the behavior of batteries based on

the internal physical phenomena. As a consequence complex sets of equations describing the

physico-chemical processes inside the cell need to be solved. Nevertheless, the accuracy of the

output and the amount of information related to the cells internal ongoings has no point of

comparison, making electrochemical models of great interest to control or monitor internal

battery cell processes.

3.1.1.1 Physical mechanisms and scales

When describing a battery cell different scales are found, related to the materials compos-

ing the cell. At least four different physical scales can be clearly defined, this is important as

different physical phenomena take place at each scale, figure 3.1.

Figure 3.1: Scales in a LiFePO4 electrode and physico-chemical mechanisms [45].
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Figure 3.2: Schematic representation of the different physical and chemical scales influencing
battery cell operation [46].

Nanoscale

In the order of 10-10 meters atoms can be found (figure 3.1 and 3.2) and models at this

scale are used by physicists to study the insights of the materials structures, using density

functional theory (DFT) calculations.

Microscale

Between 10-10/10-6 meters [46] clusters and interfaces can be found, figures 3.1 and

3.2. Electrochemical reactions (redox and intercalation/deintercalation processes) oc-

cur between this scale and the nanoscale. Models formulated within this two scales can

be defined as molecular-atomistic models [47]. molecular-atomistic models are out of

scope of this thesis as they are not suitable for battery control, nevertheless this stud-

ies provide some input to larger scale models in form of parameters, used to describe

electrochemical reactions.

Mesoscale

In the range of 10-6/10-2 the mesoscale is defined [46]. Pores of the electrodes and the

separator can be seen, as well as the interfaces between them, figure 3.1. The transport

mechanisms inside electrochemical cells are modeled at this level with parametrized

formulas and parameters representing lower scale characteristics. The comportamental

electrochemical models are defined within this scope.
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Macroscale

The macroscale can be defined from 10-1 meters [46] and above. At this level is where

full electrochemical cells are defined, figure 3.1. Multyphysic models are used involving

equations and data from the other scales (parametrized formulas that represent lower

scale phenomena are used). The multiphysic models are able to model the distribution

of all the variables precisely along the whole cell geometry. The full cell is considered the

lowest complexity system [48], while battery packs the most complex [49]. Generally

finite element method (FEM) simulations are used to design cells and battery packs.

Nevertheless nowadays big efforts are being made to use this type of models in online

system such as advanced BMSs [50].

3.1.1.2 Modeling scope

An electrochemical cell model (as it is normally refereed to) needs to describe different

physical phenomena occurring at different scales. The mechanisms that enable an electro-

chemical cell to work and need to be modeled are Electrochemical processes, mass transport

and thermodynamics [51]. In figure 3.1 can be observed that electrochemical reactions take

place within the nanoscale and microscale, and mass transport as thermodynamics are ob-

served between the mesoscale and the macroscale.

This means that information or equations coming from different scales are coupled to reach

results at the macroscale (for engineering purposes mesoscale or macroscale models are used,

for battery cell design or control). Nevertheles this coupling is problematic as the computa-

tional cost is an inverse function of the lengthscale, figure 3.5. Very different approaches have

been made related to how many processes are modeled and how accurate, as will be explained

in subsection 3.1.1.3.

Figure 3.3 shows the hierarchy between multiphysics and multiscale concepts. A multi-

physics model need to be multiscale (in the case of actual batteries). Battery models (electro-

chemical models) need to use equations describing the processes running inside it as has been

stated. Therefore the key issue when formulating a multiphysics model is how this different

equations are linked, since parameter-based equations are used to avoid the smaller scales

rigorous calculation and lighten the computational load.

Electrochemical models used for engineering purposes are defined between mesoscale and
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Multiscale

Multiphysics

Figure 3.3: Interdependencies between multyphysics and multiscale terminologies, adapted
from [45].

macroscale as explained before, and lower scale phenomena as the electrochemical reactions

are represented with parameter-based formulas (the Butler-Volmer equation is a good exam-

ple). Figure 3.4 shown a general overview of the mechanisms and the formulas used in elec-

trochemical modeling. In addition different timescales are involved in the description of an

electrochemical cell. Solving them is not cumbersome as will be explained in subsection 3.1.2.

3.1.1.3 Model classification

Figure 3.5 shows a classification of the most used electrochemical models, going from

empirical or electrical models to molecular-atomistic ones, passing through meso-macro scale

models. As mentioned before molecular-atomistic models are out of the scope of this thesis.

Furthermore empirical models are also discarded as they do not provide information of the

internal ongoing of the cells, which is crucial for SOF evaluation and control.

The first electrochemical models developed were created for Lead-Acid and NIMH bat-

teries. Nernst theory and Butler-Volmer equation where used while assuming homogeneous

spatial distribution of chemical products [53]. Nevertheless the set of differential algebraic

equations(DAEs) composing those models was insufficient to describe newer cell technologies

like Li-ion [52]. With the evolution of the Li-ion cells and the need of distributed models

Doyle Fuller and Newman developed the P2D model [54, 55] based on the porous electrode

and concentrated solution theories [56, 57]. This model described the complex processes

inside a Li-ion cell and was generic enough to incorporate further advances as 3D or aging
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Figure 3.4: Simulated electrochemical phenomena with electrochemical models and used
equations classified by scale, adapted form [52].

models, most of the actual electrochemical models are based on it. It is therefore important to

understand the characteristics of this model in contrast to others. In the following paragraphs

the porous electrode and P2D models will be explained, in addition the single particle model is

also going to be considered as it has represented a very successful attempt for computationally

cheap approaches.

Porous electrode model

The porous electrode theory [56] developed by Newman and Tiedemann states the

needed PDAEs (partial differential algebraic equation) and boundary conditions to model

a cell represented by three different areas, the two electrodes and the separator (figure

3.6). The transport and charge transfer phenomena are considered to happen in the x

axis and the other two are neglected. As the x axis is in the order of 100 µrmm and y and

z axes around 1 000 000 µrmm this assumption can be applied to nearly every battery

system, leading in a generic 1D model [53], figure 3.6. The particularity of this repre-
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Figure 3.5: Classification of battery cell model types [47].

sentation compared to previous attempts is that the electrodes are defined as a porous

composite soaked with electrolyte. This is particularly important because since the late

90’s and in the 21st century the commercially avaliable cells have been "rocking chair

batteries" manufactured with porous electrodes that improved the capabilities of the

previous polymer ones (due to the higher surface area generated in porous electrodes).

The porous electrode model considers all the major electrochemical processes, table

3.1. Electrochemical reaction kinetics can be modeled either with linear, "Tafel" or expo-

nential expressions (Butler-Volmer equation). The transport in both, the solid and the

electrolyte is modeled with the "Ohms law" based on the conductivities of each phase,

which are affected by the porosity of the electrodes. Nevertheless transport phenomena

is not treated rigorously, using averaged values, and therefore the distribution of con-

centration and voltage drop are not obtained. As a consequence accuracy is lost and the

information regarding to distribution within the phases is not predicted.

This model was the beginning of the research in the field of Li-ion electrochemical mod-

eling and nowadays is obsolete, nevertheless it is important to understand it as more

modern attempts framework.

Pseudo two dimensional porous electrode model (P2D model)

The Pseudo two dimensional model is an evolution of the previously explained porous

electrode model, figure 3.6. While making the same assumptions as the porous electrode

model it makes a description of the transport phenomena and it is able to obtain con-
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Figure 3.6: Simplification of the rigorous two-dimensional model (a) to the P2D model (b)
and the single particle (SP) model (c).

centration and potential distributions in the whole x axis of the cell [54, 55, 58], fixing

the handicaps of the porous electrode model. Diffusion is assumed as the only driving

process of species transport, as it is the predominant mechanism. The concentrated so-

lution theory [57] describes the spices transport in the electrolyte, being general enough

to be modified and account for multiple salts electrolytes. Regarding the diffusion in the

solid the "Ficks law" and superposition [55, 58] are used. The active material in a porous

electrode is composed of different particles and this is why a second pseudo dimension

representing the radial diffusion on the particles is used, giving the name to the model.

The model was developed by Marc Doyle, Thomas F. Fuller and Jhon Newman in the

early 90s reason why is sometimes called DFN model. Many modifications have been
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made to the standard DFN model over time to describe cell degradation mechanisms. For

example, the lithium plating process [59], SEI layer growth [60, 61, 62, 63], manganese

dissolution in the positive-electrode [64] or a particle fracture description [65]. All these

degradation models augment the basic DFN framework, so to predict degradation one

must first have to be able to implement the DFN model.

In addition, many computational simplifications have been made to the standard DFN

model to make it more suitable for BMS. These include SP models [66, 67, 68] and

parabolic approximations of solid concentrations to reduce complexity of PDEs (partial

differential equation) resolution [69, 70]. Other approaches such as Padé approxima-

tions, residue grouping [71, 72] or the discrete-time realization algorithm [73, 74] have

been considered.

Single particle model (SP)

The single particle model [67, 68] is the most computationally efficient model presented

in this document. It considers the cell structure as two spherical particles equivalent

to the active surface area of the whole cell, as shown in figure 3.6. The transport in

the solid is modeled taking the diffusion as the only mechanism as in the previously

presented attempts. Concentration is obtained using the "Ficks law" or even a parabolic

approximation [52] and the potential distribution for the solid phase can be obtained

as the transport in the solid is taken into account. The drawback of this model is that

as the lumped models or the porous electrode model does not consider the transport

phenomena in the electrolyte phase, and this is why it is only valid for certain conditions

as low charge-discharge rates or thin electrodes [52].

Next the temperature of evolution of a battery cell and the aging of it can be considered

within a model. This predictions are normally considered as separated models because

both are linked to one of the previously explained models.

Thermal modeling

Ones the models insights are known thermal modeling can be faced. The thermal models

are intimately linked with the behavioral models presented in the above paragraphs.

Lumped thermal models are normally employed in order to represent the temperatures

macroscale effect [75].
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Table 3.1: Different models capabilities.

Scale

Nonoscale Microscale Mesoscale/Macroscale

Electrochemical reactions kinetics Transport (Diffusion and Concentration) Potential Distribution

- Solid phase Electrolyte -

Lumped Butler-Volmer 7 7 7

SP Butler-Volmer Parabolic/Ficks
law

7 Solid phase

Porous electrode Liner/Tafel/Butler-Volmer 7 7 7

P2D Butler-Volmer Ficks law Concentrated
solution
theory

Solid phase+electrolyte

Other important consideration is the treatment of the temperature, that can be an input

for the model or an output depending on the aim of the model. If temperature is an input

a reference temperature need to be introduced to the model so the model parameters

temperature dependency is contemplated. A thermal model itself it not used then, as

the parameters temperature dependency is only modeled and there is not temperature

prediction. Furthermore a temperature sensor is needed to feed the model. On the

contrary if the temperature is not considered as an input to the model and a prediction

is wanted a thermal model is needed. The whole system becomes more complex but a

temperature prediction is obtained.It is therefore important to define if a temperature

prediction is needed for each specific application of the electrochemical model. Within

this thesis the temperature will be treated as an input for the sake of simplicity and

thermal modeling left for future investigations.

Aging models

There can be found different aging model types in the literature as empirical or pseudo

empirical models considering different aging mechanisms [76, 13, 14]. Nevertheless

when considering an electrochemical battery behavioral model the most natural evolu-

tion is to use electrochemical aging models.

The advantage of electrochemical aging models is the insight on the specific aging phe-

nomena that is being modelled. This is, if for example SEI growth is considered the

model is going to be able to predict when and how much the SEI has grown. Further-

more as the aging mechanism driving reaction itself is simulated there is no need to
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differentiate between aging and cycling live. In addition the interaction between dif-

ferent aging mechanisms is intrinsically considered through the cell internal variables

(assuming that the aging mechanism reaction is correctly described). All this facts make

this type of models the most appropriate for battery design, and SOF control or bat-

tery pack sizing are starting to be more and more visible within the literature as the

electrochemical battery models evolve.

In general most of the aging of a battery cell is associated to the side reactions occur-

ring in the anode (depending on the used materials this can change). Modeling the

side reactions driving the SEI growth and lithium plating is the base of most of the elec-

trochemical aging models and the correctness of this approximation can be seen in the

accuracy of this models [77]. Battery cell internal variables predictions are used in or-

der to estimate the aging of the battery so the link between models is straightforward.

The Butler-Volmer equation is normally used to model the side reactions the same way

it is used in the electrochemical behavioral models to predict the intercalation, deinter-

calation, reduction or oxidation processes. The difference then is that the parameters

representing the nanoscale elements properties are different.

Figure 3.7: Side reaction deposit layer growth validation via post mortem analysis [77].

There are several literature references modeling the side reactions as a cause of battery

aging [59, 78, 77, 79, 80, 81, 82, 62, 83, 84, 85]. The work of Fuet al. [77] stands out

as they experimentally validated their results with post mortem analysis (figure 3.7) and

electric tests (figure 3.8).

Aging models are out of the scope of this thesis, and will be treated in following works, as
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Figure 3.8: Capacity loss validation [77].

they are the next logical step once a functional SOF control system have been developed.

3.1.1.4 Solving methods

PDAEs (used in electrochemical models) are normally solved using numerical methods as

analytic solutions are not possible. Discretization is therefore a procedure to overcome. The

first steps in battery cell simulation used a simple technique called finite difference. Contin-

uous quantities are assumed to be constant in finite space and time intervals and derivatives

approximated by Taylor series expansions, Eulers rule or similar [73]. Although this method

is simple a big number of finite spaces along the x axes of the cell need to be solved to avoid

loosing accuracy and time. This fact leads in a excessive computational load for an online

system. Nevertheless this methods and similar ones (figure 3.9) that are going to be briefly

explained in the next paragraphs are important as are intensively used.

Other method used for offline simulation is the finite volume method. This technique di-

vides the time in small segments the same way as in finite difference and the space is discretized

in volumes. "Flux terms at volume boundaries are evaluated, and concentrations are updated

to reflect material fluxes" [73]. After the discretization linear algebra solvers are used as in the

finite difference method again. The division of space in volumes enforces mass conservation

as the flux entering a volume is the same going out to the adjacent volume. This method is
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particularly recommendable for unstructured mesh systems.

The last offline method presented in this document is the finite element method. The

particularity of this method in comparison to the other two presented here is that the spatial

variables are discretized over a summation of N linear or quadratic terms, finite element func-

tions F . Then as one dimensional equations have been defined PDEs are solved as vectors,

equation 3.1. The form and spacing of the finite element functions can be changed as far as

at every spatial location the summation is 1 (as the representation of the variable is a summa-

tion of functions this summation need to be normalized, thus a weighted summation of finite

element functions is applied) [73]. Finite elements method is very popular for a large amount

of applications such as electric machines design [86] or fluid dynamics [87] for example.

Z(x , t) =
N
∑

m=1

Zm(t)Fm(x) (3.1)

Later researches have being focused on the improvement of the simulation time to make

general purpose simulations more affordable and also to move towards the online implemen-

tation of complex models. Two directions have been followed in this sense; the first alternative

is based on a different solving method of the equations for a better handling and consequent

faster solving [88, 83, 74, 48, 89, 90]; the second alternative is to reformulate the models

equations assuming a loss of information due to a simpler formulation [91] (normally this

approach is normally applied to electrochemical models solving when moderated rates or cell

working points are modeled). Both alternatives have been deeply studied and a lot of literature

can be found, nevertheless the reformulation of models is out of the scope of this document

as one of the objectives of this document is to avoid loss of information.

 

Solving Methods

 
Finite Volume

 
Finite ElementFinite Difference

Chebyshev Orthogonal Collocation

Spectral Methods

GalerkinOrthogonal Collocation Proper Orthogonal Decomposition Adaptive PDE Observers DRA + Blending

Other Methods

Offline Methods

Online Methods

Figure 3.9: Parameter solving methods.
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Figure 3.9 shows a classification of methods designed to speed up the models resolution.

The online term in the classification can be misleading because there is not a clear barrier

defining the time limit, neither clear resolution times associated to each method. Nevertheless

these are the methods that provide potential solutions for real time applications.

Spectral methods have been deeply studied in order to make faster simulations [90, 89,

92]. The main concept behind spectral methods is to approximate the solutions of the PDEs

using orthogonal basis functions. PDEs are represented therefore as a set of coupled ODEs

(ordinary differential equation). In a similar way to the previous methods time and space are

discretized, BS different resolution of the equations within the discrete time and space make

the difference regarding solving time. Other attempts as the Padé approximation and residue

grouping method are also significant in the literature [46].

All this methods made a big difference in models viability, making the simulations afford-

able for many researches. Even so, due to the nature of control systems a state space represen-

tation is highly recommended if not necessary. In addition the solving of state space models

is straightforward, and this makes that the most promising approaches for online methods

have adopted other philosophies. Analytical discretization methods [73, 93, 92] are used as a

simpler way to obtain transfer functions in the Laplace domain, since state space models are

developed more naturally from those equations. One of the most advanced work in this field

was developed by Ecker et al.. This work will be explained in section 3.1.2.

3.1.1.5 Modeling software and implementation

The software contemplated within this subsection is based on the presented previous mod-

els (normally the P2D model) or modifications of them [94, 95, 96]. The particularity is that

the models are solved rigorously and without making any assumption (model reductions) that

rest accuracy. To solve the models in such a rigorous manner the FEM method is normally

applied. The y and z axes are not neglected and accurate current and thermal distributions

[97] can be obtained. Furthermore 3D representations of the electrodes shape (microscale

shape) can be used to increase even more the accuracy [98, 97]. It is worth to mention that

simulation time is not a so crucial characteristic when considering this type of modeling, as

they are used for cell and battery pack validation and design, being online systems out of the

application field of this type of software. This software is still crucial for the present work, as
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it is used to validate parts of the work.

The first dedicated toolbox was developed by John Newman in FORTRAN when the first

electrochemical models where developed. This code is still in use and updated with several

improvements [99]. This is despite a basic toolbox and no interface was designed being not

straightforward to modify the model. in order to obtain spatial distributions for example. On

the other hand it is a useful tool as integration with other softwares is fast and easy.

COMSOL Multiphysics R© and CD-adapco R© are two other dedicated and newer pro-

grams. In the case of COMSOL Multiphysics it is not only valid for battery modeling, but the

quality of the battery simulation package makes it a very useful software, figure 3.10. This

software is specially valid for research purposes as it is designed to model physical phenomena

in general, and this makes easy to modify and extend the models. CD-adapco is in this sense

a software opposite to COMSOL Multiphysics as it is specifically designed to integrate elec-

trochemical and thermal modeling, oriented to industrial battery pack design and validation.

Within this software the newly acquired HEEDS optimization software is worth of mention

because increases the power of this tool for battery pack design purposes.

Figure 3.10: COMSOL Multiphysics implementation example [100].

3.1.2 Reduced order models for online systems

Equations composing electrochemical models are many and complex. The description of

the cell mechanisms lead to the formulation of 4 PDAEs and one algebraic equation [73], these

are stated for cathode, anode and for the separator region (not all of them are formulated for
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all the regions). All these PDAEs are coupled with the boundary conditions [46, 73] to enable

the continuity of the whole micro scale model leading in a set of 14 coupled PDAEs with 14

unknowns [53]. Furthermore not only the amount of equations but the intrinsic complexity

of a partial differential algebraic equation (PDAE) make the resolution of these models a non

trivial issue that has maintained electrochemical models out of the scope of online systems for

years.

Electrochemical models complexity and the weak penetration of advanced technologies as

lithium ion together with a considerable computational expense used to make them simply

out of scope. Li-ion batteries have experienced a significant advance in industrial utilization

(which is traduced in a emerging market) and consequently a high research effort have been

made, which can be clearly seen if we consider that post-lithium-ion batteries concept is al-

ready in use [7]. Furthermore the computational power of the actual microprocessors has

increased, creating the appropriate environment to overcome online implementation of elec-

trochemical models.

In this scenario the reduced order models become crucial. Even the computational power

of actual microprocessors has increased reduced order models make not only possible but

cheaper to implement this type of models as simpler microprocessors can be used. Model

reduction therefore, is a technique that makes a certain model lighter to solve. This can be

achieved on the one hand simplifying the equations and loosing information and possibly

accuracy. On the other hand there are some methods that achieve this objective reformulating

the equations or transforming them in some way without loosing accuracy, as stated before.

The main approaches for the electrochemical model reduction process will be reviewed along

this section.

The selection of the model is a key step, some models require lighter computational re-

sources offering less or more inaccurate data and vice versa, as explained in subsection 3.1.1.3.

Therefore not only the model reduction process but the selected model itself are important in

terms of accuracy and computational expense.

Finally is mandatory to take into account that the parameters of a cell change with aging

[101, 75] and a method to update those parameters is necessary.

Within this research fields four different groups stand out, table 3.2. Through the next

subsections the approaches developed by these groups will be explained taking as common

thread the challenges explained in the paragraph above.
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Table 3.2: Authors working in the field of electrochemical models for online systems.

Group Author References

G1
Scott Moura

[34, 44, 102, 33, 42, 41, 33, 103, 104]
Hector Perez

G2
Gregory L. Plett

[88, 83, 48, 73, 74, 105, 36, 38, 37, 43, 40, 39]
M. Scott Trimboli

G3

Ramadesigan

[49, 47, 106, 107, 108, 109, 110]

Venkat R. Subramanian
Shriram Santhanagopalan
PaulW. C. Northrop
Richard D. Braatz
Bharatkumar Suthar

G4
A.M. Bizeray

[92, 89, 111, 112, 109, 113, 114]S.R. Duncan
D.A. Howey

3.1.2.1 Model selection

All the contemplated groups work with the P2D model. G1 and G3 also has some relevant

work with the SP models. G1 authors [103] used the SP model as the mathematics involved

in this model were more convenient to develop observers which were used in this work, also

G3 authors used it due to its lower computational cost and accuracy for low battery cycling

currents [106]. The P2D model is the simplest model that define all the desired insights of a

battery cell at every working conditions (without taking into account models working at other

scales as 3D models or more advanced modifications of the P2D model, figure 3.5) and this is

why it is the most used accurate model up to the date.

3.1.2.2 Model reduction and solving

All the authors focused their resolution methods into state space models, which are spe-

cially valuable for control purposes. The main difference between them is how they devel-

oped that model. All the models passed through a model reformulation due to the complex

mathematics involved and the way to solve the equations was the key issue (even some slight

assumption can be taken to reach the objective and still succeed to preserve the whole infor-

mation without loosing accuracy).

G1, G3 and G4 developed a state space model-based on the linearization of the model.

Electrochemical Model-Based Advanced Battery Control Systems



40 C.3 Electrochemical modeling of an NMC/Graphite cell

When this step was done they differed in the solving method. G3 made a comparison between

finite difference and orthogonal collocation methods. They also introduced in the comparison

a single particle model to illustrate the meaningful difference in time and accuracy, as shown

in figure 3.11 [115]. Feasible times to implement the model in real microprocessors were

reported, figure 3.12.

Figure 3.11: Simulation times and errors for various levels of refinement for collocation and
finite difference methods. The (M, N, P) nomenclature refers to the number of interior node
points or terms in the cathode, separator, and anode, respectively, for the finite difference
approach or collocation solution. For the single-particle model (M, N) refers to the number of
points considered in the single particle of the cathode and anode, respectively [115].

Figure 3.12: Comparison of the lowest order finite difference and reformulation simulations
in the microcontroller platforms. Note the general improvement in speed for the reformu-
lated models for all cases, as well as improved computational speed achieved when using an
analytical Jacobian [115].

Group G4 used the chebyshev orthogonal collocation method to solve the model. They also

developed a modified extended Kalman filter in order to achieve a precise estimation despite

small measurement errors, incorrect initializations or inhomogeneities in the cells [89]. The

benefit of this two approaches was that after the model development, it was not needed to

regenerate it. This strategy was opposite to the other attempts as is explained in the parameter

update subsection. In contrast the accuracy of the predictions was in function of the number

of discrete spatial points that could make the resolution more time consuming.

An alternative approach went one step beyond and was proposed by G1, which use an

adaptive partial differential equation (PDE) observer to solve the model, figure 3.13. They

developed in addition a feedback to update the system while the cell ages or even for ini-

tialization [41]. This method was highly oriented to online systems. Nevertheless not much
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information about the accuracy of the internal variables estimation was shown.

Figure 3.13: Block diagram of the adaptive observer [103].

The last method was a different strategy developed by G2 [105]. They developed a state

space representation based on their own method, the discrete time realization algorithm (DRA)

[74]. First they linearized the original model in order to derive the transfer functions of the

system. Physical parameters did not play a role and this step was only required to be done once.

Parameters of the cell were obtained by parameter obtention methods [116] and together with

transfer functions the DRA method was used to generate a linear state space model, figure 3.14.

Figure 3.14: Approach to generating the linear state-space model [105].

Once a linear state space was obtained some corrections to describe the nonlinearity of the

model were performed, figure 3.15.
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Figure 3.15: Simulating a reduced-order-model [105].

To model the influence of the temperature and SOC this authors implemented a model

blending as shown in figure 3.16 [105], demonstrating its accuracy. Even multiple linear state

space models needed to be stored in the memory of the microprocessor allowed maintaining

the simplicity of the model and the fast solving. A diagram of the full approach implemented

in MATLAB Simulink R© is shown in figure 3.17.

Figure 3.16: Simulating a cell using model-blending approach [105].

They also implemented an extended Kalman filter and gave proof of the good cells internal

variables estimation [88].

3.1.2.3 Parameters update

It is well known that cells parameters change while aging. Even this is not the case for the

whole set of parameters some of them were demonstrated to follow a defined progression in

function of the SOH [75]. The direct consequence of this variation is the necessity to update

the parameters values so an accurate prediction is maintained over the whole life of the battery.

Depending on the model solving method, or the way the model is reduced, this update

implies different approaches. G1 authors used a closed loop to update their observer, and

therefore the system did not need to be stopped or externally updated, figure 3.13.
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Figure 3.17: An implementation of the model-blending approach using MATLAB Simulink
[105].

G2 authors also studied this problem, in this case as their ROM had a an offline compu-

tation step so some parameters could not be updated online. This is, when the parameters

were determined to change significantly a different ROM was needed. In addition they also

published relevant work using Kalman filters to use their model in real case scenarios [117]

what could mitigate the experimental errors up to some level. This system was able to adapt

the state vector of the state space model in order to improve the prediction as a function of

a measured variable (cell voltage in this case). Nevertheless, this solution was not enough to

mitigate the parameters evolution during aging and they further developed interacting multi-

ple model Kalman filters-based methodologies [39, 40].

3.1.2.4 Validation

Validation is always a crucial step to demonstrate the validity of any systems. However,

there are some issues that make the validation of these type of systems difficult. First of all

when considering a system that controls a battery cell, several steps need to be fulfilled as

explained along this document. Nowadays this is not trivial since most of the authors work

only in specific topics, table 3.3, what makes very difficult to have a complete system that

could be validated. In addition, cells internal variables can not be easily measured, so there is

no data to compare the predicted values.
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All this facts forced researchers working in this field to pseudo empirical data-based vali-

dation. This data is generated using higher order models (normally with dedicated software

as COMSOL Multiphysics). It is therefore a big challenge to validate rigorously the proper

functioning of both, models and online systems.

Table 3.3: Overview of the working fields for the considered groups.

Group Model selection Model resolution Paramters update Validation

G1 P2D/SP Adaptative PDE ob-
server

YES Pseudo empirical
data

G2 P2D State space (DRA) YES Pseudo empirical
data

G3 P2D State space (finite
difference/orthogo-
nal collocation)

NO Pseudo empirical
data

G4 P2D State space (orthog-
onal collocation)

NO Pseudo empirical
data

Table 3.3 shows an overview of the gathered different approaches. The most robust one

is proposed by G2, giving internal variables prediction errors (compared to FOM data). The

easy implementation and fast resolution without loss of accuracy provides a perfect scenario to

advance in the field of battery control. Furthermore the parameter update system proposed by

G1 and G2 are also of great interest as parameters values can be estimated without interrupting

the system operation.

3.1.3 State of the art conclusions

Along the state of the art the conception of electrochemical models, description, types and

characteristics have been presented as well as the solving methods and available software. The

P2D model stand out as it is the more accurate and complete approach to model a battery cell.

In the following this model will be used on the one hand as a reference or full order model

and as the starting point to create a reduced order model.

Reduced order model approaches has also been presented identifying four standing out

work groups. The approach of the second work group (G2) will be adopted as a base due to

its simplicity, versatility and prove of accuracy in their reduced order model. Along the rest of

the chapter then, this work will be continued in order to develop a functional online system.
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3.2 Electrochemical model implementation

This section gathers the reduced order model implementation process. An augmented state

space model was created based on the reduced order model developed by Plett et al. [73], so

this augmented state space model form was suitable for a sigma point Kalman filter structure.

The sigma point Kalman filter was also designed and implemented based on Plett et al. [73]

and applied to the augmented state space model for the whole SOC range, taking also into

account the temperature variation. This implied to deal with the filter update when the SOC

or temperature variation forced to change the reduced order model composition. This filter

was used to palliate the inaccuracies that could be generated throughout the model reduction

process and the experimental error.

The implementation of a thermal model is out of the scope of this thesis. The temperature

prediction is not a mandatory variable in order to evaluate the validity of electrochemical

models for control purposes. So temperature will be treated as an input to the model and this

topic will be treated in following works.

3.2.1 Reduced order model

The reduced order model was implemented in MATLAB Simulink. The algorithm was

developed in MATLAB code and finally inserted in MATLAB Simulink as a "Matlab function

block". The reason to this type of hybrid implementation was that this model will be linked

with a Texas Instruments "TMS320F28379D" board in order to manage the measurements and

send the control signals to a power converter as is explained in chapter 5.

The structure of the whole implementation is shown in figure 3.18. Initial State of the

battery, applied current and temperature were considered as inputs for the model and the

internal cell variables, SOC and voltage as outputs.

Looking deeper into the model three differentiated parts were identified. The first one is

the augmented state space model that will be described in subsection 3.2.1.1. The second

section corresponds to the main simulation loop in which the state space vector and the linear

outputs of the model are calculated [73]. Finally nonlinear corrections needed due to the

equations linearization process are done (subsection 3.2.1.3).

Also the previously generated linear state space models and the physic parameters of the

cell (chapter 4) needed to be used, as shown in figure 3.18. The linear state space models
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Augmented SS Model
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Figure 3.18: Scheme of the ROM model implementation.
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Figure 3.19: Scheme of the ROM model implementation.

used when blending the model were generated following the process in [73].

3.2.1.1 Augmented state space model

The augmented state space model followed the general state space form, shown in equa-

tions 3.2 and 3.3, where X is the state vector, u is the input, Y is the output and A, B,C, D were

the matrices describing the battery. Also, the model need to be slightly modified as will be
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explained along the next paragraphs.

X[k+ 1] = A∗X[k] + B ∗ u[k] (3.2)

Y[k+ 1] = C ∗ X[k] +D ∗ u[k] (3.3)

The whole model developed in this chapter was corrected with an SPKF (sigma point

Kalman filter) explained in subsection 3.2.2. The SPKF and in general the Kalman filters are

designed to modify the state vector of a model so the predictions match closer the reference

measurement, therefore a single state space model is needed. This was a problem since a

model blending is required to mitigate the fact that the ROMs are discrete (a set of ROMs

linearized along SOC and temperature points was used), so in a real case scenario instead of

a single ROM a set of ROMs was used.

The blending of the models was performed between the closest ROMs (the ROMs corre-

sponding to the closest temperature and SOC points). Once these models were selected a

bilinear interpolation was used minimizing the influence of using linearized ROMs (at least

two different type of blendings can be used and will be addressed in the next paragraphs, once

the augmented model have been created), figure 3.20.

Figure 3.20: Bilinear interpolation of the A matrix for "model" blending, adapted from [105].

As a single model was needed due to the use of a SPKF a possible solution was to build an

augmented model. This model would then contain the selected four ROMs while still maintain
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the form and properties of a state space model.

∧
X[k+ 1] =

∧
A∗

∧
X[k] +

∧
B∗u[k] (3.4)

∧
Y[k+ 1] =

∧
C∗

∧
X[k] + ∗

∧
D∗u[k] (3.5)

Equations 3.4 and 3.5 show the augmented model description. Looking deeper into this

formulation is shown that this model contained the four ROMs used for the blending, equations

3.6 and 3.7.
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Where the elements in the matrices for a 5th order model (the order of the model was

decided while the DRA method was applied [73]) are:

• Xn[k] is a 1X5 matrix

• An is a 5X5 matrix

• Bn is a 1X5 matrix

• Cn is a NX5 matrix, depending N in the number of outputs of the model

• Dn is a NX1 matrix, depending N in the number of outputs of the model

At this point there was still an issue to deal with before finishing the augmented model.

All the ROMs contained an extra state responsible of integrating the time [73]. This state was

used to add a residue generated while the linearization of the FOM equations and dependant

on the time integral. This issue could be ignored as each integrator state should be the same
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(except for numerical calculation inaccuracies and without paying attention to the extra com-

putational effort). Nevertheless as a SPKF needed to be implemented and the filter modified

this integrator states it was conceptually wrong to make a different correction to every inte-

grator state. For this reason and to avoid unnecessary operations in the developed augmented

state space model a single integrator state was used, as shown in equations 3.8 and 3.9.

∧
X[k+ 1] =





















A1 0 0 0 0

0 A2 0 0 0

0 0 A3 0 0

0 0 0 A4 0

0 0 0 0 1





















∗





















X1[k]

X2[k]

X3[k]

X4[k]

X i[k]





















+





















B1

B2

B3

B4

Ts





















∗ u[k] (3.8)

∧
Y[k+ 1] =















C1 0 0 0 (0/res)1

0 C2 0 0 (0/res)2

0 0 C3 0 (0/res)3

0 0 0 C4 (0/res)4















∗





















X1[k]

X2[k]

X3[k]

X4[k]

X i[k]





















+















D1

D2

D3

D4















∗ u[k] (3.9)

Where the elements in the matrices were as follows (note that elements are smaller as the

individual integrator states were removed):

• Xn[k] is a 1X4 matrix

• An is a 4X4 matrix

• Bn is a 1X4 matrix

• Cn is a NX4 matrix, depending N in the number of outputs of the model

• (0/res)n is a NX1 matrix, depending N in the number of outputs of the model. The symbol

represented the residue that might be added to the adequate position depending on the

output, for example if (0/res)n was a 1X1 matrix and the output needed to be corrected

the value would be res and on the contrary 0

• Dn is a NX1 matrix, depending N in the number of outputs of the model
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What could also be represented in a compact form, equations 3.10 and 3.11.





∧
X[k+ 1]

xi[k+ 1]



=





∧
A 0

0 1



 ∗





∧
X[k]
xi[k]



+





∧
B
Ts



 ∗ u[k] (3.10)

∧
Y[k+ 1] =

� ∧
C (0/res)

�

∗





∧
X[k]
Xi[k]



+
∧
D∗u[k] (3.11)

3.2.1.2 Blending the model

The ROM implemented along this document was composed of a set of ROMs due to the dis-

crete nature of the linearization process. Each ROM composing the set was linearized around

an specific SOC and temperature point thus, when the battery SOC and temperature evolved

an appropriately linearized ROM was used. In the previous subsection an augmented ROM

composed of 4 ROMs was developed in order to allow the use of a Kalman filter. However,

there was still pending to manage on the one hand the selection of the ROMs composing the

augmented model (as the SOC and temperature of the battery evolve) and on the other hand

the relation between the obtained four subsets of predictions (which in this case were embed-

ded in the output vector of the augmented model).

First the selection of the ROMs composing the augmented state space model was done.

This selection was SOC and temperature dependant. The implementation was straightforward

when these values were known as the nearest four models were used. The temperature was

an input of the model so it was not needed to be calculated. On the contrary the SOC was

a variable that needed to be estimated using the model. Therefore, the actual SOC value

(what was the same as the previous step SOC prediction value) was used, figure 3.19. For the

first time step the SOC was initialized and the predictions for the next steps were used in the

following. The initial SOC value could be set estimating it be means of the open circuit voltage

(OCV) relation to the state of charge. Nevertheless the accuracy of this estimation was not so

crucial as a Kalman filter was used (subsection 3.2.2).

Once the ROMs were selected and the augmented model explained in the previous sub-

section, the blending was the next step. The model authors at UCCS reported in literature the

"model blending", as mentioned in the state of the art of this chapter. This method was based

on the interpolation of the A matrix of the system and transferring this influence of the four
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models to the output equation, figure 3.20. This interpolation method was demonstrated to

work properly as shown in [105].

There was however another attempt published by these authors called "Output blending"

[118]. This approach was found to work better during constant current cycles, when the model

evolves along the whole SOC range. Because of this reason, this blending technique was used

and it is explained along the next paragraphs.

The "output blending" still maintained the conception of interpolating the influence of

the four neighboring models, but the implementation was however completely different. The

models outputs were computed individually opposite to the previous approach and was at the

end, after all the predictions were calculated when the blending action was done.

To implement this approach in the augmented state space model a compact form was

developed. Note that the blending action was taken when the outputs were computed, what

means that the state equation remained unmodified and the action was introduced in the

output equation.

Equation 3.12 shows the compact form of the state equation with the "Output blending". An
∧
αmatrix (equation 3.13) was introduced in the output equation being responsible of describing

the relation between the four sets of predictions.

∧
Y[k+ 1] =

∧
α∗
� ∧

C (0/res)

�

∗





∧
X[k]
X i[k]



+
∧
α∗

∧
D∗u[k] (3.12)

∧
α=











α1 0 · · · 0 α2 0 · · · 0 α3 0 · · · 0 α4 0 · · · 0

· · · α1 0 · · · 0 α2 0 · · · 0 α3 0 · · · 0 α4 0 · · ·

· · · 0
... 0 · · · 0

... 0 · · · 0
... 0 · · · 0

... 0











(3.13)

The
∧
αmatrix was a 5X4N size matrix, formed with theαn components responsible of giving

a certain weight to each set of predictions. This means that each prediction set corresponding

to each ROM was multiplied by an αn coefficient, bring the summation of all of them as follows

(α1 + α2 + α3 + α4 = 1). More details about the construction of the
∧
α matrix are given in

appendix 7.1.

Calculation of the αn coefficients was similar to the interpolation used in the "model blend-

ing". The coefficients were calculated as a function of the SOC and temperature, as shown in
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figure 3.21 and equations 3.14-3.19.

O01 O11

O10O00

SOC0 SOC1

T0

T1

T

SOC

O11

Figure 3.21: Bilinear interpolation for the ROMs output sets "O".

x =
SOC − SOC0

SOC1 − SOC0
(3.14)

y =
T − T0

T1 − T0
(3.15)

α1 = (1− y)(1− x) (3.16)

α2 = (1− y)x (3.17)

α3 = (1− x)y (3.18)

α4 = y x (3.19)

3.2.1.3 Outputs and nonlinear corrections

The reduced order model implemented in [73] was composed of nine outputs including

the cell voltage Vcel l , the concentration of the electrolyte (at the anode and cathode current

collector) Ce, the solid surface concentration (at the solid-electrolyte interphase) Cs, the re-

action flux j, the potential of the electrolyte (at the anode and cathode current collector) φe,

the solid-electrolyte potential difference φs−e and the overpotential η. Due to the conception

of the ROM the nonlinear components of the FOM equations were isolated and subtracted so

the linearization step was possible. Consequently the linear outputs of the ROM needed to

be corrected in order to model the nonlinearity of the real battery cell. In [73] and [48] the

linear variables were noted with ∼ sign so the same notation was adopted throughout this

document, more details about the symbols used in these corrections can be found in appendix
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7.6. The needed corrections are enumerated and explained above.

1. Cell voltage

The cell voltage can be calculated as follows.

vcel l =φs
pos(0, t)−φs

neg(0, t) =

=ηpos(0, t) +φe
pos(L tot , t) + U pos

ocp

�

C pos
s,e (0, t)

�

+ FRpos
f jpos(0, t)−ηneg(0, t)−

−φe
neg(0, t)− Uneg

ocp

�

Cneg
s,e (0, t)

�

− FRneg
f jneg(0, t)

=(ηpos(0, t)−ηneg(0, t)) + φ̃e(L
tot , t) +

�

U pos
ocp

�

C pos
s,e (0, t)

�

− Uneg
ocp

�

Cneg
s,e (0, t)

��

+

+ F
�

Rpos
f jpos(0, t)− Rneg

f jneg(0, t)
�

(3.20)

The linear voltage calculated with the state space model included the φ̃e(L tot , t) and

F
�

Rpos
f jpos(0, t)− Rneg

f jneg(0, t)
�

terms. It was therefore necessary to add the rest of the

terms as a nonlinear correction.

vcel l = vl inear+(η
pos(0, t)−ηneg(0, t))+

�

U pos
ocp

�

C pos
s,e (0, t)

�

− Uneg
ocp

�

Cneg
s,e (0, t)

��

(3.21)

Furthermore if the α coefficient was 0.5 the overvoltage could be simplified as follows.

ηd(z, t) =
2RT

F
asinh





jd(z, t)

2kd
0

r

Ce(z, t)
�

Cd
s,max − Cd

s,e(z, t)
�

Cd
s,e(z, t)



 (3.22)

2. Concentration in Electrolyte

The equilibrium concentration of the electrolyte value was subtracted during the lin-

earization of the transfer function. Therefore to obtain the corrected nonliear value this

term was manually added, as shown in equation 3.23.

Ce(x , t) = C̃e(x , t) + Ce,0 (3.23)

3. Solid Surface Concentration

The same way as with the concentration of the electrolyte the equilibrium concentration
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of the solid was added to obtain the nonlinear variable, equation 3.24.

Cs,e(z, t) = C̃s,e(z, t) + Cs,0 (3.24)

4. Potential of Electrolyte

Following, the correction needed for the ROM prediction of the potential of the elec-

trolyte is shown in, equation 3.25. More details about the correction can be found in

[48].

φe(x , t) = φ̃e(x , t)−φs−e(0, t) (3.25)

5. Solid-Electrolyte Potential Difference

The correction applied to the solid-electrolyte potential difference is shown in 3.26. The

reason behind this correction is the same as in the rest of variables, the removal of a pole

in the original transfer function. The correction was not straightforward in this case and

was modified for better performance. The derivation of this correction is explained in

[48].

φs−e(z, t) =
∼∗
φ s−e(z, t) + Uocp(Cs,avg(t)) (3.26)

6. Overpotential

This thesis was specifically focused on the detection of lithium plating in the anode, the

overpotential prediction was therefore essential. This variable could be calculated as in

the cell voltage nonlinear correction. On the contrary if α was different than 0.5 the

overpotential should have been calculated as follows.

η= φs −φe − Uocp − FR f j (3.27)

3.2.2 Sigma point Kalman filter

Until this point of the chapter, a reduced order model able to predict the internal variables

of the cell and the voltage was developed. This model was suitable in terms of memory size,

and computational requirements for its implementation in a microcontroller. However the

models were designed with some assumptions that were not realistic, and in the other hand
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some considerations related to the conception of the system itself needed to be revised.

• Every single battery cell is different

All the battery cells even from the same brand or the same model are slightly different.

The manufacturing processes even if accurate are not perfect and therefore inhomo-

geneities related to the materials and assembly appear in the final product. This could

be considered as a minor effect but if for example the initial capacity dispersion between

cells is considered can be seen that meaningful differences appear. The model created

for a certain sample cell (the one used for the parametrization of the model) does not

necessarily need to be accurate for other very similar cells. Furthermore the error in the

internal variables predicted by this model could not be considered accurate for any cell,

as this inhomogeneities could not be considered negligible.

• The cell current and temperature were not be accurately measured

The current applied to the cell and the temperature were the inputs of the model. In a

theoretical conception this was data introduced in the model in a straightforward man-

ner. When thinking about a real case scenario on the contrary, this step carried an in-

trinsic error, as any sensor carries a certain error.

• The reduced order model had a prediction error

The used ROM had an error compared with the data obtained from the FOM. This error

was caused by the reduction process and the discrete nature of the reduced order model

(even this fact was mitigated blending the models). Not only this even the FOM had an

intrinsic error due the taken assumptions and the formulation of the equations (that are

only a representation of the reality).

All these facts made necessary to take a solution in order to reduce the amount of error

in the predictions and make the system valid for any cell (cells that are the same model of

the same brand). As mentioned in the state of the art of this chapter, Kalman filters were a

possible solution to this problem.

Kalman filters are based on a framework named "sequential probabilistic inference" [15].

Using a model of the described system and a feedback of the real response of this system, the

filters made the predictions converge to more accurate results. In the specific case of a battery

cell the more evident response of the system was the output voltage which was used as feed-
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back (figure 3.22). It is worth to mention at this point that the voltage sensor also introduced

an error the same way the current sensor did it, this error as the ones itemized above were

taken into account when the filter was developed. The filter was not able to make a perfect

prediction as the errors coming from the sensors or the model itself were not deterministic (the

errors explained in the list above), it used probability to give a mean prediction, and more im-

portant, confidence bounds. This meant that the filter would accurately give a prediction and

confidence bounds where the true value was contained. The theory behind the "sequential

probabilistic inference" and Kalman filters is complicated and out of the scope of this thesis,

for the interested readear a detailed explanation can be found in [15].

True system

Kalman 

Model

VproveIprove
Cell voltage

Predictions

Input current

Figure 3.22: Structure of the model with a Kalman filter.

Different Kalman filters can be found in literature. The linear Kalman filter for example,

is a very well known approach demonstrated to have a very good response when applied to

linear systems, while the extended Kalman filter or nonlinear Kalman filter is an evolution of

the linear Kalman filter specifically designed for nonlinear systems. Moreover more advanced

versions have also been developed as adaptive Kalman filters. A thorough study of this types of

filters applied to the ROM developed at UCCS was carried out by [117]. The main conclusion

of this work was that due to the nonlinear nature of the battery a nonlinear filter was required,

being the SPKF the one showing the best performance. In addition to this the SPKF had several

advantages when comparing it with the extended Kalman filter (the most popular form of

nonlinear Kalman filter), these differences are explained below and summarized from [15].

• Derivatives did not need to be computed

When using a SPKF some points (sigma points) were used to define the variation of
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the output response. Those input points or sigma points were selected using a normal

distribution around the working point. This approach made that derivatives were not

needed, as they are in the extended Kalman filter. This step is the most common source of

errors when implementing Kalman filters, what makes this property even more desirable.

• No need of differentiable functions

As the derivatives of the equations were not necessary those equations did not have to

be differentiable, what made the filter valid for a wider range of systems.

• Better covariance approximations

Typically better covariance approximations were found to be achieved, leading to better

state estimations and error bounds

• Comparable computational complexity

Even sigma points needed to be computed, meaning that the model was executed more

times, the computational complexity remained similar in addition to the advantages

described above.

3.2.2.1 Sigma point Kalman filter implementation

Since Kalman filters are based on the "sequential probabilistic inference", a six step process

was followed. There were three steps to calculate the prediction and another three to correct

that prediction. In the following lines the six steps will be briefly explained (more detailed

information can be found in [117, 15] and a summary of the equations in appendix 7.2).

Before explaining the six steps process it was necessary to define the model used with the

Kalman filter. This nonliear state space model has been explained in subsection 3.2.1.1 and

will be represented with the following notation.

xk = f (xk−1, uk−1, wk−1) (3.28)

yk = h(xk, uk, vk−1, wk−1) (3.29)

Equations 3.28 and 3.29 represent the state equation and output equation. This means

that f is equivalent to equation 3.10 and h to equation 3.12.
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An augmented random vector xa
k that gathered the randomness of the state, process and

sensor noises was also needed. The process randomness was related to the current sensor

noises and the sensor randomness to the voltage sensor for the feedback. This was an adopted

assumption as it was assumed the process randomness to be caused by the current sensor.

xa
k =

�

x T
k , wT

k , vT
k

�T
(3.30)

Moreover, the state estimation error covariance matrix Σa
x̃ ,k was needed.

Σa
x̃ ,k = diag

�

Σ x̃ ,k,Σw̃,Σṽ

�

(3.31)

The SPKF filter was based on propagating the sigma points through the state and output

equations, being this sigma points created as a function of the augmented random vector xa
k .

Certain p sigma points were then used to create theχ a
k matrix.

χ a
k =

�

�

χ x
k

�T
,
�

χw
k

�T
,
�

χ v
k

�T�T
(3.32)

p = 2 dim(xa
k) (3.33)

• Step 1a. State estimate time update:

To start Step 1a the augmented posteriori state estimate x̂a,+
k−1 and augmented state es-

timation error covariance matrix Σa,+
x̃ ,k−1 were generated (this values were representing

the previous time interval values as denoted with + and organized as in equations 3.30

and 3.31). Next the p sigma points were generated as shown in equation 3.34 (note that

{} signs denoted a group instead of a vector [15]).

χ a,+
k−1 =

§

x̂a,+
k−1, x̂a,+

k−1 + γ
r

Σ
a,+
x̃ ,k−1, x̂a,+

k−1 − γ
r

Σ
a,+
x̃ ,k−1

ª

(3.34)

The part of the generated χ a,+
k−1 matrix related to the state vector (excluding the pro-

cess and sensor noise positions) was extracted to generate χ x ,−
k,i . All the sigma points

together with the mean were then propagated through the state equation f as shown in

equation 3.35.

χ x ,−
k,i = f

�

χ x ,+
k−1, uk−1,χw,+

k−1,i

�

(3.35)
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Finally a weighted mean of the sigma points was performed with the α(m)i column to

calculate the predicted mean state vector x̂−k .

x̂−k =
∑p

i=0
α
(m)
i χ

x ,−
k,i (3.36)

• Step 1b. Error covariance time update

In step 1b the error covariance was calculated as shown in equation 3.37. This operation

subtracted the mean value from each sigma point.

fχ x ,−
k,i =χ

x ,−
k,i − x̂−k (3.37)

To calculate the error covariance a weighted mean was again applied with the column

α
(c)
i .

Σ−x̃ ,k =
∑p

i=0
α
(c)
i

�

fχ x ,−
k,i

��

fχ x ,−
k,i

�T
(3.38)

A simpler computation could be done by this modification.

Σ−x̃ ,k =
�

fχ x ,−
k

�

diag
�

α(c)
�

�

fχ x ,−
k

�T
(3.39)

• Step 1c. Output estimate

To finish with the prediction steps the output estimate was calculated. The sigma points

representing the randomness of the state prediction computed in step 1a, as the ones for

process and sensor noise, were propagated through the output equation h.

yk,i = h
�

χ x ,−
k,i , uk,χ v,+

k−1,i ,χ
w,+
k−1,i

�

(3.40)

Furthermore as it was done with the mean state vector prediction a weighted mean

output prediction ŷk was calculated.

ŷk =
∑p

i=0
α
(m)
i yk,i (3.41)

• Step 2a. Estimator gain matrix
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To start with the correction steps, the required covariance matrices were computed with

the results from the previous prediction states (equations 3.42 to 3.44).

eyk,i = yk,i − ŷk (3.42)

Σ ỹ ,k =
∑p

i=0
α
(c)
i

�

eyk,i

��

eyk,i

�T
(3.43)

Σ−x̃ ỹ ,k =
∑p

i=0
α
(c)
i

�

fχ x ,−
k,i

��

eyk,i

�T
(3.44)

After, the state estimator gain matrix Lk was computed.

Lk = Σ
−
x̃ ỹ ,kΣ

−1
ỹ ,k (3.45)

• Step 2b. State estimate measurement update

When the estimator gain matrix was calculated the state measurement was updated

using the yk value from the feedback (the reference value obtained with the voltage

sensor).

x̂+k = x̂−k + Lk (yk − ŷk) (3.46)

• Step 2c. Error covariance measurement update

To finish with the process, the error covariance measurement was updated so all the

necessary values for the next iteration were computed.

Σ+x̃ ,k = Σ
−
x̃ ,k − LkΣ ỹ ,k LT

k (3.47)

In the particular case of the reduced order model that has been created during this the-

sis nonlinear corrections were contemplated as shown in figure 3.19. This corrections were

also needed when implementing the Kalman filter, and applied when the sigma points were

propagated through the output equation h.

Another issue that needed to be taken into account was that even the state vector was

corrected the model predicted more outputs than the cell voltage. It was necessary then to

recalculate this electrochemical variables again, after the estate vector was corrected in step

2b. This corrections were applied right after step 2c and referred as the 3a step.
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• Step 3a. Calculation of updated electrochemical variables

The electrochemical states predicted by the model were calculated as shown in equations

3.48 to 3.50.

χ2k =
¦

x̂+k , x̂+k + γ
Ç

Σ+x̃ ,k, x̂+k − γ
Ç

Σ+x̃ ,k

©

(3.48)

y2k,i = h2

�

χ2k,i , uk,χ v,+
k−1,i ,χ

w,+
k−1,i

�

(3.49)

ŷ2k =
∑p

i=0
α
(m)
i y2i (3.50)

To finish, nonlinear corrections were applied to the electrochemical states, obtaining the

values of the electrochemical variables. To gather all the steps and their implementation,

the whole system structure whit the SPKF is shown in figure 3.23.

Input Current
 

Input Temperature
 

Initial State
 

Augmented SS Model 

SS Model 

SOC 

Internal cell 
variables and 
voltage
 

Voltage feedback 

Augmented model 
with  the four

neighbouring models

Error-covariance time update

SS Model 

Prediction Correction

Multiple Linear SS Models Physics parameters 

State-estimate time update

Output estimate

Error-covariance measurement update

State-estimate measurement update

Estimator gain matrix

Electrochemical variables calculation

Step 1b

Step 1c

Step 2c

Step 2b

Step 2a

Step 3

Step 1a

Figure 3.23: Scheme of SPKF and ROM model implementation.

It is worth to mention at this point that during the design of the SPKF some assumptions

were taken. On the one hand, during the design of the SPKF filter the process noise was

assumed to be caused only by the current sensor. Furthermore, the sensor noise was assumed

to be independent from the current sensor noise and attributed to the voltage sensor. On the

other hand the temperature was measured and introduced in the model as an input, this value

was measured but no error was considered. Despite this assumptions were taken, the results

were proven to be in a very good agreement with the reality (not experimental but virtual

data) as will be demonstrated in section 3.3.
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3.2.2.2 Sigma point Kalman filter initialization

The initialization of Kalman filters was a nontrivial and key step. State vector and error

covariance needed to be initialized, being this initialization of great influence in the filter

immediate response. Moreover, a very bad initialization could cause that the filter got lost. In

addition, the covariances of the process noise and the sensor noise also needed to be initialized.

This is an extensive field out of the scope of this thesis, and the used values were obtained based

on an iterative trial and error process [117], proven to work properly can be seen in chapter

5. The used values are the following.

x̂a,+
0 = [0, 0,0, 0,0, 0,0, 0,0, 0,0,0, 0,0, 0,0, 0,0, 0] (3.51)

Σ
a,+
x̃ ,0 = diag

�

Σ+x̃ ,0,Σw̃,Σṽ

�

=

= diag(10,10, 10,10, 10,10, 10,10, 10,10, 10,10, 10,10, 10,10, 106, 0.4, 0.1)
(3.52)

In addition, the ROM model used in this thesis had a particularity that specially affected

the initialization of the filter. The augmented model was composed of four ROM models, se-

lected in function of the temperature and SOC. The problem arised when the ROMs composing

the augmented model were changed (when the cell entered a different temperature or SOC

section) and consequently the augmented model changed as well. On the other hand the

covariance values did not necessarily make sense when the model was changed.

To solve this problem, the part of the state vector corresponding to the changed ROMs was

introduced in it when the augmented model was created (this state vectors were updated since

the state equation was executed in every step for all the ROMs maintaining them updated) as

it would be done even if the SPKF was not used. Regarding the covariance values, it was

assumed that the covariance would not change significantly for the new augmented model. In

addition the part of the augmented model that was changed would not affect in the right after

time steps, due to the blending (for those new ROMS the blending factor will start as 0) and

consequently the covariance values would evolve smoothly, adapting without accuracy loss in

the prediction. It is worth to mention that to take this assumption it was key to use a single

integrator state for all the models so the corrections applied to that state would keep sense

even if the augmented model was modified. The result obtained with this assumption will be

discussed in section 3.3.
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3.3 Experimental results and validation

This section is dedicated to the evaluation of the ROM and the SPKF.

Whether full order models implemented in FEM simulations or reduced order models need

to make an estimation error when looking to real cells variables prediction. It is important

therefore to evaluate this error in order to verify and quantify the accuracy of a model. Due to

the need of specific equipment and lack of validated techniques it is very difficult to measure

the internal variables of batteries. Up to the date the estimation of those variables is one of the

main benefits of this type of battery models, being temperature and terminal voltage the only

easily accessible variables. In the model developed along this chapter temperature was treated

as an input and therefore could not be used for validation purposes. Remained the cell terminal

voltage then to validate the model. This variable can be a good indicator of the overall model

accuracy, but it was not necessarily enough prove of the correct internal variables prediction

due to the low impact of some of them in the voltage response (note further than the OCV

defines the DC component of the voltage response, having normally most of the weight of the

prediction).

Within this section data from a FOM developed in COMSOL Multiphysics was used as vir-

tual data. This data was enough to validate the ROM development (as the intrinsic errors

coming from the model definition itself, the parameterization and measurements were iso-

lated) and a very close approximation to the SPKF working scenario. The internal variables

(Ce, Cs,e,φs−e, j), voltage and SOC values for the case where only the ROM was used and with

the corrections of the SPKF are going to be presented compared to the FOM.

3.3.1 Electrochemical variables evaluation

Once virtual data is obtained from the FOM a method to quantify the error faithfully was

needed. In this document, an analysis of the error based on the variability of the FOM predic-

tions was adopted. This approach allowed a more standard view of the error and the effect

on latter steps as capacity fade or SOF management. Maximum and minimum values of each

internal cell variable were identified , so a direct image of the maximum variability of each

prediction was obtained.

Two types of profiles were used to evaluate the maximum variability of the battery vari-

ables, constant current charge and discharges at the different C-rates, and high current pulses
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(5C discharge and 1C charge as it was the current limit of the battery according to its datasheet)

at different SOC values (figure 3.24 shows the applied current at 1,0.9,0.8,0.7,0.6,0.5,0.4,0.3,0.2

and 0.1 SOC).
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Figure 3.24: Cell voltage at different charge and discharge rates and maximum current pulses.

These profiles were selected in order to achieve the maximum and minimum values of the

variables inside the cell. DC limit conditions were achieved with the full galvanostatic charge

and discharges and maximum and minimum polarization effects were considered with the

current pulses. According to the performed simulations the variability values that will be used

for the error evaluation are shown in table 3.4. These values gave an overall and meaningful

image of the amount of error made in the predictions.

Table 3.4: Variability of FOM electrochemical variables predictions.

Variables Maximum Minimum Variability

Ce 2.7520e+03 1.2534e+03 1.4986e+03
Cs,e 2.0729e+04 1.1075e+03 1.9622e+04
φs−e 4.4058 -0.0329 4.4387
j 4.1380e-04 -2.8386e-04 6.9765e-04

3.3.2 Model evaluation without aging

Whit a proper error evaluation system it was necessary to evaluate the performance of the

ROM and the SPKF corrected predictions. In a first case scenario and for the sake of simplicity

a single charge and discharge cycle was used, without considering that the cell would age

during its lifetime. Figure 3.25 shows the voltage and state of charge predictions.
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Figure 3.25: Voltage and state of charge predictions without aging influence.

As stated before even if voltage was not an enough correctness prove, together with the

SOC gave a good image of the models performance. In this charge and discharge cycle the

voltage error was kept under ± 0.1V and the SOC error under ±0.05 in the worst case. Fur-

thermore when using the SPKF, the SOC prediction was kept all the time between the upper

and lower boundaries assuring a realistic state of charge prediction.

Figures 3.26 to 3.29 show the ROM and SPKF results for Ce, Cs,e,φs−e and j in the negative

electrode. All the ROM predictions estimated accurately the true data with a negligible error.

SPKF predictions were similar and what it is more important, the true data remained inside

the error boundaries.

Taking a deeper look into the results could be seen that there were some small peaks or

jumps in the SPKF predictions (this phenomena can be seen clearly in figure 3.26).The reason

behind this SPKF behavior was due to the SPKF update, explained in section 3.2.2.2. The ROM

model did not present peaks like the ones of the SPKF what meant that the model update due to

a change of the SOC region and the model blending was working correctly. Consequently this

phenomena was explained with the covariance values update (it was assumed that covariance

values did not change from one set of models to the next). Despite these peaks the SPKF was

correctly tracking the variables and it was recovered from those perturbations very fast (take

into account that a constant discharge profile is one of the most severe working scenarios for

the model blending as passes through all the SOC ranges). Could be considered then that
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Figure 3.26: ROM, FOM and SPKF predictions and errors for Ce.
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Figure 3.27: ROM, FOM and SPKF predictions and errors for Cs,e.
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the taken assumption was working correctly and those peaks could be treated in following

investigations to improve the system.
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Figure 3.28: ROM, FOM and SPKF predictions and errors for φs−e.
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Figure 3.29: ROM, FOM and SPKF predictions and errors for j.

In the case of the positive electrode the ROM model predictions for Ce, Cs,e and j were not

so precise as can be seen in figures 3.30 and 3.31. Furthermore FOM data was significantly

out of the boundaries when using the SPKF. The boundaries were affected by the tuning of the

SPKF being a possible reason for this phenomena. Nevertheless, the fact that the error of the
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ROM was higher in the area where the true data got out of boundaries showed that it was not

only a matter of how the filter was tuned, but a local decrease on the ROM model predictions.

This decrease in the ROM accuracy could be due to a less precise linearization of the FOM

equations in that specific working range. The described tendency was seen for all positive

electrode variables predictions, but this phenomena is not longer studied and assumed as a

negligible and localized error. The main reasons to assume this error as negligible was that not

the SOC nor the negative electrode predictions were affected, as the motivation of the model

is to monitor and limit an aging mechanisms occurring in the anode made sense to leave this

issue for further investigations.
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Figure 3.30: ROM, FOM and SPKF predictions and errors for Ce and Cs,e.

These results showed a very good overall response of both, the ROM and the SPKF. Predic-

tion errors were kept very low in all the negative electrode areas and the true data between

the error boundaries. At this point it was necessary to validate the behavior if the SPKF on the

one hand with longer cycles to check its evolution in time, and on the other hand when the

cell ages.

Figure 3.32 shows the voltage and SOC responses during 20 cycles. Both, voltage and

SOC errors were greater when using the SPKF during the first one or two cycles, and similar

to the ones reported in the previous single cycle analysis. Nevertheless, the SPKF started to

improve the prediction as time advanced. The voltage error without the SPKF increased from

the first time steps on, while the prediction with SPKF kept the error constant. In the case of
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Figure 3.31: ROM, FOM and SPKF predictions and errors for j.
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Figure 3.32: Voltage and state of charge predictions without aging influence for 20 cycles.

Electrochemical Model-Based Advanced Battery Control Systems



70 C.3 Electrochemical modeling of an NMC/Graphite cell

the SOC the error, without the SPKF did not increase while the SPKF prediction errors were

still similar or lower from the first cycles on. These results showed the SPKF proper behavior

and the validity of it since made the ROM a more accurate tool. The tendency shown in figure

3.32 was maintained for the rest of the cells internal variables analogously.

3.3.3 Model evaluation with aging

The last step to validate the ROM and SPKF system was to analyze the error evolution

when the cell aged. Because when the battery starts to age some internal parameters values

change. When using an aging model parameters such as the range of electrode utilization are

predicted and could be directly corrected in the ROM. Nevertheless the volume fractions of the

electrolyte and anode (if we consider Li plating and SEI growth as aging mechanisms occurring

in the cell) could not be varied in the ROM. This was because these parameters introduced in

the models equations were fixed during the linearization process, and as this operation was

precomputed offline could not be updated easily. This fact is already known and treated in

[39]. Nonetheless, and assuming that this update would be possible in the future it was worth

to evaluate how the variation of the electrolyte and anode volume fractions change affected

the system predictions. This could give a hint about when would be an update needed, and

how much would affect not to do so.

Table 3.5: Aging parameters variation.

Variables Maximum Minimum variation

εn
s 0.357 0.311 12.88%
εn

e 0.471 0.411 12.73%

Volume fractions of the solid and electrolyte at the negative region (εn
s and εn

e ) were varied

along a 40 cycles simulation of 1C charge and discharges. Table 3.5 shows the initial and final

values that changed around a 12%.

The voltage and SOC errors tended to increase as the cell aged, and the model predictions

were consequently further than the modeled system. The SPKF mitigates that error and kept

the true data inside the boundaries as they evolved in time.

The predictions for Ce, Cs,e and φs−e in figures 3.34 to 3.36 showed a similar tendency.

Starting with the same amount of error shown in the previous section and increasing along

the cycles.
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Figure 3.33: Voltage and state of charge predictions with aging influence for 40 cycles.
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Figure 3.34: ROM, FOM and SPKF predictions and errors for Ce.
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Figure 3.35: ROM, FOM and SPKF predictions and errors for Cs,e.
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Figure 3.36: ROM, FOM and SPKF predictions and errors for φs−e.
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Oppositely figures 3.37 and 3.38 demonstrated that the flux along the negative and positive

electrodes were not significantly affected. This gave consistency to the model as the flux should

not to be significantly affected, being a direct image of the applied current (which was not

changed as the cycles were identical).
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Figure 3.37: ROM, FOM and SPKF predictions and errors for j.
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Figure 3.38: ROM, FOM and SPKF predictions and errors for j.

In the positive electrode the modeled aging did not make a meaningful change, as the

volume fraction of this electrode was not modified (figure 3.39).

The results shown within this section demonstrated that the model update was a real need
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Figure 3.39: ROM, FOM and SPKF predictions and errors for Ce and Cs,e.

in order to maintain the accuracy of the ROM, while the errors and error boundaries were kept

low enough to use this system to check the viability of this type of advanced BMS.
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Conclusions

During this chapter a P2D model ROM was developed. This model predictions

were compared with a FOM-based cell response, demonstrating the accuracy of the

reduction process. This process, assured no loss of information, remaining all the

predictions of the P2D model highly accurate. In addition, a SPKF filter was imple-

mented to compensate experimental inaccuracies, and validated its benefit. There

were found on the contrary some points to improve in further research works:

• The predictions at the positive electrode were less accurate than in the nega-

tive. This performance reason is still unclear and need to be investigated, so

future model uses are not affected.

• During the design of the SPKF filter the process noise was assumed to be caused

only by the current sensor. Furthermore, the sensor noise was assumed to be

independent from the current sensor noise and attributed to the voltage sensor.

This two assumptions did not affect significantly the SPKF performance, but

should be solved in future investigations to reach higher filter efficiencies.

• The SPKF covariance values were not changed when not updated when the

augmented model was regenerated (when changing from one SOC or temper-

ature range to another). This caused small noises in the predictions, that even

if did not affect the filter performance should be eliminated or mitigated as

much as possible, to get smoother predictions.



• This model was proven to works very well when a cell parameters are known,

but aging is and added problem in a real case scenario. Through the life of

the battery internal side reactions occur, changing the physics inside. This will

lead into a parameter change that is not updated in the model. This is a line

already addressed by some authors as explained in the state of the art of this

chapter, but it is important to further refine and experimentally test this aging

management strategies, so the models are able to keep accurate predictions

along battery life. Not only this, but a clear image of how the battery is evolving

(identifying the aging mechanisms) could be done. The importance of this

techniques also relies on the difficulty of isolating aging mechanisms ongoing

since the exact moment when the cell is assembled. The importance of this

techniques also relies on the difficulty of isolating aging mechanisms ongoing

since the exact moment when the cell is assembled.

All in all both, ROM and SPKF were proven to predict battery cell internal variables

accurately when running in a low cost microprocessor what satisfied the partial ob-

jective of developing an electrochemical ROM, that will be suitable for an online

system. This model parameters will be identified along the next chapter, to finally

integrate the a complete system (chapter 5).



Chapter 4

Parameter identification of an

NMC/Graphite cell electrochemical

model

This chapter presents a review of different parameter identification tech-

niques; based on computational methods and based on physico-chemical analysis.

The parameters that are identified are not few and the identification problem it-

self difficult. An efficient methodology for the identification is still a key challenge

(both, in terms of cost and time). The state of the art presents some works that

accurately identify groups of lumped parameters accurately, this is an efficient

procedure, but the parameters still remain lumped. Physico-chemical parameter

identification techniques otherwise, are still inmature and a big research niche is

found. A phyisico-chemical parameter identification procedure was then imple-

mented, in order to gain insights on this techniques. Understanding this proce-

dures complexity and accuracy level will be the base to further develop optimum

parameter identifications, a topic that will be continued in a PhD developed by L.

Oca that collaborated within this chapter. A FOM was used to compare voltage

and SOC predictions as a sign of adequate parameterization (even if not necesar-

illy enough). Later the ROM developed in chapter 3 will be feed with the resulting

parameters in chapter 5 .
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When an electrochemical model has been defined there is still a intrinsic step to overcome,

the model parameters identification. Every battery cell is unique, due to the materials in the

phase composing the electrodes, the electrolyte, the separator and the design. Furthermore as

manufacturing of electrochemical cells is not a simple process the reproducibility is not ideal.

Even if the batteries are suposed to be equal (the same model of a defined manufacturer, and

build in the same batch) they are never exactly equal. Kalman filters can mitigate moderate

deviations, but if to sensitive parameters are not accurately identified, significant errors can

appear. Taking this into consideration the need of identifying adequate sets of parameters is

evident.

Depending on the used electrochemical model that is considered the number of parame-

ters involved changes (more exhaustive models need more parameters as they describe more

mechanisms inside the battery cell). Also different arrangement of the algebraic equations

can lead to different sets of parameters as will be explained in the following paragraphs. From

here, on if not stated the contrary, the reference set of parameters used for the P2D model

will be adopted from [73] and are summarized in table 4.1. As the different arrangement of

the model equations make the set of parameters different, classifying them by their concep-

tual use can be clarifying, giving an overview of which parameters compose the whole set and

what characteristics represent. Table 4.2 shows the parameters classified in four different cat-

egories; geometry related parameters, parameters related to the material properties, the ones

related to the electrochemical reaction kinetics and transport related parameters.
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Table 4.1: List of parameter summarized from [73].

Negative
electrode

Separator Positive
electrode

σn
eff σ

p
eff

an
s ap

s
Ln Ls Lp

κn
eff κs

eff κ
p
eff

Dn
s Dp

s
Rn

s Rp
s

εn
e εs

e ε
p
e

Dn
e,eff Ds

e,eff Dp
e,eff

kn
0 kp

0
cn
s,max cp

s,max

αn αp

Rn
f Rp

f
θn

0 θ
p
0

θn
100 θ
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Table 4.2: Parameters classification. M, E and S represent Material (or solid phase), Elec-
trolyte phase and Separator related parameters respectively.

Geometry

Electrode plate area M
Thickness of the electrode M

Material properties

Particle radius M
Tortuosity M
Electric conductivity M
OCV curve M
Electrolyte activity coefficient ln derivative E
Cationic transference number E
Electrolyte conductivity E
Activation energies M/E
Bruggeman constants M/E
Porosity/volume fraction M/E/S

Electrochemical reaction kinetics

Charge transfer coefficient M
Reaction rate coefficient M

Transport

Diffusion coefficient M/E
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Geometric parameters

Within this category we can find the values related to the geometric sizes of the bat-

tery cell. As a typical variation in some model formulations, the electrode plate area is

directly given instead of the length and height.

Material related parameters

Most of the parameters used in a model fall into this category. They represent the char-

acteristics of the electrode material and electrolyte phases, the separator and also some

particularities of the electrode development as the porosity or tortuosity for example.

In the following lines some differences regarding which parameters are included are

reported.

The particle radius together with the solid phase volume fraction is generally used to

calculate the specific surface area of the solid, nevertheless the volume fraction is some-

times represented by means of porosity.

Activation energies are used to describe the dependency between solid diffusion and

conductivity coefficients with the temperature. Reaction rate coefficient, ionic conduc-

tivity and diffusivity of the electrolyte are also corrected using the activation energies,

if the temperature is different from the reference (temperature at which parameters are

measured or estimated). This correction is done applying the Arrhenius equation.

Species transport in a porous media is not equal than in a liquid. To model this phenom-

ena caused by the porous structure the Bruggeman constant is used. Electrolyte diffusiv-

ity and ionic conductivity plus electrode electric conductivities are corrected obtaining

effective values. The Bruggeman constant and the tortuosity are intimately linked and

both values can be found as model parameters representing this issue.

Other types of variations are also found in the literature. In the description presented

in [73] the junction potential coefficient is calculated using the activity factor and the

transference number, to describe the overpotential of the electrolyte out of equilibrium.

Nevertheless the electrolytes electrical conductivity could also be addressed.

Finally in this group of parameters the thermodynamic properties (OCV curves, balanc-

ing and maximum lithium concentrarion in the solid), the electrolyte diffusivity and

ionic conductivity are introduced as experimental data to be interpolated/extrapolated
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latter, or a mathematical expression of a previously done fitting is given.

Transport related parameters

Despite, in this document only the diffusion coefficient was classified in this section,

this is controversial. Some parameters classified as material parameters affect directly

to the transport phenomena, and those parameters could also be contemplated within

transport related parameters. The electrodes electric conductivity and electrolyte ionic

conductivity, as well as the tortuosity or the electrolyte diffusivity parameters are a good

example.

Electrode kinetics related parameters

Electrode kinetic parameters represent the charge transfer between the electrodes active

material and the electrolyte. Butler-Volmer equation is used in the most rigorous models

to describe this phenomena using as a consequence a reaction rate or exchange current

density term. The usual variations within this section fall back in the exchange current

density term that can be directly given or the reaction rate constant provided in order

to calculate it.

Moreover some data representing the initial state and maximum absolute values of the cell

need to be provided, table 4.3. Without this values the model could not converge to a solution.

Not only this, the initialization values define the initial state of the cell at the beginning of the

simulation and define the upper and lower limits (maximum and minimum state of charge).

Table 4.3: Initial and absolute maximum values.

Parameter

Reference temperature
Simulation temperature
Initial solid phase concentration
Maximum solid phase concentration
Minimum solid phase concentration
Initial SOC
Electrolyte salt concentration
Initial electrolyte salt concentration
Maximum electrolyte salt concentration
Minimum electrolyte salt concentration

Finally it has to be taken into account that also some universal constants are needed in
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the models as well as boundary conditions to ensure the cohesion of the model formulation.

[46, 55, 58, 73].

4.1 State of the art

In the lines above the obtention of a specific set of parameters for every cell is presented

as crucial, and consequently a procedure to overcome the extensive and complicated param-

eterization is necessary. All the methods proposed in the literature could be classified within

two very different approaches, figure 4.1.
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Figure 4.1: Parameter obtention methods.

The first approach was based on the physico-chemical analysis of representative samples

of the cell. This method was believed to be the most precise as the parameters were mea-

sured directly through different electrochemical techniques such as galvanostatic intermittent

titration technique (GITT), Hg porosimetry and others [119, 120]. Research in this type of

parameterizations was still immature so it was not a fair comparison, note that the accuracy

of the method relied in the used specific techniques own accuracy. The disassembly of a cell

and the following physico-chemical analysis is not a trivial process due to the complexity of

the required experiments. In addition, the required infrastructure is not accessible to all the

researchers; glove boxes, electron microscopes, nuclear magnetic resonance (NMR) platforms

and X-ray diffractometers are only a part of the required devices, found in advanced material

research laboratories but far from industrial applications developers.

The other alternative approach consisted in obtaining the values of the parameters using

computational methods. This approach was less infrastructure requiring even if computation
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resources were needed [121]. The experiments that needed to be carried out were also more

simple as only cycling data was needed. Nevertheless this methods coud fall into a lack of

precision, the identifiablility of the parameters was not always optimum as is explained in the

following ,and this could make impossible to determine the whole set of parameter with a

perfect accuracy [122].

Within the computational methods filters, and fitting methods could be found. Kalman

filters were the most used in SOC and SOH algorithms [88, 50]. This systems were able to

fit a models predictions such that they continuously followed the behaviour of the considered

plant. These kind of filters were applied when the plant was represented as a state-space model

[123] (normally filters modify models state variables so it is not a direct way of obtaining

parameters). The drawback of this method relied on the state-space representation of an

electrochemical model, because during that process the physical meaning of the parameters

was lost [123]. Consequently this kind of approach was not normally used as a specific method

to obtain the parameters itself, but to adjust some of the model predictions when the model

was running continuously.

The remaining group within computational methods, fitting methods, was the most used

procedure when obtaining the parameters of a cell. The experimental data of the cell (cy-

cling data) was used to adjust the model. The general idea was to find the combination of

parameters that fitted best with the original data. To do so, nonlinear programming methods

or genetic algorithms were the typical approaches.

Nonlinear-programming methods for optimization tried to find solutions to a system of

equalities and inequalities over a set of unknown real variables (constrained or unconstrained).

Within this system, an objective function was maximized or minimized. In the case of finding

parameter values for the nonlinear DFN model, nonlinear solvers must be used (e.g, [124]).

These solvers were often based on calculus approaches such as gradient descent or different

approximations to Newtons method. When the problem could be posed in a nonlinear least-

squares form, approaches such as the Levenberg-Marquardt or Gauss-Newton methods could

be used [125, 126].

Genetic algorithms defined several candidate parameter sets (depending on the exact

method, these sets might be randomly or deterministically generated). After performing a

simulation with each of the candidate parameter sets, the parameters of the simulation reach-

ing the results closest to the experimental dataset were selected and the remaining parameter
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sets discarded. The selected parameters were then randomly mutated to form a new pop-

ulation (as they were called in the method) of candidate parameter sets. This process was

repeated continuously until the difference between experimental data and simulation data

were admissible; the process could be done in series or in parallel (Figures 4.2 and 4.3) as

stated before [127, 128, 129]. A variation of this method was the multi objective genetic al-

gorithms (MOGA) [75] that could optimize more than one objective variable within the same

process.
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Figure 4.2: Genetic algorithm optimization with parallel computing structure example.

Root-mean-squared (rms) prediction error was contemplated generally as a way to evalu-

ate the accuracy of the results.

rms=

√

√

√

√

1
N

N
∑

n=1

[ysimulation(tn)− yexperimental(tn)]2. (4.1)

The minimization of Eq. (4.1) with respect to model parameter values optimized a relationship

between simulated and experimental data. In this case ysimulation is the output voltage from

the simulation of the model that is being adjusted, and yexperimental is the set of voltage data
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Figure 4.3: Genetic algorithm optimization with parallel computing structure example.

measured when cycling the real cell.

It is important to understand nevertheless that the selection of an optimization method

was significant only once the optimization problem itself was well stated. This meant that the

choice of solver would important to improve the accuracy of results and the time consumed

by the optimization, but if the optimization problem itself was not well stated or excessively

complicated then all the solvers would struggle with it. The solver could be chosen and tuned

for each case once an optimization problem was correctly defined and the specific model equa-

tions fixed.

4.1.1 Computational parameterization methods

Computational parameter obtention methods estimated battery cell parameters based on

measured cycling data, whether simple constant current discharges or more specifically ded-

icated profiles. The general idea was to find the combination of parameters that fitted best

the true data with the models voltage and/or temperature prediction. Computer-based op-

timization tools were used to optimize the parameters so the model response was equal to

the real cell data. Different optimization methods could be used (linear, nonlinear or genetic

algorithms) and solved differently (series or parallel computing) are typical approaches.
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4.1.1.1 Grouping parameters

Before analyzing the computational parameter-identification methods, it was noticed that

there was a common drawback to all. The electrochemical models were composed of coupled

PDAEs, and some of the parameters in these equations were therefore coupled together such

that not all parameter values could be determined uniquely from input-output data (they are

not all "observable") [116, 32]. Thus, many different combinations of parameter values could

lead to the same model output. Even if an optimized set of parameter values fitted the exper-

imental input-output data perfectly, the model may not gave acceptable results in terms of its

predictions of cell internal variables.

As a simple analogy to this problem, consider the equation y = (A∗B)x+C . The parameters

of this equation are A, B, and C . If we collect a set of input–output data pairs (x , y), we might

attempt to find values for the parameters to fit the equation to the data. But, the problem is

that A and B are not independently observable. Only the product M = A ∗ B is observable.

Many different combinations of A and B arrive at the same product (but perhaps only one of

these combinations is physically correct).

To solve this problem, two different solution approaches could be found in the literature.

Some authors opted to reformulate the models so new lumped parameters were used as will

be explained more extensively in the following [116, 32]. (In the simple example, the model

would be reformulated as y = M x + C and the data pairs would be used to determine M

and C uniquely; no attempt would be made to determine A and B). The second alternative

grouped parameters based on the sensitivity of the measured voltage or voltage and tempera-

ture to their values. Parameters to which the voltage was very sensitive were called "sensitive"

parameters and the remaining were called "insensitive" parameters. The authors chose to

identify the sensitive parameters (or group parameters creating "sensitive" groups) and either

use nominal values for the insensitive parameters or delete portions of the model equations

in which the insensitive parameters occurred (an example was SP model, which often com-

pletely discards electrolyte dynamics from the cell model since the parameters that describe

electrolyte potential and concentration were relatively insensitive).

There was however a drawback to both of these solutions that remain unsolved. Aging

models were often linked with electrochemical cell models so the most benefit of electro-

chemical models was obtained. These aging models used some parameters included in the
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electrochemical model which were lumped together or even discarded during the optimiza-

tion process. This involves some difficulties. If the model was lumped there could be two

solutions, the aging model could be reformulated accordingly or the set of lumped parame-

ters could be freed using additional tests (whether cycling or physico-chemical). On the other

hand if some parameters were discarded or even if nominal values were used because voltage

was insensitive to the parameters, it was possible that those parameters were crucial to the

aging model. Errors in or omission of these "insensitive" parameters could lead therefore to

an important lack of accuracy in an aging model. To the knowledge of the author, there was

no published research giving solution to this topic, being a research gap still uncovered.

4.1.1.2 Comparison of computational methods

All the computational parameter obtention methods could be classified in two groups based

on the definition of the optimization problem, single-optimization analysis (SOA) and multi-

optimization analysis (MOA). Single optimization methods used data obtained experimentally

(charges, discharges or different types of cycles) and optimized the whole set of parameters

so the model output fitted the data. Multi-optimization methods used also data sets or differ-

entiated sections of them; then differing from SOA methods, single parameters or groups of

parameters were optimized independently to fit experimental data.

In the following subsections, SOA and MOA approaches from the literature were identified.

Since most authors presented their own different reformulations of the P2D or SP models, there

was not room in this thesis to present each reformulation and to explore all the differences

between every reformulation. Instead, it was wanted to compare the ability of each method

to determine the values required to parameterize the models used by those methods. The

interested reader is referred to the references presented in the following subsections for more

details.

4.1.1.3 Single optimization analysis (SOA)

To implement a single-optimization analysis, normally a single set of experimental data

was used (typical profiles includes constant-current discharges). Either a single discharge,

discharges at different rates or other cycles could be used. The shared characteristic of these

methods was that the load profiles were not specifically designed to isolate the effect of spe-
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Table 4.4: Summary of the literature references.

Reference Model Parameters Validation data Profiles
Full Partial Voltage Temp. Param. SOA MOA

[126] P2Ds X X
[130, 131, 132, 133] P2D X X X

[134] P2Ds X X X
[125, 135, 136] P2D X X X X

[122] SPMe X X X X
[137] SPM X X X X
[138] SPMve,v,r/P2Dv XLS X X X
[129] P2D X X X
[139] P2D X X X
[140] P2Dve X X X
[123] SS XR X X
[141] P2D XLS X X
[91] P2Dr XR X X X
[142] SPMe XLS X X X
[143] P2D X X X X
[144] SPMe X X X X
[145] P2D XLS X X
[146] SPMre/P2Dv XL X X X
[147] P2Dve,r,re XL X X X X
[116] P2Dre XL X X X X

[121, 127, 148, 149] P2D XLS X X X X

s: state space; r: reduced order; re: reformulated; e: extended; v: used for voltage observation
; ve: own version or similar; L: lumped parameters; LS: parameters lumped using sensitivity
analysis; R: ROM parameters (without physical meaning).
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cific parameters or sets of parameters in the input–output data. All parameter values were

jointly optimized to fit the experimental data. After the data was collected, each author used

a specific model and/or model-reduction in addition to a solving method. Nevertheless, this

approach could lead to an accuracy loss due to a highly complex optimization scheme. For this

reason was important to discriminate the accuracy of the obtained results even if the model

parameters were lumped.

All the authors using SOA choose whether to use the P2D or SP model (sometimes small

variations or reformulations were made, Table 4.4). These models led to different sets of pa-

rameters that must be identified; for example, since SP models predicted fewer phenomena

occurring inside the cell than P2D models, they required fewer parameters to do so. Never-

theless this aspect was not crucial at this point as all the authors using SOA methods obtained

a partial set of parameters.

Results could be validated using three different approaches, based on voltage, tempera-

ture and parameter values themselves. Voltage validation referred to evaluating the voltage

response of the cell versus the parameterized cell model (this could be done with the same

cycles used for the validation or with different ones such as UDDS cycles for example). Addi-

tionally temperature could also be taken into account as it had significant influence on battery

behavior. These two methods could be implemented with real cycling data or with virtual

data coming from a full order electrochemical model [138]. The last validation strategy com-

pared the identified parameter values directly to the true parameter values. To implement this

strategy, the true values must be known, which was not generally the case. However, this strat-

egy was still useful when initially determining whether the parameter-identification methods

were able to produce reasonable results by generating synthetic simulated cell-test data from

a cell model (e.g., simulating the P2D model for some input-current profile), then using the

simulated cell-test data to determine parameter values, and finally comparing the identified

parameter values to the true values used in the simulation.

It was therefore necessary to think about these validation methods and their viability. Some

authors demonstrated that cell voltage was not sensitive to some of the model parameters

[138, 150]. This was a key conclusion as it invalidated the concept that voltage validation was

sufficient to assure a good model parameterization. (This could be true because the parame-

ters were fundamentally not observable, as discussed in Sect. 4.1.1.1, which could be solved

by grouping parameters together into "lumped parameters". It could also be true because the
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parameters were observable in principle but the signal-to-noise ratio available in the measured

data was not sufficient to allow accurate parameter estimates. This might be solved using enor-

mous data sets, but the nonlinear optimization methods required to find the parameter values

were not guaranteed to find the uniquely correct values in that case). Furthermore Zhang et

al. [121, 127, 148, 149] reported the same conclusion when implementing a MOA method

based on different temperature and rates constant current cycles (this method is presented in

section 4.1.1.4). Because of this reason this section was focused on the references that report

reliable proofs of proper parameter identification, this is, based on parameter values (report-

ing the error of the estimated parameters towards virtual data). Rajabloo et al., Masoudi et al.

and Deng et al. [122, 137, 138] work was be studied therefore within this section.

Rajabloo et al.used a SP model that was improved with an state of charge linear depen-

dency (for which they also found parameter values) that was solved in COMSOL Multiphysics.

The selected parameter values were after identified linking COMSOL Multiphysics with MAT-

LAB trough the COMSOL Multiphysics LiveLink for MATLAB. MATLAB Optimization toolbox

was utilized to run the optimization routine, and more specifically, a solver dedicated to con-

strained nonlinear multivariable problems based on the Newtons method.

Masoudi et al. also used the SP model, but employed Maplesim to solve the equations. For

parameter identification, the "Homotopy optimization method" was used to avoid inaccurate

results due to local minima solutions.

Deng et al. used their own version of the SP model to generate a reduced order model

and after identify parameters, in addition P2D and SP models were used for voltage response

observation.

The models that were used nevertheless were not so trivial since all of these authors iden-

tified partial sets of parameters, this is, few parameters values were identified in order to

validate the identification method itself (Figure 4.5).

The results obtained by these authors are presented in Figures 4.4 and 4.5. The error of the

estimated parameters varied widely (between 0% and 42.8%). This is a sign of the difference

in sensitivity among the individual parameters. Not only this, in the case of Deng et al. even

when using different cycles the results were different due to the parametric sensitivity (Figure

4.4a).

Reduced order, P2D and SP models were studied using different optimization methods

with different experimental cycling profiles intending to identify various sets of parameters.
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Table 4.5: Parameters identified by authors using SOA. r:Rajabloo et al., m:Masoudi et al.,
d:Deng et al..
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Figure 4.4: Parametric errors adapted from [138](a) and [137](b).
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Figure 4.5: Parametric errors adapted from [122].

The parametric errors obtained in these works were not negligible nevertheless. The reason

behind could poor parameter observability as explained before, which could be addressed in

MOA methods by lumping parameters. Furthermore the necessity of dedicated input profiles

or specific fitting procedures designed for each parameter or parameter group could be an

alternative to improve the identification accuracy as will be presented in the next section.

4.1.1.4 Multi optimization analysis (MOA)

Similar to the single-optimization analysis, the idea behind the multi-optimization analysis

was to fit the model parameters using optimization routines to obtain output variables similar

to experimental data. However, instead of using generic input-current profiles to collect a data

set, the MOAs made a more advanced attempt to design profiles to isolate specific parameters

or groups of parameters. Electrochemical impedance spectroscopy (EIS) tests, charge and

discharge tests conducted at different rates, pulse tests, tests at different temperatures, tests

around different cell states of charge, sensitivity analysis or any combination of these could be

used [116, 146, 147, 121, 127, 148, 149, 145].

Most of the authors using MOA (shown in table 4.4) used P2D, SP or similar models.

There were however some exceptions that reduced the models leading in a state-space or

equation-based simpler model [91, 123]. Nevertheless the validation methods used for these

reductions were based on voltage and temperature because the set of parameters that was

used in those models was related to the specific model, discarding parameters that were not
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used due to the reduction or losing the physical meaning in the case of a state-space model.

This validation therefore could not be taken as proof of a good parameterization because the

parameters could not be compared to those of a full-order model. The validity of this type

of model should be oriented to online system implementation and could be developed once a

reliable set of parameters was previously obtained.

At this point it is important to take a look at the validation results reported by authors

using P2D or SP models as was done in section 4.1.1.3 for SOA. The rest of the subsection will

be then focused in the publications showing reliable proofs of parameterization (reporting the

error of the estimated parameters towards virtual data). In the table 4.6 an overview of the

parameter groups and experimental profiles or sequences that were proposed in the studied

works for the parameter identification are presented.

Zhang et al. [121, 148, 149, 50] reported an identification methodology for the full set

of parameters of a thermal-electrochemical P2D model. The used methodology was based on

three steps, which were introduced in [149]. First of all, the maximum voltage sensitivity

point for each parameter was searched based on benchmark parameter values best condition

for identification (BCI). Then the results were normalized and weighted in order to be compa-

rable. Finally, the Fuzzy-C-Means method for parameter clustering was used. The parameters

that were identified by this methodology were collected in table 4.6 in which two different

parameter clusterings are proposed by the authors [149, 121]. [149] studied 28 parameter

from which five parameter were considered insensitive to the voltage, three parameter could

not be clustered as the degree of membership was less than 0.6 and the remaining parame-

ters were clustered into four groups. Authors claim that other parameters were changeless

during cycling or can be obtained directly (geometric or material characteristics) therefore

those were not included in the analysis. They grouped the parameters as a function of their

sensitivity towards constant-current discharges at different temperatures. Among the stud-

ied experimental profiles the authors concluded that three profiles could be used as the best

practicable conditions (BPC) for parameter identification: very low temperature/very high

rate, room temperature/medium rate and very high temperature/very high rate. In order to

reduce the computation time parallelized genetic identification was proposed by the authors

[149, 50]. [121] was based on [149], but several improvements in the methodology and the

model were included. The thermal-electrochemical model (P2D model) was coupled to a ther-

mal impedance model so as to simulate the thermal distribution in the radial direction of the
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Table 4.6: MOA: Parameter groups and experimental sequences.

Reference Grouped parameters Experimental profiles

Zhang2013 4 clusters: (A) σp, ce, κ, kp
0, En

act k0, Ep
act k0, En

act De,
En

actκe; (B) εn
e , εn

s ; (C) Rn
s , Rp

s , Dn
s , Dp

s , εp
s , De, ε

p
e ,

En
act Ds; (D) Rn

f , Rext; (NC) θn
0 , θp

0 , kn
0; (IS) σn, Rp

f ,
ρe, ε

s
e, Ep

act Ds

Five different tempera-
tures (-5, 10, 25, 40,
55) ◦C and five differ-
ent discharge rates (0.2,
0.5, 1, 2, 4) C.

Zhang2014 3 clusters: (A) Rp
s , Dp

s , ce, Rext, ε
p
e , kn

0, kp
0, En

act k0,
Ep

act k0, En
act Ds, Ep

act Ds, λ; (B) Rn
s , Dn

s , σp, θn
0 , εn

s , κ,
En

act De, h; (C) εp
s , Rn

f , De, ε
n
e , εs

e; (NC) θp
0 , En

actκe;
(IS) σn, Rp

f , ρe

Five different tempera-
tures (-5, 10, 25, 40,
55) ◦C and five differ-
ent discharge rates (0.2,
0.5, 1, 2, 4) C.

Jobman2016 Non-lumped parameters grouped according to the
optimization groups (*1): (A) Related to OCV test-
ing: θn

0,coin, θn
100,coin, θp

0,coin, θp
100,coin; (B) Related

to pulse testing: κn
eff, κ

s
eff, κ

p
eff, σ

n
eff, σ

p
eff, kn

0, kp
0,

Rn
f , Rp

f , θn
0 , θp

0 , θn
100, θp

100; (C) Related to frequency
testing: cn

e,0, cs
e,0, cp

e,0, Dn
e,eff, Ds

e,eff, Dp
e,eff, Dn

s , Dp
s , t0

+

Experimental procedure
(i) Half Cell OCP data
(coin cells) C/30 CC
process; (ii) OCV/Rss
data (full cell) C/30
CC process; (iii) Full
cell frequency data; (iv)
Full cell R0 data (0.1
s pulses at different
Crates). At different
temperatures (0, 10,
25, 30, 40) ◦C.

Namor2017 SPM grouped parameters (*2): (A) Related to low-
rate testing: Qn, Qp; (B) Related to pulse testing:
k∗,n0 , k∗,p0 , Rcell; (C) Related to GITT testing: D∗,ns ,
D∗,ps

(i) Low rate tests; (ii)
Pulse tests; (iii) Gal-
vanostatic Intermittent
Titration Technique
(GITT) tests.

Li2018 Grouped parameters: (A) Related to OCV
testing:θn

0 , θp
0 , θn

100, θp
100, Qn, Qp; (B) Related to

ohmic resistance and reaction polarization: Pact ;
(C) Related to diffusion processes: Pcon, τs

Special operating con-
dition with constant
current charge/dis-
charge of 6 minutes and
15 minute rest.

Park2018 Grouped parameters: (A) Rn
s , Rp

s ; (B) Dn
s , Dp

s , εn
e , κ,

De, ∂ ln f±/∂ ln ce; (C) Rn
f , Rp

f , kn
0, εp

e , ce,0; (D) kp
0,

σn, σp, εs
e, t0

+; Fixed parameters: Ln, Ls, Lp, A

738 different profiles:
pulses, sinusoids and
driving cycles.

Rext: extra resistance; Eact : activation energy; ρe: electrolyte density; λ: thermal conductiv-
ity; h: heat transfer coefficient; (NC): Not clustered, (IS): insensitive; (*1) For better compre-
hension of the studied works, the original non-lumped parameters are presented in the table.
However, in order to apply Jobman’s methodology, parameter should be lumped as specify in
(*2) Q = FRsascs,max ; k∗0 = (k0c0.5

e )/Rs; D∗s = Ds/Rs; Rcell: cell resistance. Pact : coefficient
of anode reaction polarization; Pcon: proportional coefficient of liquid-phase diffusion; τs:
solid-phase diffusion time constant.
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cylindrical battery. The sensitivity analysis was performed in both voltage and temperature

and two additional parameters (related to thermal properties) were added to the analysis.

Zhang et al. [121] grouped 30 parameters into three clusters as specified in table 4.6. In this

case, the degree of membership of non-clustered parameters was less than 0.5. They did a fur-

ther step making a MOA, implementing a stepwise identification process based on the results

of the sensitivity analysis in order to decrease the computational time and overcome difficul-

ties of low sensitivity parameter identification. The stepwise experimental design consisted of

three steps and the start point of the parameters was also from literature values. In the first

step, highly sensitive parameters were identified based on the BPC, which corresponded to the

condition that made a cluster of parameters most sensitive (based on BCI results). The sec-

ond step identified the sensitive parameters within another BPC point, while highly sensitive

parameters were taken from step 1 and low sensitivity parameters were assigned benchmark

values. Finally, in the third step, low sensitivity parameters were identified. They obtain the

best optimization results with this method. Except for two parameters with a maximum error

of 20.86%, the remaining parameter identification error was 10% or lower. Authors reported

a comparison of the relative errors using different experimental profiles (shown in Figure 4.6).

Furthermore, in [148] a multi-objective optimization approach based on genetic algorithms

was proposed. DST profile at 15 and 30 oC was used for identification without parameter

grouping or sequencing.

Jobman et al. [116] and Chu et al. [32] proposes an identification process that was per-

formed on a P2D model reformulated using lumped parameters. This made parameter iden-

tification possible and reduced the number of independent parameters to the minimum. The

lumped parameters were obtained including the influence of design adjustable parameters (L,

A, as, εe, εs, Rs) into the remaining parameters so as to avoid their crosslinked interactions in

the parameter identification process. The parameters were sequentially identified using four

steps, which used only cell voltage and current relationships. The sequenced experimental

profiles used in this methodology are described in table 4.6. The first set of tests collected

slow C/30 charge and discharge data from the electrodes and full cell to determine open-

circuit-potential and open-circuit-voltage relationships. The second set of tests collected pulse

responses from the cell at different initial SOC setpoints and pulse magnitudes, exploiting the

nonlinearity of the instantaneous voltage response predicted by the cell model to determine

15 of the model parameter values. The third set of tests collected frequency-response data

Electrochemical Model-Based Advanced Battery Control Systems



96 C.4 Parameter identification of an NMC/Graphite cell electrochemical model

0

20

40

60

0

20

40

DST-all CC-step CC-allDST-stepBPC-step

Er
ro

r 
(%

)
Er

ro
r 

(%
)

Zhanget. al.

Figure 4.6: Comparison of relative errors in parameter identification from [121] using best
practicable condition (BPC), dynamic stress test (DST) or constant current (CC) experimental
profiles and stepwise (step) or non-stepwise identification (all) sequences.

from the cell around different SOC setpoints using EIS to determine the remaining model pa-

rameter values. A final set of tests collected constant-current charge and discharge data from

the cell at different (slow) rates to exploit the nonlinearity of steady-state response to refine

the parameter values (especially those describing the electrolyte dynamics, which were tech-

nically observable but which in practice were quite insensitive). These tests were repeated

for several temperatures and Arrhenius relationships were fit to parameter values to make a

model that described the cell over the entire operating range. The reported errors for the full

parameterization are reported in Figure 4.7. All of the parameters were kept below 10.1%

of error except the ne,0 terms (the lumped initial electrolyte concentration term). The author

reported that this error could be refined further with a better optimization method.

Namor et al. [146] performed a parameter identification in a single-particle model using

non-invasive testing (see table 4.6). The SP model parameters were normalized and grouped

reducing from 14 to 7 the parameters to be identified. Three parameter groups were then

defined and each group was identified separately based on experimental test on table 4.6. The

maximum error was kept below 22% as is presented in the Figure 4.8.

Li et al. [147] adopted in the paper a simplified model with regrouped and reduced pa-

rameters based on the SP model and their previous work. They grouped the parameters as

presented in table 4.6, according to the proposed parameter identification process. Three
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Figure 4.7: Parametric errors adapted from [116]. Note that parameters are labeled according
to reference.

steps were defined in the methodology in which 9 parameters were identified with an specific

pulsed profile. The stepwise procedure consisted on identification of parameters related to the

open-circuit potential, the ohmic resistance and reaction polarization and related to diffusion

processes. The fitting errors (shown in Figure 4.9a) were kept below 20% for the worst case,

and most parameter errors were negligible. The reduction of the model made the optimization

problem easier (due to a smaller number of parameters and a simpler model itself) while losing

some information (note that already the SP model was less rigorous than the P2D model).

Park et al. [145] used a similar methodology than [149, 121] in which the general P2D

model was used [54]. First, sensitivity analysis was performed across a variety of profiles

including pulses, sinusoids and driving cycles. They generated a library gathering different

input profiles oriented to maximize the sensitivity of model parameters. Then, a normalization

was applied and the linear dependence and sensitivity ranking was calculated. The parameter

grouping was shown in table 4.6. Finally, parameter fitting was done with a gradient-based

algorithm. Figure 4.9b shows the error percentage using two different cycles (a dedicated one

and a typical 1C constant current one [145]) with similar results. This work only reported the

validation of parameterization for four parameters where some of the errors were non trivial.
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Figure 4.8: Parametric errors adapted from [146].
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Figure 4.9: Parametric errors adapted from [147] (a) and [145] (b).
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4.1.2 Physico-chemical parameterization methods

As mentioned before other alternative to identify battery cell parameters were physico-

chemical procedures. Some specific parameters were normally measured, these parameters

are shown in figure 4.10 classified as a function of the components of the battery that was

analyzed. The reason behind that specific parameter set was to ease the needed test that are

implemented. Note that once obtained, they could be easily recalculated in the desired form

(as the variations between parameter sets of the same model were only a slightly different

mathematical representation of the same parameter set, some examples have been described

at the beginning of the chapter).

Electrodes Electrolyte Separator

Thickness

Separator composition

Bruggeman constant

Salt concentration

Electrolyte composition

Ionic conductivity

Salt diffusivity

Transport number

Geometrical (L x W x t)OCV curves and SOC

Porosity / Volume 
        fraction

Charge transfer 
    coefficient

Specific surface area Particle radious

Bruggeman constant Electrode composition

Solid diffusivity Electric conductivity

Double layer 
capacitance Reaction rate

Porosity / Volume 
        fraction

Figure 4.10: Model parameters clasified by components (electrodes, electrolyte and separa-
tor).

Methodologies in which the full or partial set of parameters were obtained experimentally

are considered in the following paragraphs. In order to give an overview of the work devel-

oped in the literature authors that were focused on an specific technique or not oriented to

implement those parameters into an electrochemical model have not been taken into account.

It has been specified for each reference whether model parameters were measured, fitted or

assumed from literature. To the authors knowledge, the only review of physico-chemical char-

acterizations techniques applied to electrochemical models was performed by Falconi et al.

[151]. This author provided a comparison between 31 references specifying whether param-

eters were measured, fitted, taken from another author or it was not reported the source.

Two groups could be distinguished when considering the amount of measured parame-

ters, partial and full parameter obtention methodologies. On the one hand, partial charac-
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terizations were commonly found in literature, and could be implemented in less time and

consuming fewer resources [152, 153, 154, 155, 151]. In general this methods imply opening

a battery cell and performing a basic physico-chemical characterization (geometric parame-

ters measurement, electrode OCV curve extraction and scanning electron microscopy (SEM)/

energy-dispersive X-ray spectroscopy (EDX) techniques to estimate the active material compo-

sition and particle radius). However, transport and kinetic parameters were usually estimated

or taken from literature. In this case model variables predictions could not be accurate enough

despite the voltage response fitted closely the experimental data as explained before. In table

4.7 the parameters that each author measured are presented. It is possible to conclude then

that parameters such as conductivities, diffusivities or reaction rates among others were not

frequently measured within literature. Probably due to the complexity, time consumption or

the needed specific equipment. As an example PITT/GITT techniques can be used to determine

the solid diffusivity, nevertheless the test would take approximately one month long for each

temperature (the test is normally repeated at different temperatures so activation energies can

be calculated).

On the other hand, only few articles performed a complete physico-chemical characteriza-

tion [156, 119, 120, 157, 158]. Table 4.7 show which parameters were measured (note that

even if not all the possible parameters were measured some of them are intimately related

and could be assumed to be measured, as an example it can be accepted that if the electrolyte

ionic conductivity is measured and the diffusivity derived using the Einstein relation both were

measured parameters, even if diffusivity was indirectly measured). The required infrastruc-

ture can be not accessible to most of the researchers. Glove boxes, electron microscopes NMR

platforms and X-ray diffractometers are common equipments that makes this process expen-

sive and sometimes inaccessible. Doyle et al. [159, 156] explained the parameter obtention

procedure and used techniques. Nevertheless these authors stated that further work needed to

be accomplished to study the suitability of different techniques to obtain the same parameters

increasing the overall accuracy. Ecker et.al. obtained the model parameters [120] and then

validated the model predictions towards experimental data [119].

The techniques that are generally used within literature have been collected in figure 4.11.

Those techniques were classified into physico-chemical, structural and electrical or electro-

chemical characterization techniques. Furthermore the specific technique that could be used

for the measurement of each specific parameter gathered in figure 4.10 is summarized in figure
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Table 4.7: Overview of the measured physico-chemical parameters for electrochemical mod-
els.

[152] [153] [154] [155] [156] [151] [12, 119, 120]

Full cell
Capacity X X X X X X X
OCV X X X
Resistance X
Electrodes
OCV X X X X X
Electrode area X X X X X X
Specific surface area
Thickness X X X X X X X
Porosity X X
Volume fraction X X
Solid diffusion X X X X
Particle radius X X X X X
Reaction rate/Exchange
current density

X X X

Electronic conductivity X X X X
Bruggeman constant/-
Tortuosity

X X

Charge transfer coeffi-
cient

X X

SEI film resistance X X
Current collector resis-
tance

X

Electrolyte
Ionic conductivity X X
Transport number X
Diffusion X X
Initial salt concetration X X
Separator
Thickness X X X X
Bruggeman constant/-
Tortuosity

X X

Porosity X X X
Volume fraction
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4.12.

- PITT / GITT
- PEIS / GEIS
- Electrical conductivity 
test
- Cyclic voltammetry
- ICA / DVA
- Cycling and CED

Microscopy
- Optical microscope
- SEM / FIB-SEM
- TEM

Diffraction
- XRD
- SAXS

Spectroscopic
- ICP-OES
- EDX
- NMR
 - FTIR
- XPS
- SIMS / TOF-SIMS

- Hg-porosimetry
- Picnometry

Electrochemical 
or electrical 

characterization 
techniques

Physico-chemical characterization 
techniques

Structural 
characterization 

techniques

Figure 4.11: Electrode characterization techniques [160, 161].

4.1.3 State of the art conclusions

Along this section the need of a proper parameterization of electrochemical models as a

crucial step to achieve accurate predictions has been presented.

Parameterization approaches based on computational methods have been classified within

two different groups: single-optimization analysis and multi-optimization analysis (SOA and

MOA). The results of authors showing reliable proof of parameterization have been presented

for both of the approaches showing significant differences depending on the used method.

Some of the SOA methods reported good accuracy, but did not fully parameterize a P2D model

(only partial sets of parameter values were identified). On the other hand, authors using MOA

have reported accurate parameterizations of both SP and P2D models. These MOA works

either reformulating the models using analytic parameter lumping or using optimization rou-

tines to group parameters based on sensitivity tests. The analytic method appears to give more

accurate result than the sensitivity-based method but is able only to find values for groups of

parameters and not for every individual parameter. It remains to be seen which of these ap-

proaches gives the best inputs to models of cell aging.

An interesting future avenue of investigation would be to develop methods to de-group

lumped sets of parameters. This might involve introducing physico-chemical tests, introducing

different sensors (e.g., magnetic in the case of iron-phosphate cells, reference electrodes in

a commercial cell [76] or stress/strain in a more general setting) to give a richer dataset,
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Figure 4.12: Physico-chemical obtention method: parameters and techniques.
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or designing more specific identification tests (perhaps based on observed rates of aging) to

identify key parameters that can be used to free the full set. Furthermore the definition of

mixed methods comprising physico-chemical tests and model-based fitting identification could

be a good approach. Not only to de-group lumped parameter models but to define efficient,

reducing the time and cost of the identification procedure while increasing the accuracy.

Rergarding physico-chemical cell characterization there is still a big research niche in order

to get all the potential accuracy of these techniques and methodologies as well as standardize

them. Taking again into account that mixed methods can boost the potential of both method-

ologies.

4.2 Experimental parameterization

Within this section a parameterization of an SLPB 7.5 Ah high power NMC Kokam cell

(SLPB75106100) was done. For this, physico-chemical tests and literature references of the

specific cell model were used. This section will give results showing the accuracy and diffi-

culties when employing this type of system identification procedure, creating a better context

to propose future and more accurate and/or efficient mixed system identification methods if

necessary.

The parameters of the P2D model have already been presented, nevertheless a more de-

tailed list can be seen in table 4.8 (each parameter definition can be found in appendix 7.3).

These parameters are therefore going to be identified along the next subsections.

4.2.1 Cell opening, geometric parameters and porous matrix characterization

First, a sample cell was opened inside a glove-box. The argon atmosphere inside the glove-

box prevents reactions of the battery components with the ambient which could be a safety

hazard, not only this, the samples are also preserved until the needed tests are done.

Figure 4.13 shows the cell after being disassembled. It was found to be composed of 23

double coted anode electrodes and 22 cathodes of the same type in addition to 2 single side

coated cathode electrodes (table 4.9). Those electrodes were piled up while a separator was

intercalated in a z-fold type configuration as shown in figure 4.13.
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Table 4.8: List P2D model parameters.

Negative electrode Separator Positive electrode
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Figure 4.13: Cell structure.
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4.2.1.1 Geometric measurements

Table 4.9: Measured cell geometric values; dsce: double side coating electrode, ssce: single
side coating electrode.

Anode Separator Cathode Anode CC Cathode CC

Layers - [-] 23 1 22 dsce 23 22 ssce
2 osce 2 ssce

Width - [m] 0.086 0.089 0.084 0.084 0.086
Length - [m] 0.102 4.557 0.1 0.1 0.102
Thickness Ln [m] 63.8 · 10−6 1.33 · 10−5 34 · 10−6 1.57 · 10−5 2.00 · 10−5

Area A [m2] 0.88 · 10−2 0.406 0.84 · 10−2 0.84 · 10−2 0.88 · 10−2

With the cell opened a sample electrode was selected (excluding the single coated cath-

odes in the top and bottom of the cell). In order to measure the dimensions of the electrode

components, pieces were cleaned three times in one minute dimethyl carbonate (DMC) baths,

so the remaining salt coming from the electrolyte was removed. The electrodes including

current collector and two coatings were measured with a micrometer, after the coatings were

removed using n-methyl pyrrolidone (NMP) that dissolved the binder in the electrode and also

measured the current collectors. The current collector coatings were calculated finally as the

current collector thicknesses were known. All the values are summarized in table 4.9. Note

that all thickness values were measured at least in three different samples or sample points to

ensure homogeneity, and the presented value is the mean one.

The obtained geometric values were in the range of the values reported by Ecker et al.[12].

Those values were gathered in table 4.12 and used in the final set of parameters to maintain

consistency with other parameters taken from this reference. Nevertheless the geometric val-

ues mainly affect the capacity of the cell ,that was fitted in subsection 4.2.3, and therefore

the difference can be considered negligible. It is important to have good geometric values to

maintain the consistency in the OCV fitting, but small differences will not affect the final model

result.

4.2.1.2 Active material identification

The next step was to identify active material composing the anode and cathode electrodes.

This was used to define the molecular weight (M) of the active material phases and its density

(ρ), used in section 4.2.3.
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Figure 4.14: Anode X-ray diffractogram processed with crystallography open database and
PDF-2 database.

The anode diffractogram in figure 4.14 shows the identification of Cu (from the cur-

rent collector) and graphite phases (a Bruker D8 Discover diffractometer was used). On the

contrary the cathode material was found to be a material blend composed of two different

phases and the Al current collector, figure 4.15 shows the identification of CoLiO2, and two

more suitable phases Li(Ni0.8Co0.2)O2 and Li(Ni0.6Co0.4)O2. CoLiO2 was clearly identified,

while the matching difference between Li(Ni0.8Co0.2)O2 and Li(Ni0.6Co0.4)O2 were very small.

This results were in line with the material identification that Ecker et al.[12] reported using

ICP (graphite and Li(Ni0.4Co0.6)O2, being the last one a mean measurement of CoLiO2 and

Li(Ni0.8Co0.2)O2/Li(Ni0.6Co0.4)O2). The cell materials were considered to be graphite for the

anode and a blend of CoLiO2 and Li(Ni0.8Co0.2)O2 (since it is slightly closer) for the cath-

ode. The fact that cathode material was composed of a blend was additionally observed with

SEM and particle size analyzer (PSA) as will be shown in the following, while its influence is

discussed.

4.2.2 Porous matrix characterization

After disassembling the cell and identifying electrodes composition the porous matrix was

analyzed. SEM/EDX (FEI - QUANTA 200 Field Emission Gun (FEG)) and ion-milling (Hitachi

Ion Milling 4000Plus) cross sections were employed to check the electrode particles shapes,
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Figure 4.15: Cathode X-ray diffractogram processed with crystallography open database and
PDF-2 database.

sizes, homogeneity and confirmation of electrodes composition.

20.95

5.25

14.61
7.78

Figure 4.16: Cathode (left) and anode (right) SEM images.

The anode electrode is composed of "flakes" as can be seen in figure 4.16 (left). The

flakes in the anode were identified to be graphite with the XRD test, nevertheless the EDAX

data (table 4.10) confirmed that no other elements were present in the electrode. Cathode

particles found to be spherical (figure 4.16 right) and also the XRD phase identification was

confirmed with EDAX results (table 4.10).
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Table 4.10: Anode and cathode electrodes EDAX data.

Cathode Anode

Element Wt% Element Wt%

C 27.87 C 100.00
O 12.24
Co 39.68
Ni 20.21

When measuring electrodes thickness the values obtained in the cross sections were in the

same range of values obtained measuring with the micrometer. It can be seen looking at the

cross section images (figures 4.17 and 4.18) the reason why all the measured values were in

the same range with variations up to tens of micrometers, the electrodes surface was not com-

pletely homogeneous and therefore depending on the measured area the result differed. This

dispersion could be considered admissible since the geometric parameters are only affecting

the capacity and that can be compensated during the OCV fitting and cell balancing process.

44.59
55.65

15.09

42.68

13.62

Figure 4.17: Anode cross section.

4.2.2.1 Volume fraction, Bruggeman exponent and specific surface area

Electrodes volume fraction is typically measured with "Hg-porosimetry". This technique

measures the pores in the electrode (porosity δ) by filling them with mercury, it is why can be

considered as a direct measure of the electrolyte volume fraction (equation 4.2). Nevertheless

in the case of the solid phase volume fraction it only can be considered as an approximation
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48.65

4.82

27.54

15.01

46.96

Figure 4.18: Cathode cross section.

to the real value. Conductive aid (δx
C) and binder (δx

B) are added to the electrodes to improve

the battery performance and maintain the porous matrix together on top of inactive parts

unintentionally generated during the production of the electrodes. This means that the volume

fraction of the solid that is measured by a porosimeter corresponds to the active material,

conductive aid and binder together (equation 4.3).

εx
e = δ

x (4.2)

εx
s = 1−δx

A −δ
x
B −δ

x
C −δ

x
IN ≈ 1−δx (4.3)

The porosity value reported by Ecker et al.[12] for the same battery model was used as

reference. In the case of the electrolyte volume fraction, this value can be considered a good

approximation. Otherwise in the case of the solid phase volume fractions the term was cor-

rected with an inactive part (δx
IN ) within section 4.2.3. It is also important to note that the solid

phase volume fraction is only used for the calculation of the effective solid phase ohmic resis-

tance in the model, and to calculate the particle radius of the solid phase. Taking into account

that the ohmic resistance in the active material has little influence in the model polarization

(Zavalis et al. [162] reported a cell polarization analysis where active material polarization

influence was demonstrated to be negligible, figure 4.19) using this approximation seemed

to be logical. The calculation of the particle radius will be addressed in the following. Final

values can be found in table 4.13.
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Figure 4.19: Cell polarization analysis [162].

Bruggeman exponents (brug) used to calculate effective porous matrix parameters where

derived from porosity (δ) and tortuosity (τ) values as follows.

τx = δx−brug x
x (4.4)

brug x
x = −logδ(τ

x) (4.5)

The same way as the volume fractions this is an approximation since the porosity and

tortuosity are measured with the porosimetry test, but it was still a more accurate approach

than assuming brug = 1.5 as it is commonly done. Calculated values are shown in table 4.12

and 4.13.

Finally to characterize the porous matrix the specific surface area was calculated as a func-

tion of the electrode thickness and volume fraction [163] (equation 4.6).

ax
s = 3

εx
s

Rx
s

(4.6)

4.2.2.2 Particle radius

The radius of the particles conforming the anode and the cathode is contemplated in the

model as a single value, but in the reality particles has a notable deviation. Not only this but

it is possible that two different active materials are used (even same material composition

but different particle radius) to improve performance. Figures 4.16, 4.17 and 4.18 show that
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different particles were found in the electrodes under study, as well as the cathode XRD data

4.15. Additionally a PSA test was used to confirm two different particle radius in the cathode

electrode (figure 4.20, obatined with a Mastersizer 3000 Malvern PSA). Both electrodes show

two different particle size distributions, being more significant in the cathode. Together with

XRD results (figure 4.15) can be confirmed that two different material phases where used in

the cathode, and that residual smaller flakes are found in the anode. To model the particle

radius in this work the average value reported by Ecker et al.[12] (calculated from the porosity

measurements and in line with the obtained results) was used as a first approximation and

modified latter to fit the experimental voltage response (since the model formulation assumes a

single active material phase per electrode). This process was done after the OCV was correctly

adjusted since the particle radius is a dynamic parameter itself (the final value can be found

in table 4.12).
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Figure 4.20: Anode (left) and cathode (right) electrode PSA results.

4.2.3 OCV fitting, cell balancing and capacity related parameters

The following step in the model parameterization was the OCV fitting, where anode and

cathode experimental OCV curves were processed so they could be introduced in the model,

after the balancing of the cell was defined.

First, parameters in table 4.11 were fixed defining basic properties of the electrodes mate-

rials. The molecular weight (M) was calculated from the X-ray experiments performed previ-

ously as the material phases components and its ratios were measured. These tests were also
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used to define the density of the active material (ρ) that was extracted from the inorganic

crystal structure database (ICSD). Finally the volume fraction was assumed as explained in

section 4.2.2.1.

Table 4.11: OCV fitting process parameters.

Parameter Anode Cathode

Molecular mass M [g/mol] 72.0669 90.84
Density of the material ρ [g/m3] 2.2 · 106 4.94 · 106

Porosities εs [-] 0.329 0.296

Coin cell radius r [m]
12 · 10−3

2
12 · 10−3

2

After fixing the values in table 4.11 the theoretical maximum lithium concentration of

anode and cathode was calculated as follows:

C x
s,max =

ρx

M x
(4.7)

Each material OCV curve was experimentally obtained. To do this right after disassembling

the cell under an argon atmosphere, coin cells composed of each electrodes samples and a

lithium counter electrode were built. These cells were then cycled at a current lower than

C/30 to avoid polarization effects. Current corresponding to C/30 was calculated based on

the theoretical capacity (equations 4.8).

C x
theoret ical,coin=

C x
s,maxV x

coin(1−ε
x
s )(1− 0)F

3600

V x
coin = πrx

2 L x
(4.8)

Figure 4.21 shows the anode and cathode coin half cells voltage response and voltage

limits. These curves needed to be represented as a function of lithium content
�

C x
s
À

C x
s,max

�

so

they could be used in the model. Looking at the anode coin cell voltage response it can be

seen at the beginning and end of cycle the voltage had an asymptotic behavior. This behavior

indicates a electrochemical reaction transition, what is important since can be considered then

that the electrode is fully lithiated and delithiated.
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Figure 4.21: Coin half cells experimental OCV.

The inactive part of the electrode can be then calculated as follows:

inact iven= 1−
Cn

coin

Cn
theoret ical,coin

(4.9)

On the contrary, the cathode electrode could not be fully delithiated since the electrolyte

would be deteriorated at the voltage where the cathode is completely discharged. To maintain

coherent lithium content values then, the cathode inactive part was fixed (with a value of

inact ivep= 0.45 the cathode lithium content was maintained around C x
s
À

C x
s,max

≈ 0.3 as can

be usually found within literature [151]).

This calculations above were based on the values fixed in table 4.11. Volume fraction

(εs) and coin cell radius (r) values were however only approximate thus, the lithium content

values were also approximated. In both cases the measurements rely on one or few samples,

what is not necessarily an average representation of the full cell. Not only this the volume of

the full cell is also relaying on representative electrodes and measuring points. To solve this, a

correction factor was introduced as shown in equation 4.10 and used during the cell balancing

process.

V x
coin = πrx

2 L x f x (4.10)

Figure 4.22 shows the half coin cells voltage as a function of lithium content after using

f n = 0.8 and f p = 0.82 corrections factors.

With the OCV curve of each electrode, the cell balancing was fitted. Based on the method
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Figure 4.22: Coin half cells OCV lithium content.

proposed by Ecker et al.[12] the initial and final stoichiometric points C x
s
À

C x
s,max

were fitted.

This method considered the cell electrodes lithium content starting before the formation cycles,

and defined the needed formulation to describe this lithium content after SEI formation and

electrodes balancing stabilization.

A diagram of the maximum and minimum lithium concentrations at each stoichiometric

point (C x
s ) after the formation cycles, when the cell is charged and when the cell is discharged

can be found in figure 4.23. Those lithium concentrations at each point could be calculated as

shown in equations 4.12 to 4.15. After adjusting CSEI and utilization terms the stoichiometric

points can be found in table 4.12. In addition figure 4.24 shows the ranges of OCV that were

used in the case of each electrode.

C p
s,char ged =(1− utilization)C p

s,max (4.11)

Cn
s,char ged =(utilization−CSEI)C

p
s,max

V p(1− εp
s )(1− inact ivep)

V n(1− εn
e )(1− inact iven)

; V x = L xAx (4.12)

C p
s,dischar ged =(1− CSEI)C

p
s,max (4.13)

Cn
s,dischar ged =0+ o f f set (4.14)

(4.15)

In order to properly adjust f n, f p, utilization and CSEI correction and balancing factors

respectively, differential voltage analysis were also used. Differential voltage curves aided to

show materials phase transitions so not only the local or average voltage error was taken into
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Figure 4.23: Battery balancing before formation, at charged and discharged state.
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Figure 4.24: Coin half cells OCV lithium content operation range.

account, but also the lithiation phase of each electrode (half cell reconstructed OCVs and their

differential voltage vs lithium content curve can be seen in figure 4.25).
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Figure 4.25: Coin half cells OCV vs lithium content operation section, and dV vs lithium
content operation range.

The result of the OCV fit and cell balancing are shown in figure 4.26 together with the

differential voltage curves of the real cell (cycled at C/30) and reconstructed OCV. The OCV

reconstruction has an accurate phase transition fit with a maximum voltage error below 30

mV or 2% (figure 4.27).

Finally as a proof of proper parameterization of the cell DC response, a discharge of the real

cell at C/30 (in order to avoid polarization effects) was compared with a FOM simulated with
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Figure 4.26: OCV reconstruction.
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COMSOL Multiphysics (figure 4.28) showing even a lower voltage error (below 15 mV). This

can be understood as a sign that lower current rates to obtain experimental OCV data would

give more accurate results, nevertheless the results can be considered as accurate enough since

the model is not designed to predict voltage but the states of the battery (lithiation states and

internal variables) and this issue will be improved in future investigations.
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Figure 4.28: Model voltage response and error at C/30.

4.2.4 Electrolyte

Ecker et al.[12] reported an electrolyte parameterization (κx
eff, Dx

e,eff and t0
+ used for the

electrolyte phases in all the model regions) based on a LP50 electrolyte. These authors mea-

sured the ionic conductivity of the electrolyte κ as a function of lithium concentration and

derived the diffusion coefficient De using the Einstein relation, while this relation is only true

for diluted solutions is still considered a fair enough approximation. The cationic transference

number t0
+ was otherwise extracted from literature.

However they did not provide proof of the electrolyte identification, it is why this section is

focused on identifying the electrolyte composition to consider the parameterization presented

by Ecker et al.. The used identification process was based in two different steps, the first one

is the electrolyte solvent identification and the second the salt detection.

In order to identify the solvent of the electrolyte when the cell was disassembled a sample

including negative and positive electrodes as well as separator (all impregnated in electrolyte)

were rapidly submerged in dichloromethane. Right after the whole solution was processed by
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GC-MS so the solvents could be analyzed.
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Figure 4.29: GC-MS chromatogram.

Figure 4.29 shows the chromatograph corresponding to the GC-MS (Perkin Elmer Mass

Spectrometer Clarus SQ8T) test. Ethylmethylcarbonate (EMC), ethylene carbonate (EC) and

biphenyl were found. EMC and EC are part of the solvent expected in the LP50 electrolyte and

biphenyl is a commonly used additive to protect the battery in overcharge events. It is also

important to notice that the ratios in this case can not be taken as a quantitative value, the

solvents were evaporated at different rates when the cell was disassembled thus, the GC-MS

test it is only accurate identifying the presence of the mentioned solvents.

Next the salt composition was identified. NMR Bruker Avance III 500 MHZ was used, after

dissolving the salt contained in the electrodes into deuterated acetone, fluor and phosphorous

were found.

The identified solvent components and salt were then EMC/EC/LiPF6, it was assumed then

that the electrolyte used for this specific cell is LP50, and therefore the values reported by Ecker

et al.[12] were used.

Finally the initial concentration of electrolyte was assumed to be ce,0 = 1000, as no liq-

uid electrolyte is recovered. Furthermore the total amount of electrolyte is unknown being a

complex parameter to measure. The simulations nevertheless show a good initial prediction

(figure 4.34) supporting the assumption.
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4.2.5 Dynamic parameters

Next the parameters related to the dynamic behavior of the cell were characterized, as will

be explained in the next sections.

4.2.5.1 Solid phase electric conductivity

Solid phase electric conductivity was reported to be a highly variable value (orders of

magnitude variations were reported in literature [164]). Even when measuring electrodes

with 4-point prove setups variations up to 60% were reported as a common phenomena [12,

165, 166]. Ecker et al. [12] measured the electrodes with a four point prove setup in order

to at least define the order of magnitude of the parameter. In this work and assuming that

the influence on cell polarization of the solid phase electric conductivity was negligible as

explained in section 4.2.2.1, values reported by Ecker et al. were used (4.12).

4.2.5.2 Film resistance

Film resistance Rx
f in the electrodes parameter is responsible of describing the ohmic resis-

tance in the battery cell. This parameter is used to model the voltage drop due to the current

collectors and contact resistances proportional to the cycling current. Furthermore when con-

sidering an experimental scenario where the voltage measuring setup has its own voltage drop,

film resistance can also be used to compensate it. Film resistance was therefore adjusted within

section 5.3.2.

4.2.5.3 Reaction rate coefficient, charge transfer coefficient and solid phase diffusivity

The reaction rate coefficient jx, charge transfer coefficient αx and solid phase diffusivity Dx
s

are three model parameters intimately linked. They are used to parameterize the Butler-Volmer

equation (appendix 7.4) responsible of modeling the electrochemical reaction kinetics. Typi-

cally is fitted using FOM models or measured using electrochemical techniques as PITT/GITT

or PITT/GITT+PEIS/GEIS. It is important to understand that there are four parameters in-

volved in the equation that models the GITT or PITT experiment and it is therefore necessary

to measure/assume three of them to calculate the fourth. Ecker et al.[12] used PITT experi-

ments to obtain these parameters (table 4.13 and [12]). Based on that work the normalized

reaction rate coefficient kx
0 and the charge transfer coefficients αx were derived. In the case
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of the diffusion coefficient Dx
s the parameter as a function of lithium content (proportional to

the SOC) used by Ecker et al. was initially introduced (figure 4.30), with the voltage response

and error shown in figure 4.31.
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Figure 4.30: Lithium diffusivity experimental data from [119, 12] (dots) and fit used in the
model (solid).
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Figure 4.31: 1C rate FOM model simulation with Dx
s reported by Ecker et al..

The voltage prediction was in line with the literature [120] in terms of form and tendency

as well as in absolute error in mV. Oppositely when looking at the anode lithium concentration
�

C x
s
À

C x
s,max

�

the curve showed increasing values at some ranges as can be seen in figure 4.32.

This effect was not consistent since the cell was discharged during the whole cycling time,

in addition the derivatives of that curve change from negative to positive what can generate
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problems while the reduction process used to create the ROM (section 3.2).
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Figure 4.32: Anode lithium concentration FOM prediction at 1C rate with Dx
s reported by

Ecker et al..

To solve this issue the diffusivity was fitted with a polynomial approximation (solid lines

in figure 4.30). After simulating again with those fits the problem was solved as can be seen

in figure 4.33.
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Figure 4.33: Anode lithium concentration FOM prediction at 1C rate with Dx
s fitted from data

reported by Ecker et al..

Looking again to the voltage response can be seen that the error shifted (the maximum

value was found in a different SOC range, figure 4.34), but in this case with a constantly de-

creasing lithium content evolution in the anode (figure 4.33) and constantly increasing in the

cathode (when discharging the cell). The diffusivity in the solid material changes the volt-

age response due to the diffusivity related polarization, and this is the reason why changing
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this parameter shifted the maximum error and the voltage response itself. It is also important

to note that Ecker et.al. used GITT to derive the diffusivity what it is correct when the elec-

trode is composed of a single active material phase, on the contrary if the electrode is a blend

of materials (it was the case as demonstrated in section 4.2.1.2 and 4.2.2.2) this technique

need to be modified. Authors reported fittings similar to the ones implemented in this work

[157] as an assumption, even so dedicated techniques will be developed and adopted in future

investigations.
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Figure 4.34: 1C rate FOM model simulation with Dx
s fitted from data reported by Ecker et al..
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Table 4.12: P2D model parameters.

Geometry

Electrode plate area A [m2] 0.41208
Thickness of the anode electrode Ln [m] 7.37 · 10−5

Thickness of the separator Ls [m] 1.9 · 10−5

Thickness of the cathode electrode Lp [m] 5.45 · 10−5

Material properties

Anode particle radius Rn
s [m] 1.38 · 10−5

Cathode particle radius Rp
s [m] 6.49 · 10−6

Anode solid phase electric conductivity σn
eff [S/m] 14

Cathode solid phase electric conductivity σ
p
eff [S/m] 68.1

Anode solid phase electric conductivity activa-
tion energy

En
act,σ [J/mol] 0

Cathode solid phase electric conductivity activa-
tion energy

Ep
act,σ [J/mol] 0

Anode solid phase electric conductivity Brugge-
man coefficient

brugσn [−] 1.57

Cathode solid phase electric conductivity
Bruggeman coefficient

brugσp [−] 1.9

Anode electrode film resistance Rn
f [Ω/m2] 0.1

Cathode electrode film resistance Rp
f [Ω/m2] 0.1

Anode solid phase initial lithium concentration θn
100 [%] 0.78

Cathode solid phase initial lithium concentra-
tion

θ
p
100 [%] 0.3

Anode solid phase final lithium concentration θn
0 [%] 0.001

Cathode solid phase final lithium concentration θ
p
0 [%] 0.932

Electrolyte activity coefficient ln derivative ∂ ln f±/∂ ln ce [−] 0
Cationic transference number t0

+ [u/l] 0.26
Electrolyte conductivity in the anode region κn

eff [S/m] ref. [119]
Electrolyte conductivity in the separator region κs

eff [S/m] ref. [119]
Electrolyte conductivity in the cathode region κ

p
eff [S/m] ref. [119]

Electrolyte conductivity activation energy Eact,κ [J/mol] 17100
Electrolyte conductivity Bruggeman coefficient
in the anode region

brugκn [−] 1.57

Electrolyte conductivity Bruggeman coefficient
in the separator region

brugκs [−] 1.32

Electrolyte conductivity Bruggeman coefficient
in the cathode region

brugκp [−] 1.9

Maximum anode lithium concentration in the
solid

cn
s,max [mol/m3] 3.05 · 104

Maximum cathode lithium concentration in the
solid

cp
s,max [mol/m3] 5.44 · 104

Initial lithium concentration in the electrolyte ce,0 [mol/m3] 1000
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Table 4.13: P2D model parameters.

Electrolyte volume fraction in the anode elec-
trode

εn
e [1− 0] 0.329

Electrolyte volume fraction in the separator εs
e [1− 0] 0.492

Electrolyte volume fraction in the cathode elec-
trode

ε
p
e [1− 0] 0.296

Solid volume fraction in the anode electrode εn
s [1− 0] 0.4145

Solid volume fraction in the cathode electrode ε
p
s [1− 0] 0.3872

Specific surface area of the anode electrode an
s [1/m] 9.01 · 104

Specific surface area of the cathode electrode ap
s [1/m] 1.79 · 105

Electrochemical reaction kinetics

Anode solid charge transfer coefficient αn [u/l] 0.49
Cathode solid charge transfer coefficient αp [u/l] 0.53
Anode reaction rate coefficient kn

0 [mol/m2s] 1.2 · 10−4

Cathode reaction rate coefficient kp
0 [mol/m2s] 5.19 · 10−5

Anode reaction rate coefficient activation en-
ergy

En
act,k [J/mol] 53400

Cathode reaction rate coefficient activation en-
ergy

Ep
act,k [J/mol] 43600

Transport

Diffusion coefficient in the anode solid Dn
s [m2/s] ref. [119]

Diffusion coefficient in the cathode solid Dp
s [m2/s] ref. [119]

Diffusion coefficient in the anode solid activa-
tion energy

En
act,Ds

[J/mol] 40800

Diffusion coefficient in the cathode solid activa-
tion energy

Ep
act,Ds

[J/mol] 80600

Effective diffusion coefficient in the anode re-
gion electrolyte

Dn
e,eff [m2/s] ref. [119]

Effective diffusion coefficient in the separator
region electrolyte

Ds
e,eff [m2/s] ref. [119]

Effective diffusion coefficient in the cathode re-
gion electrolyte

Dp
e,eff [m2/s] ref. [119]

Diffusion coefficient in the electrolyte activation
energy

Eact,De
[J/mol] 17100

Diffusion coefficient in the anode region elec-
trolyte Bruggeman coefficient

brugDn
e

[−] 1.57

Diffusion coefficient in the separator region
electrolyte Bruggeman coefficient

brugDs
e

[−] 1.32

Diffusion coefficient in the cathode region elec-
trolyte Bruggeman coefficient

brugDp
e

[−] 1.9
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Conclusions

Along this chapter, the state of the art related to electrochemical models pa-

rameter identification was revised. As a result of this revision, it was decided to use

physico-chemical characterization techniques to compare experimental data with a

FOM model predictions (SOC and voltage in a first stage, as aging results should

give prove of parameter identification accuracy). This procedure was important to

gain knowledge about the difficulty and accuracy of the process, so further mixed

parameter identification techniques could improve the lacks of computational pa-

rameterization methods.

The diffusion coefficients were found to be controversial, since a fitting process was

needed in order to eliminate measurement noises. Optimizations were also used to

adjust the balancing of the electrodes since the porous matrix was difficult to char-

acterize based on cell samples (one weak point of physico-chemical techniques was

found to be the reliance in representative samples). Finally the electrolyte parame-

ters identification was found to be complex, as electrolyte extraction can be difficult

(especially when considering pouch type cells). Not only this, but the use of NMR

and the need of reproducing the electrolyte made this analysis expensive and long.

Moreover, it is unclear how to measure the initial lithium content in the electrolyte.

In general the characterization of the porous matrix of the electrodes was found to

be the more challenging task (reason behind the use of tuning parameters). The

porous matrix also influence the results of other tests, being crucial to correctly iden-

tify its parameters. A proper identification of this matrix would enable to increase

the amount of optimizations that could be used without loosing accuracy and avoid-

ing some physico-chemical tests. The OCV curves where measured, but no hysteresis

effects where taken into account, this fact is known to introduce some error and will

be treated in future investigations.



On the one hand, all this considerations will be used in future investigations to design

more efficient parameter identification methodologies. On the other hand, as the

voltage and SOC predictions were in line with experimental data, the parameters will

be used to feed the ROM in chapter 5 and further explore the validity and accuracy

of the model predictions.



Chapter 5

Lithium plating control oriented

system development

While different methods to model and parameterize battery cells have been

reviewed in chapters 3 and 4 respectively, battery cells are normally used within

battery packs and not isolated. To the date it is unclear what would be the best

way to implement this type of advanced controls as different approaches can be

considered.

The model itself can be used to predict the SOF of each cell or as an statistic repre-

sentation of a full pack, and used for monitoring purposes or for SOF management.

Not only this, the hardware that would need to be used is still not defined as each

cell current could be controlled independently, per each branch, per module or

only the battery pack output current (these options in addition lead to the use

of several converters for each battery pack as it is gathered within chapter). The

architecture of the battery pack is then a key element when considering how to ap-

ply and advanced SOF control or monitoring system. All this issues are reviewed

within this chapter.

Finally, a converter is designed to control each battery cell with the model previ-

ously developed. Doing so, the full potential of the techniques gathered in this

thesis wanted to be explored. Not only this, but the parameter identification pro-

cess implemented in the previous chapter will be evaluated.
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5.1 State of the art

Battery control systems proposed along this state of the art are based on voltage and current

control. Voltage can be limited to enhance battery cell lifetime by limiting aging favorable

operation areas (this is normally done indirectly by oversizing the battery pack to operate at

certain DOD margins), nevertheless the control of each cell current in a typical battery pack

configuration (figure 5.1) is not possible. This would not pose a problem if a SOF monitoring

system is the objective, on the contrary if the SOF of the cells composing the battery pack need

to be managed, then controlling the current of each cell becomes a significant issue.

Figure 5.1: Classic battery pack topology [167].

Considering SOF control, individual current control through each cell in a battery pack

is not a possibility in a typical battery pack architecture as stated before. At this point then,

it is important to define if the SOF control is going to be oriented to the whole battery pack

(with statistical deviations and average predictions for example) or individually for each cell.

Nowadays the experimental validity of a SOF control in these two different scenarios has not

been investigated to the known of the author, and it is then a natural step to start evaluating the

benefits that can be extracted from a rigorous per cell SOF control. Later, when this potential

is explored, further considerations about the most appropriate SOF control implementation

culd be dilucidated. To evaluate the full potential of a rigorous SOF control then, the need of
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one converter for each single battery cell stands out, leading to a modular converters system

(figure 5.2). This fact makes also a difference when configuring the battery pack due to the

flexibility that modular converters can give (figure 5.2).

Figure 5.2: Modular (a) and mixed (b) battery pack topologies [167].

The pack can be topologically designed in a classic manner even when using those con-

verters, or a parallel topology can be proposed [168] as shown in figure 5.3. Mixed topologies

are also a further alternative, as seen in figure 5.2 b.

Figure 5.3: Parallel pack topology [168].
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The topological design of the pack is highly dependent on the application and it is a step

that the designer does normally have to face. Distributed converters can be used for cell bal-

ancing purposes for example [169]. The benefits of active battery cells equalizataion have

also been reported [170], and even taking into account that this type of equalization is more

expensive (than passive equalization), could be an added benefit when considering distributed

converter systems. This active equalization is a big benefit of those hardware systems, because

the SOC control of the cells can be done independently and in a coordinated manner, using all

the energy stored in the battery pack. Tipically the series connected cells strings need to be

stopped when each strings cell with the least capacity is discharged, in order to avoid damag-

ing it, meaning that the remaining energy in the rest of the cells can not be used. Even in the

case of cells coming from the same device (same model cells) the difference in capacity can

still result in a pack underutilization, as the capacity of each string is limited to the weakest

cell. This capability is specially important when second life cells are used [168, 171], as differ-

ent chemistry and capacity cells are considered. In this case, the dispersion in aging behavior

increases this problem making even more profitable the use of modular converters. Hybridiza-

tion is also a field that can take benefits of modular converters due to the individual control of

the devices [171, 172], that can have different capacities falling into the above explained case.

In addition the devices voltage difference generates design difficulties that are mitigated with

this architectures. Other kind of structures, such as configurable battery packs [173] are also

a good proof of the flexibility that modular converters give, and that are an excellent path for

new research lines in the energy storage area. Looking at the design process, the electronics

used for specific cells can be designed only once and further treated as plug and play. This

way, the electronics design process will only be carried out once.

There is some research regarding modular converters for distributed ESS, nevertheless

few of them are focused on modular converters connected for individual cells. Following this

philosophy the work of Ye Li et al. [174, 175] was found to be the most advanced. They

proposed a modular converter system based on a buck converter. They also introduced by-

pass and pass-through modes that gave operation flexibility to the system in case of failure or

complete discharge of an specific cell. They designed, implemented and validated a functional

converter (figure 5.4) that covered the function of charger equalizer and BMS, what implies

some benefits and some drawbacks or challenges as well:
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4 Better capacity utilization due to individual SOC management

4 Individualized cell protection due to individual monitoring and actuation ability

4 Enhanced system reliability and redundancy due to the bypass mode

4 Easier installation due to the modularity and the lack of additional BMS system. In this

case the system could also be optimized for a certain cell and the design process that

design engineers need to face can be limited

4 More flexibility as the hybrid systems did not present added complexity and the expan-

sion of the battery pack could easily be faced

4 Higher equalization speed and efficiency as the equalization was intrinsic

7 The efficiency of the system could be affected due to the increase of power switches

number, nevertheless as utilization of energy in the cells is higher deeper studies would

be needed

7 The cost of the full system was expected to be higher due to the amount electronics

involved, nevertheless the integration of the BMS, mass production, on-chip solutions

and a better energy utilization are issues that could make the system affordable

Figure 5.4: Prototype (adapted from [174]).

Their work included in addition, a proposal for the control of the converters that had to be

coordinated in order to ensure the battery pack correct functioning. Their control approach
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was based on a second level control, communicated by CAN (controller area network). And

a local control, implemented on a local microcontroller. This two level control proposal could

lead in failure due to communication and other self working techniques and the mean time

to failure (MTTF) could be increased. Many research could be found related to control of

distributed systems, being one of the most promising ones the droop control. With this control

scheme the equalizing would be automatic, as the power would balanced between the systems,

and it could work with negligible information about the global system (it could need some

initial information for configuring or tuning).

5.1.1 Conclusions

Along this section different pack architectures were analyzed, taking into account their

use for SOF monitoring or control systems. Battery packs based on modular converters stand

out because of their capability to control battery cells current independently and added func-

tionalities. On the contrary, their expected cost is higher. Finally it is important to note that

the experimental profitability of SOF control systems has not been deeply studied. Further re-

search is then needed to evaluate the extent of SOF control potential benefits, before specific

architectures can be evaluated.

Few or none authors treat the online experimental implementation of reduced order elec-

trochemical models. This is a great challenge as well as of great interest, since would give

proof of the viability of the full concept of using physics-based models for SOF control. In this

chapter then, an experimental platform used to validate this concept is going to be presented.

5.2 Platform development

The objective of this thesis was to validate the concept of a system able to prevent lithium

plating. This system needed to be proven suitable for a real application, so it was then nec-

essary to run the ROM model (developed and parameterized within chapters 3 and 4 respec-

tively) inside a low cost microprocessor. Within this work a system composed of a single battery

cell was studied as a first approach and as a proof of concept before further investigations as

stated before. To do so, each cell was controlled using a ROM + Kalman filter. In order to

be able to prevent the lithium plating, cells current was controlled using a power converter.

Moreover, the use of a converter for each battery cell will explore the advantages of a SOF
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control to its maximum, giving valuable information about the real validity of the concept.

This converter was designed and implemented due to the lack of dedicated converters in the

market, and the design details can be found in appendix 7.5. A scheme of the whole system

can be seen in figure 5.5.

Po
w

er Converter

SOF Control

B
at

te
ry

Figure 5.5: Platform general concept.

To implement this scheme platform, software and hardware devices were designed. Figure

5.6 shows all the hardware involved in the platform implementation, divided into power and

control sections. On one hand, the battery cell itself and a power converter used to control

the current can be seen. On the other hand, two low cost microprocessor prototyping boards

were used for high (ROM, SPKF and lithium plating control) and low level (current control,

voltage and current measurements) control loops. These two sections composing the whole

platform will be explained more deeply in the following lines.

5.2.1 Power management

With the objective of controlling the charge and discharge currents of the battery cell, a

power converter (synchronous boost) was designed as explained above (appendix 7.5), and

this converter was connected to a power supply and to an electronic load as shown in figure

5.7. The load absorbed the energy stored in the cell when it was discharged, and the source

would deliver it when charging. The electronic source was also responsible of maintaining a

fixed voltage so the power converter could oscillate around and regulate the cell current.

The power converter also integrated the input current, voltage and temperature measure-

ment hardware. This hardware included the sensors (dedicated integrated circuits for current

and voltage, and a thermistor for the temperature) and the needed conditioning of sensors

signals (more details can be found in appendix 7.5). These signals were connected then to the
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Figure 5.6: Platform general scheme.
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Figure 5.7: Power management scheme.

low level control board as shown in figure 5.8.

5.2.2 ROM, Kalman filter and control loops

in order to manage the power converter, a control oriented prototyping board including a

microprocessor and the needed peripherals were used ("TMS320F28379D" developed by Texas

instruments). This boards main task was the low level control (control of the power converter),
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that was implemented to manage the current flowing through the converter (whether positive

or negative when discharging or charging the battery). The current was fixed as a function

of the constraints fixed by the high level control loop. To do so a proportional integral (PI)

controller was programmed, using the real current measurement as the feedback of the loop,

as shown in figure 5.8. This microprocessor was then used to generate the pulse width mod-

ulation (PWM) signals that drove the converter switches. In addition to the current control,

the analog to digital converter (ADC) of the board was used to convert analog measurement

signals to digital so they could be used in both control loops. The mentioned microprocessor

had two cores; one of them was used for the control and measurement signals treatment, what

enabled a sampling rate of 25 KHz. The second core otherwise was employed to communicate

the low level control with the high level control (the "TMS320F28379D" board used for low

level control with the "Raspberry Pi 3 Model B+" used for high level control) via the I2C (inter

integrated circuits) communication protocol.

Figure 5.8: Platform general scheme. Note that the Li plating control shown in within the high
level control is activated once the overvoltage first reaches a negative value during a charge
process.

As mentioned above a Raspberry Pi was used for the high level control. This level inte-

grated the ROM model, the Kalman filter and the lithium plating control loop, as shown in

figure 5.8. The ROM model and Kalman filter code developed in chapter 3 was implemented

together with the lithium plating control loop in MATLAB Simulink, so they could be charged
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in the Raspberry Pi board using the "code generator" of this software. The inputs of this board

came from the low level control as explained above, and were the converter input current and

voltage (the input is defined as the battery side). These inputs fed the ROM model and Kalman

filter, that predicted the overvoltage, used as the feedback of the lithium plating loop as can be

seen in figure 5.8. The overvoltage constraint otherwise, was treated as a predefined constant,

keeping the overvoltage above 0 V as was be explained within chapter 2. The sampling rate

of the model was designed to be of one second, a rate that the low lever control board would

be able to handle easily, nevertheless this second high level control board was needed due to

the limited memory resources of the low level control board ("TMS320F28379D").

5.3 Experimental validation

After assembling the platform it was validated at two different conditions, room temper-

ature as a first approach, and −10 oC used for the validation of the proposed system (the

reasons behind using this temperature are explained within chapter 2). Finally the lithium

plating control was tested at the proposed validation conditions (chapter 2).

5.3.1 Room temperature

First, the platform was validated at room temperature, what approximately was 22 oC, as

can be seen in figure 5.9 (this figure shows the surface temperature of the cell during cycling,

what was obviously higher than the room temperature). After constant current symmetrical

1C cycles where done to see the platform response. In addition, during the first discharge

cycle the current was set to 0.5C in order to check the capacity of changing the cycling rate

during operation (during a few minutes short pulse).

Temperature, voltage and current measurements can be seen in figures 5.9 and 5.10 as

well as the model prediction for voltage and SOC, corrected by the Kalman filter. The current

regulation was proven to be inside the design specifications (%10 current ripple was fixed

during the power converter design. The control performance was demonstrated to work prop-

erly when the current is set to 0.5C as the setpoint is correct and the time elapsed until the

value was stabilized can be considered negligible with not an excessive transient over or un-

der current. The voltage prediction otherwise, was found to be excessively high according to

the results obtained in chapter 4. The reason behind was deduced to be ohmic polarization
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Figure 5.9: Cell surface temperature at room temperature.

effects that were not contemplated during the parameter identification of the cell. On the one

hand the voltage drop when the battery switch from charge to discharge (and the opposite)

was significantly larger than expected. On the other hand, a continuous voltage offset was

observed.
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Figure 5.10: Platform experimental validation waveforms at room temperature.

Looking into the model there are two effects that cause this polarization, contact resistance

and ohmic potential drop in the electrolyte (as reported by Zavalis et al. [162] and presented

in chapter 4 (figure 4.19)). Jobman et al. [116] also presented mathematical prove of it.

The electrolyte was identified within chapter 4 and the characterization presented by Ecker

et al.[12] was proven to be plausible. Not only this, but the platform measurement hardware

could not be considered ideal and some amount of error was expected, something that would
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introduce an additional voltage offset in the measurement. The voltage offset found in the

experimental validation, then was assumed to be caused by contact resistant (neglected until

this point). After fitting this value (Rx
f ) by a trial error process results were found to be in line

with the predictions in chapter 4, as can be seen in figure 5.11.
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Figure 5.11: Platform experimental validation waveforms at room temperature after film
resistance fit.

5.3.2 Negative temperature (−10 oC)

Following, the system validation test were done at −10 oC. A battery cell was introduced

inside a climatic chamber that maintained the ambient temperature at −10 oC. In the case of

this test scenario the cycles were shorter in time due to the high polarization thus, the cells

surface temperature was measured to be closer to the ambient temperature, as the rise caused

by cycling was lower (figure 5.12).

The contact resistance (Rx
f , found in table 4.12) was again fitted to compensate the issue

described in the section above, as it was a temperature dependent value. Model predictions

were found to be close to measurements after an stabilization time. This stabilization time

was higher than at room temperature, and this effect was assumed to be caused by a higher

inaccuracy in the model prediction at the beginning (an inaccuracy that was corrected by the

SPKF). The electrochemical model was parameterized at positive reference temperatures, and

even activation energies were measured and implemented to compensate the temperature

variations, the operation temperature was significantly further. It is plausible then that the

model had a higher deviation due to an operation point located far from the parameterization
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Figure 5.12: Cell surface temperature at −10 oC.

temperature. All in all, the Kalman filter compensated the voltage error. This is a future line to

be tested by the research group in the near future, the possibility of doing the parameterization

reaching these low temperatures.
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Figure 5.13: Platform experimental validation waveforms at −10 oC after film resistance fit.

5.3.3 Lithium plating control

Finally the lithium plating control was tested at −10 oC with the same constant current

symmetrical 1C cycles (limiting the charge current due to the lithium plating control). Cell

surface temperature reached higher values as shown in figure 5.14, as an effect of lowering the

charge current to prevent the lithium plating (as the charging time increased, the temperature
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had a longer period to increase).
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Figure 5.14: Cell surface temperature at −10 oC after lithium plating control implementation.

Measured and predicted values are shown in figure 5.15, where can be seen clearly that the

charging time was increased due to the lowering of the cycling rate. The prediction accuracy

was in line with the validation presented previously at−10 oC, were the error was compensated

gradually up to approximately the fifth cycle. The current was the same way controlled with

a lower ripple due to this error compensation. Not only this, but the charging time increased

slightly when the predictions matched better the measured voltage.
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Figure 5.15: Platform experimental validation waveforms at −10 oC after lithium control
implementation.

The evolution of the current ripple and charging time due to the model gradual compensa-

tion were further seen when looking at the overvoltage (figure 5.16), as the overvoltage ripple
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was the same way reduced gradually.
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Figure 5.16: Platform experimental validation overvoltage at −10 oC after lithium control
implementation.

The platform was then proved to control the overvoltage at the defined constraint (0 V)

increasing the accuracy over time as the Kalman filter compensated the error (due to the

intrinsic ROM model error and to a extreme operation area as the cell was cycled at −10 oC).

5.3.4 Lithium plating evolution in real cells

At this point the whole platform and the lithium plating control system where developed,

but still the effect of this control was unproven. To evaluate the mentioned effect, cells where

cycled using the developed platform. Applying the lithium plating control, and with no lithium

plating control. When using the platform lithium plating was expected to be completely or

partially prevented (due to inaccuracies), while in the case of the reference cells (cells cycled

with no lithium plating control) lithium plating should be found.

The cells under test where cycled with symmetrical 1C cycles at −10 oC. The definition of

temperature and cycling rate was set based on Ecker et al. [12] investigations, where these

conditions where reported to generate lithium plating (figure 5.22). In addition, low temper-

ature makes cells age faster due to high lithium plating generation, what should minimize the

SEI growth caused aging (as a limited amount of cycles are done). This will isolate the desired

aging mechanism to the maximum. The Checkups where done at 25 oC and the same cycling

rate (without applying lithium plating control). Also a constant voltage phase was done at

the end of the charge (this phase was implemented so polarization effect will not reduce the
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charged capacity).

Figure 5.17 shows the aging evolution in terms of capacity of two representative samples

coming from each group. Two checkups where done in the cell were the lithium plating control

was applied, and three in the cell without any control. The initial capacity was assumed to be

the nominal reported by the manufacturer (capacity used to normalize the SOH), this initial

capacity was not coherent with the measured data, and a variation between approximately

104% and 105.55% was measured in other fresh cells (initial SOH points in figure 5.17 are

not real, and they were assumed to be in the limits of the typical initial capacity variation,

only to illustrate the aging evolution). This variation range helped to illustrate why a similar

aging evolution of both cells was assumed, with a small initial capacity offset of around 0.5%

(deviation found when comparing the SOH at similar FCE (full equivalent cycles)).
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Figure 5.17: Representative samples of tested cells aging evolution.

The results above showed a similar aging evolution of all the cells, what was opposed to

the hypothesis that the developed system was able to totally or partially prevent the lithium

plating. Whit this results a deeper study of the system behavior was needed, what will be

divided in four as follows.

• Model predictions analysis

Voltage prediction showed a good performance tracking the voltage as shown along this

chapter, thus the internal variables predictions were checked looking for anomalous be-

haviors that could explain the aging difference in the group of cells cycled while using

lithium plating control (the results presented above where obtained without lithium
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plating control to analyze model behavior). All the internal variables values where in-

side logical values and tendencies, but the boundaries of the solid-electrolyte interface

voltage prediction (φs−e) where too far from predictions, compared to the experimental

results at 25 oC. Figure 5.18 shows voltage and SOC predictions and figure 5.19 shows

the spread of (φs−e) boundaries at a −10 oC.
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Figure 5.18: Voltage and SOC predictions at −10 oC.
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Figure 5.19: φs−e predictions at at −10 oC.

Looking at the same predictions at 25 oC (figures 5.20 and 5.21) voltage and SOC pre-

dictions looked similar (despite a faster convergence time) while the (φs−e) prediction

boundaries are in good agreement with the data obtained during the model validation

(chapter 3 figure 3.28).
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Figure 5.20: Voltage and SOC predictions at 25 oC.
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Figure 5.21: φs−e predictions at at 25 oC.

The fact that boundaries were further from the predictions is attributed to more inexact

model predictions. The SPKF corrected the variable in order to track the measured volt-

age, while the boundaries were increased. Looking deeper, the points where the model

predictions were further from the measured data, were at transitions between charge

and discharge. This potential drop was considered during the model fitting process

(subsection 5.3.1), and was exposed that there are two effects that cause this polariza-

tion, contact resistance (film resistance in the model) and ohmic potential drop in the

electrolyte. The contact resistance was fitted for the specific setup and cell, so could be
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discarded. Electrolyte parameterization then was considered the main root of the ex-

plained inaccuracy. It is also important to note that the working temperature (−10 oC)

was significantly low, what could influence in the electrolyte properties. The electrolyte

is liquid and phase changes can occur increasing property changes.

In addition, the current was lowered in order to prevent the lithium plating when charg-

ing the cell. This current reduction could affect the proper fitting of the contact resistance

(since it is a temperature and current sensitive parameter).

• Test conditions analysis

The inaccuracies of the model explained above could lead to a deviation in the lithium

plating limitation, but it could not be enough explanation to the fact that the aging

tendencies were very similar (specially looking at the current derating applied by the

lithium plating control, figure 5.15, that was a 0.25C mean value). Ecker et al.[12] re-

ported lithium plating free operation conditions at test temperature for very low cycling

rates (figure 5.22), that were in line with the lithium plating control current limitation.

Figure 5.22: Lithium plating conditions and cycling results reported by Ecker et al.[12].

The study presented by Ecker et al. was experimentally validated based on maximum cy-

cles achieved by the cells at different conditions. The lithium plating generation bound-

ary was theoretically binary, but different aging rates were reported (associated with

more or less lithium plating generation). This can mean that in the test conditions used
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for this thesis validation, lithium plating was still not significant in terms of aging (spe-

cially when looking at the aging results, figure 5.17), and more cycles were needed to

test the lithium prevention. This is, since the generated lithium plating was low (due

to a few number of cycles), the difference in aging tendency was still not evident. Fur-

thermore, as the model was not completely accurate and the lithium plating generation

boundary not binary the aging was not completely eliminated.

More cycles should be necessary to evaluate if the aging evolution of the tested cells

would differ, but the model inaccuracy made the tests to stop since the kalman filter could

not keep working with such a voltage difference. All in all the post-mortem analysis

presented above will give of the lithium plating presence.

• Current regulation

The converter used in this thesis had a certain amount of current ripple (figure 5.16),

forcing the charge current higher than desired transiently (as can also be seen in the

overvoltage prediction ripple).

• Use of an average model

Finally the use of an average model and the fact that the anode was really a blend of two

different phases can lead to local plating generation. To further investigate this effect

the cells where disassembled and analyzed.

Lithium control Cell No lithium control Cell

Figure 5.23: Studied cells anodes after aging.

• Post-mortem analysis

Electrochemical Model-Based Advanced Battery Control Systems



5.3 Experimental validation 149

The cells discussed within this subsection (one cell cycled with the lithium plating control

and other cell with no lithium plating control), were disassembled to investigate the

aging of each one. Figure 5.23 shows both cell anodes, where no aging signs were

found, whether lithium plating or any other.

The lack of lithium plating signs (that normally appear visually as different color, white in

general, shapes) indicates the amount of full equivalent cycles applied were insufficient

in order to generate significant lithium plating, not only in the cell where lithium plating

was controlled but in the other one. These result corroborates what explained previously

about the test conditions. Not only this, but the influence of not homogeneous lithium

plating could not be analyzed.
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Conclusions

This chapter describes the development of a platform for the Li plating control.

This system was implemented using low cost microprocessors, proving an image of

its suitability for and industrial application. The lithium plating control included the

a ROM and SPKF combination in the control loop, that was developed and param-

eterized in the previous chapters. Different structures for this hardware were con-

sidered, analysing their different potential benefits. Finally a structure where one

converter controlled a single cell was selected and implemented, in order to explore

the full potential of the advanced SOF control systems itself. The implementation of

this system and the needed hardware was not trivial, and highlights the potential for

industrial applications. To the known of the author there have not been developed

systems of this characteristics, and it is important to underline the considerations

and future improvements that are extracted from this validation.

The platforms showed good performance in general predicting SOC and voltage val-

ues as well as limiting lithium plating related internal variables, in line with the

experimental data at room temperature. Nevertheless some aspects were found that

need to be solved to achieve good performance at low temperatures. The use of low

temperature test conditions was chosen to isolate the lithium plating mechanism,

allowing to control it and give proof of proper parameter identification.

• The internal resistance of the electrodes was needed to adjust during the ex-

perimental validation, but this adjust is not enough, since resistance is SOC,

current, and temperature dependant. The proper identification of this param-

eter and its activation energies will make the predictions more accurate and

enhance the SPKF benefits.



• The electrolyte parameterization appear not to be accurate at the low test tem-

perature, something that affected the predictions. Also when considering a real

case scenario, this conditions are possible, what makes necessary to improve

it.

• The power converter current ripple was excessively high at very low currents,

what introduced ripple in the controlled internal variable, something that will

affect the accuracy of the lithium plating control.

Despite the lacks described above the system drove the cell to lithium plating free

operation points reported in the literature. Inaccuracies at low temperature made im-

possible to age the cells more extensively, and deeper research is needed to improve

the parameter identification procedure, as well as to improve the used hardware to

reach the maximum control accuracy.





Chapter 6

Conclusions and future lines

Within this thesis batteries, lithium-ion batteries more precisely, have been presented as

one of the more promising technological solution towards a cleaner and more sustainable

energetic scenario. Also, the importance of correctly and efficiently managing these devices,

in order to ensure safety and explode their capabilities to the maximum. Different battery

modeling tendencies focused on battery aging prevention found in literature, benefits and

drawbacks are analyzed, and the potential of electrochemical model-based battery control

systems explained.

The hypothesis of this PhD document has been enunciated; aging of batteries can be con-

trolled using physics-based SOF control embedded systems. To validate this hypothesis a re-

duced order model enhanced with a SPKF has been developed and implemented in a low

cost microprocessor. In addition, the model parameters have been identified, and a platform

dedicated to control lithium plating as proof of the whole concept has been developed.

The presented reduced order model was based on a P2D model. This model predictions

were compared with a FOM-based cell response, demonstrating the accuracy of the reduction

process. This reduction process, assured no loss of information, remaining all the predictions

of the P2D model highly accurate in general. On the contrary the predictions for the positive

electrode where found to be less accurate, and even for the development of this thesis this

fact was negligible, in the future poistive electrode predictions should be imporved. The SPKF

filter demonstrated to compensate experimental inaccuracies improving the whole system ca-

pabilities.

The parameter identification problem has been studied, and a physico-chemical method

implemented. This method have been useful to identify cell parameters on the one hand, and
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to evaluate the potential of the method on the other hand. This is important since parameter

identification is found to be the most inefficient task when using electrochemical models. The

cost and time needed nowadays to identify cell parameters with a physico-chemical method

are excessively high to consider it industrially. On the contrary, the lumping of parameters

when solving the identification problem by means of computational methods, poses a difficulty

for further integration of the models. These investigation identified the insights of physico-

chemical methods, what will be used in future works to enhance computational methods-based

identification procedures leading to new mixed methodologies, achieving the best balance

between cost and development time while the accuracy is maintained. For this purpose a

proper characterization of the electrodes porous matrix is found to be crucial, since these

characteristics impact in most of the other parameters identifications (when optimizing or

when indirectly measuring them). A fast, accurate and cheap method to characterize a porous

matrix could be the key for industrially usable parameter identification procedures.

The lithium plating platform included the a ROM and SPKF combination in the control

loop, that was developed and parameterized in the previous chapters. In order to experi-

mentally validate this control different hardware structures were considered. To the date it is

unclear what would be the best way to implement this type of advanced controls, and it was

found crucial to first explore the full potential of the method. A converter per each battery cell

have been then used, as it assures a rigorous SOF control (in terms of hardware). Later, the

benefits and drawbacks of each hardware structure could be studied in detail, comparing the

benefits that each of these structures maintains or looses from rigorous control.

The platforms showed good performance in general predicting SOC and voltage values

as well as limiting lithium plating related internal variables, in line with the experimental

data at room temperature. Nevertheless some aspects were found that need to be solved to

achieve good performance at low temperatures. The use of low temperature test conditions

was chosen to isolate the lithium plating mechanism, allowing to control it and give proof of

proper parameter identification. The system drove the cell to lithium plating free operation

points reported in the literature, but inaccuracies at low temperature made impossible to age

the cells more extensively. Deeper research is needed to improve the parameter identification

procedure, as well as to improve the used hardware to reach the maximum control accuracy.

All in all, the whole platform was integrated and validated to be suitable for and industrial

applications. The performance was also found to be as expected and the improvements needed
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were not structural, what drives the whole method much closer to a industrial application use

case scenario. The developed system makes a step forward to fully explode the potential of

physics-based SOF control.

Once proven that ROM models are suitable for online applications, how to manage battery

aging is still a big question. Different approaches were found in literature, but all of them

still presented important flaws. It is therefore, the managing of aging, the missing chain link

towards a complete and online physics-based battery management system.
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Chapter 7

Appendixes

7.1 Appenidx A - Derivation of the blending matrix

Within this appendix the derivation of the blending matrix for the output equation will be

explained. A bilinear interpolation was used to interpolate 4 models created at two SOC and

two temperature points. Figure 7.1 shows the bilinear interpolation concept with four outputs

named Ox x .

O01 O11

O10O00

SOC0 SOC1

T0

T1

T

SOC

O11

Figure 7.1: Bilinear interpolation for the ROMs output sets "O".

The interpolated output value was defined by the equation 7.1 according to the four out-

puts in figure 7.1.

O = (1− Y )((1− X )O00 + XO10) + Y ((1− X )O01 + XO11) (7.1)
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Being the X and Y terms defined as follows.

x =
SOC − SOC0

SOC1 − SOC0

y =
T − T0

T1 − T0

(7.2)

Further simplifying could be found four αx coefficients multiplying the Ox x outputs.

O =(1− Y )(1− X )O00 + (1− Y )XO10 + (1− X )Y O01 + Y XO11

O =α1O00 +α2O10 +α3O01 +α4O11

(7.3)

The αx coefficients were calculated (equations 7.4) so in function of the actual SOC and

temperature each Ox x output had a bigger or smaller influence in the blended output.

α1 =(1− y)(1− x)

α2 =(1− y)x

α3 =(1− x)y

(7.4)

Once the αx coefficients were calculated it was needed to create the blending matrices

so each models output is multiplied by the concerning coefficient. Starting from the compact

output equation (equation 7.5) the outputs were computed to check the validity of the defined

blending matrices (introduced in the equation 7.7).
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(7.8)
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(7.9)

Yn[k] =α1(C1nX1[k] + D1nu[k] + (0/res)1nX i[k]) +α2(C2nX2[k] + D2nu[k] + (0/res)2nX i[k])+

+α3(C3nX3[k] + D3nu[k] + (0/res)3nX i[k]) +α4(C4nX4[k] + D4nu[k] + (0/res)4nX i[k])

(7.10)

The full resolution of the output equation (equation 7.10) demonstrated that the proposed

blending matrix was correctly formulated. This could be confirmed as the Yn[k] output was

formed by the sum of the four models composing the augmented state model multiplied each

one by the concerning αx coefficient.
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7.2 Appendix B - SPKF equations summary

Table 7.1: SPKF equations summary.

Nonlinear state space model
xk = f (xk−1, uk−1, wk−1)
yk = h(xk, uk, vk)
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k

Calculation of updated electrochemical variables
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7.3 Appendix C - P2D model parameters

Table 7.2: P2D model parameters.

Geometry

Electrode plate area A
Thickness of the electrode Ln, Ls, Lp

Material properties

Particle radius Rn
s , Rp

s
Solid phase electric conductivity σn

eff, σ
p
eff

Solid phase electric conductivity activation energy En
act,σ, Ep

act,σ
Solid phase electric conductivity Bruggeman coefficient brugσn , brugσp

Film resistance Rn
f , Rp

f
OCV curves
Solid phase initial lithium concentration θn

100, θp
100

Solid phase final lithium concentration θn
0 , θp

0
Electrolyte activity coefficient ln derivative ∂ ln f±/∂ ln ce
Cationic transference number t0

+
Electrolyte conductivity κn

eff, κ
s
eff, κ

p
eff

Electrolyte conductivity activation energy Eact,κ
Electrolyte conductivity Bruggeman coefficient brugκn , brugκs , brugκp

Maximum lithium concentration in the solid Cn
s,max, Cp

s,max

Initial lithium concentration in the electrolyte ce,0
Volume fraction εn

e , εs
e, εp

e
Specific surface area an

s , ap
s

Electrochemical reaction kinetics

Charge transfer coefficient αn, αp

Reaction rate coefficient kn
0, kp

0
Reaction rate coefficient activation energy En

act,k, Ep
act,k

Transport

Diffusion coefficient in the solid Dn
s , Dp

s
Diffusion coefficient in the solid activation energy En

act,Ds
, Ep

act,Ds

Effective diffusion coefficient in the electrolyte Dn
e,eff, Ds

e,eff, Dp
e,eff

Diffusion coefficient in the electrolyte activation energy Eact,De

Diffusion coefficient in the electrolyte Bruggeman coefficient brugDn
e
, brugDs

e
, brugDp

e

Electrochemical Model-Based Advanced Battery Control Systems



7.4 Appendix D - P2D model equations 163

7.4 Appendix D - P2D model equations

This appendix gather the specific equations composing the P2D model.

1. Solid-phase charge conservation:

∇ · (σeff∇φs) = asF j,

where φs(x , t) is the solid-phase potential at some spatial location x in the cell at time t,

σeff is the effective conductivity of the solid, as is the specific surface area of the solid in

the electrode, F is Faraday’s constant, and j(x , t) is the flux of lithium leaving the solid

and entering the electrolyte. In the negative electrode, 0 ≤ x ≤ Ln, in the separator,

Ln ≤ x ≤ Ln + Ls, and in the positive electrode Ln + Ls ≤ x ≤ Ln + Ls + Lp.

2. Solid-phase mass-conservation:

∂ cs

∂ t
=

1
r2

∂

∂ r

�

Dsr
2 ∂ cs

∂ r

�

,

where cs(x , r, t) is the solid-phase concentration of lithium at radial position 0≤ r ≤ Rs

within an assumed spherical particle of electrode material and Ds is the diffusivity of

lithium in the solid.

3. Electrolyte-phase charge conservation:

∇ ·
�

κeff∇φe +κD,eff∇ ln ce

�

+ asF j = 0,

whereφe(x , t) is the electrolyte-phase potential, ce(x , t) is the electrolyte-phase concen-

tration of lithium, κeff is the effective conductivity of the electrolyte, and

κD,eff = 2RTκeff(t
0
+ − 1) (1+ ∂ ln f±/∂ ln ce)/F

scales κeff to multiply a concentration dependence of φe, t0
+ is the transference number

of the positive ion in the electrolyte with respect to the solvent, and f± is the mean molar

activity coefficient.
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4. Electrolyte-phase mass conservation:

∂ (εece)
∂ t

= ∇ · (De,eff∇ce) + as(1− t0
+) j,

where εe is the porosity of the electrode and De,eff is the effective diffusivity of the elec-

trolyte. The electrolyte concentration in equilibrium is denoted as ce,0.

5. Butler-Volmer kinetics relationship,

j = j0

§

exp
�

(1−α)F
RT

η

�

− exp
�

−
αF
RT
η

�ª

,

where η= φs−φe−Uocp(cs,e/cs,max)−FRf j and Uocp is the open-circuit-potential function

of the electrode, which in this case is evaluated at the surface concentration cs,e(x , t) =

cs(x , R, t) normalized by the maximum theoretic concentration of lithium cs,max of the

electrode materials. In this relationship, Rf is the resistivity of a surface film on the

electrode and

j0 = k0c1−α
e (cs,max − cs,e)

1−αcαs,e

where α is an asymmetric charge-transfer coefficient and k0 is a kinetic parameter.

During operation, electrode stoichiometry cs/cs,max is expected to remain between θ0 and θ100.

Cell electrical current density iapp(t)/A (where A is the current-collector area) drives these

equations through a boundary condition on φs. Cell voltage is the difference between φs

measured at the positive and negative current collectors.
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7.5 Appendix E - Power converter design

The power converter integrated in this platform was designed and implemented. The

reason behind this is that few converters could be found in the market with an input voltage

suitable to connect a battery, not only this, but the converters fitting in this requirement are

not able to handle considerable current levels. It is important then to review the requirements

considered within this thesis. The cell characteristics were first analyzed (table 7.3), what

delimited the converters input ranges.

Table 7.3: Kokam cell characteristics.

Constant Unit Value

Nominal cell capacity Cmax [Ah] 7.5
Minimum cell voltage Vmin [V ] 2.7
Maximum cell voltage Vmax [V ] 4.2
Maximum cell discharge current Imax [A] 37.5

The input voltage and current were defined accordingly as can be seen in table 7.4. The

current limit was fixed higher than the continuous discharge capacity of the cell, so limita-

tions in the converter design for higher capacity cells (as it is the case in a wide variety of

applications) could be explored.

Table 7.4: Converter specifications.

Constant Unit Value

Minimum input voltage Vin,min [V ] 2.7
Maximum input voltage Vin,max [V ] 4.2
Maximum input current Iin,max [A] 50
Nominal output voltage Vout,nom [V ] 10

The output voltage is normally related to the application the battery is used for. In this

case it was not considered an specific one as stated before. Thus, the output voltage was fixed

to 10V , as the converter output was connected to electronic source and load this voltage is

inside the most used devices. Also the output current level was kept reasonable for common

devices.

When input and output characteristics were defined the DC/DC converter topology was

defined. The output voltage was kept constant and therefore negative gain was not needed.

Between positive gain converters the Boost topology is one of the best know and matures and
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was selected because of this reason. This topology had a series connected coil in the input as

well, what made the input current ripple lower (avoiding unnecessary micro-cycles). Batteries

are intended to store energy and deliver it when needed what implies that the converter had

also to be bidirectional (it was needed that current could flow in and out of the battery). Taking

into account all this considerations the selected final topology was a synchronous boost as can

be seen in figure 7.2.

L1

S 2

Cin Cout

vo

S1
S 4

vi

Figure 7.2: Synchronous boost converter diagram.

The current level that the converter needed to handle was also a value that conditioned

the converter topology. The coils used in the converter were dimensioned according to the

maximum and mean value of the current. This coils can be designed to work with the desired

current, nevertheless commercially found devices are limited. A possible solution to use com-

mon commercial coils was to distribute the current in several branches with an interleaved

topology (figure 7.3). After selecting the topology the converter was sized analytically based

on [176], and used components can be found in figure 7.4.

L1

L2

S 2

Cin Cout

vo

S1

L3

S3 S5

S 4
S 6vi

Figure 7.3: Interleaved synchronous boost converter diagram.

Current and voltage values at the converter input were measured to feed the battery cell

model as explained along chapter 5, in addition output values sensors and conditionings were
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also implemented for future use. Not only electric values were needed to feed the model, cell

temperature measurement was also implemented in each converter. A temperature measure-

ment dedicated "NTC" sensor (B57861S0502F040 manufactured by TDK) was used. The same

way the current measurement was also accomplished with a dedicated device (ACS770LCB-

050B-PFF-T manufactured by Allegro MicrosSystems) and voltages were measured with an iso-

lated voltage sensor (ACPL-C87AT-000E commercialized by Broadcom).

After the validation of the converter the final schematic with the measurements condition-

ing and all the auxiliary electronics can be found in figure 7.4.
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7.6 Symbols used in the nonlinear corrections explanation

Some additional symbols used in the nonlinear corrections explanation can be found in the

table 7.5. In addition the next notations are of interest; X d denotes an undefined dimension,

∼ denotes a linear variable (after isolating the nonlinear term of the equation) and X x ,avg

denotes and average value.

Table 7.5: Symbols.

Linear voltage vl inear
Solid surface concentration C pos

s,e , Cneg
s,e

Solid phase potential φ
pos
s , φneg

s
Open circuit voltage U pos

ocp , Uneg
ocp

Initial lithium concentration in the electrolyte Ce,0
Initial solid surface concentration Cs,0
Maximum lithium concentration in the solid phase Cd

s,max
Reaction rate coefficient kd

0
Total thickness of the cell L tot
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