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Abstract

The structural performance of glass mainly depends on the surface quality and the residual stress
state. Surface damage produced during the manufacturing process or subsequent handling, might lead
to the presence of microscopic flaws on the surface. The opening or propagation of these microscopic
flaws reduce the strength of glass. For this reason, glass is most often tempered before being employed
as a structural material. Tempering techniques bring about non-uniform heat transfer rates, which
lead to non-homogeneous residual stresses, having a direct impact on the structural behaviour of
components. Moreover, once glass is ready to use, its fracture behaviour tends to present significant
differences between measured strength values. This results in the need for extensive experimental
work, especially if non-uniform residual stresses need to be considered. Thus, this thesis presents a
numerical methodology to predict the in-service behaviour of glass plates subjected to bending loads
considering the residual stresses developed as a result of non-uniform cooling processes.

First, a numerical methodology based on a Fluid-Structure Interaction (FSI) one-way approach is
proposed to consider the influence of non-uniform cooling techniques on the residual stress development
during the thermal tempering process. Results show that local flow phenomena during heat treatment
process play a vital role in residual stress development in glass plates. In line with this approach,
efforts were made to reduce the computational time of the involved calculations. For this purpose, the
influence of volumetric radiation and the viscoelastic behaviour of glass were analysed. As a result, a
decrease of around 87% of the computational time with respect to the initially proposed procedure was
achieved. The results were in good agreement with both, experimental measurements in laboratory
case studies and an industrial tempering case study published in the literature.

Secondly, a statistical-numerical procedure to predict the failure probability of structural glass compo-
nents is presented. To this end, statistical assessment based on the Generalised Local Model (GLM)
was carried out. Bending loads, which may result from the effect of wind, snow or the weight of pedes-
trians, are considered the main loads acting on structural glass plates. Therefore, plates exhibiting
different residual stress conditions subjected to bending loads were analysed. The most striking ob-
servation to emerge from the analysis was the transferability between the failure cumulative functions
of annealed and tempered glass, with the latter exhibiting different residual stress patterns. A master
Primary Failure Cumulative Damage Function (PFCDF) was also calculated by jointly assessing the
results of the experimental tests. This enables a more reliable prediction of the fracture behaviour of
annealed and tempered glass. Overall, average relative differences between the predicted and experi-
mental data were below 10%. Finally, particularly noteworthy was the scatter band of the experimental
results. Given this spread, statistical evaluation can be considered essential for designing or assessing
structural pre-stressed components.
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Laburpena

Gainazalaren kalitateak eta beiraren tentsio-egoerak eragin zuzena dute bere portaera estrukturalean.
Fabrikazio edo ondorengo manipulazio prozesuen zehar beiraren gainazalean gertatzen diren kontaktu
ugariek pitzadura mikroskopikoak sor ditzakete. Pitzadura horiek irekitzeak edo hedatzeak beiraren
erresistentzia murrizten du. Hori dela eta, beira material estruktural gisa erabili ahal izateko, sarritan
tenple izeneko tratamendu termikoa aplikatzen zaio. Hala eta guztiz ere, tenple teknikek bero transfe-
rentzia ez uniformeak eragiten dituzte. Horren ondorioz, portaera estrukturalean eragin zuzena duten
hondar-tentsio ez uniformeak sortzen dira. Horrez gain, behin beira erabiltzeko prest dagoenean, bere
frakturako portaerak dispertsio handia erakusten du neurtutako indar balioen artean. Horrek kanpaina
esperimental handiak ezinbestekoak izatea eragiten du, batez ere hondar-tentsio ez uniformeak kontu-
tan hartu behar badira. Gauzak horrela, tesi honetan tenplaketan sortutako hondar-tentsioak kontuan
hartuz, makurdura kargen eraginpean dauden beirazko plaken portaera estrukturala aurreikusteko
metodologia numeriko bat aurkezten da.

Tenpleko hozketa ez uniformeak hondar-tentsioetan duten eragina kontsideratzeko, Fluido-Estruktura
Interakzioan (FSI ingelesezko siglen arabera) oinarritzen den modelizazioa proposatzen da. Gauzak
horrela, tratamendu termikoen zehar gertatzen diren fluxu fenomeno lokalak hondar-tentsioen so-
rreran eragin handia dutela erakutsi da. Aldi berean, kalkuluen kostu konputazionala murrizteko
teknikak proposatzen dira. Horretarako, radiazio bolumetrikoaren eta beiraren portaera biskoelasti-
koaren eragina aztertzen da. Lortutako aurkikuntzek hasiera baten proposatutako prozeduraren kostu
konputazionalarekiko %87-ko murrizketa bat suposatu dute. Azkenik, lortutako emaitzak, bai labora-
tegiko emaitza esperimentalekin, bai bibliografian oinarritutako kasu industrial batekin bat datozela
egiaztatu da.

Bestalde, beirazko pieza estrukturalen hutsegitea aurreikusteko modelo estatistiko-numeriko bat aur-
kezten da. Horretarako, Modelo Lokal Orokortuan (GLM ingelesezko siglen arabera) oinarritutako
ebaluazio estatistikoa egin da. Beirazko plaka estrukturaletan eragiten duten karga nagusienak hai-
zea, elurra edo oinezkoen pisuaren ondorioz sortutakoak dira. Hori dela eta, makurdura kargen eragin-
pean dauden eta tentsio egoera ezberdinak aurkezten duten plakak aztertu dira. Egindako analisitik,
behaketarik harrigarriena izan da suberatutako eta tenplatutako plaken hutsegite-funtzioen transferi-
garritasuna frogatzea. Aldi berean, egindako kanpaina esperimentalaren ebaluazio bateratuak PFCDF
(ingelesetik Primary Failure Cumulative Damage Function) orokor bat kalkulatzea ahalbidetu du, bei-
raren haustura portaeraren aurreikustea fidagarriagoa eginez. Orokorrean, %10-eko bataz besteko dife-
rentzia erlatiboa lortu da aurreikusitako emaitzaren eta datu esperimentalen artean. Azkenik, bereziki
aipagarria izan da emaitza esperimentalen dispertsio banda. Hau ikusita, funtsezkoa kontsideratu da
ebaluazio estatistikoa gauzatzea beirazko pieza estrukturalak diseinatzeko edo aztertzeko.
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Resumen

El comportamiento estructural del vidrio depende principalmente de la calidad superficial y del estado
tensional. Los múltiples contactos que ocurren en la superficie durante el proceso de fabricación, o
posterior manipulación, pueden provocar la generación de grietas microscópicas en ella. La apertura o
propagación de dichas grietas reduce la resistencia del vidrio. Por esta razón, el temple es una práctica
común para poder emplear el vidrio como material estructural. Las técnicas de temple resultan en
robos de calor no-uniformes en la superficie, lo cual genera tensiones residuales no-homogéneas, que
influyen de manera directa en el comportamiento estructural. Además, una vez el vidrio esta listo para
su uso, su comportamiento a fractura muestra una gran dispersión en lo que a la medición de resistencia
última se refiere. Por esta razón, su caracterización requiere grandes campañas experimentales, más
aún si se desea considerar la distribución no uniforme de las tensiones. Por lo tanto, esta tesis presenta
una metodología numérica para predecir el comportamiento en servicio de placas de vidrio sometidas
a flexión teniendo en cuenta las tensiones residuales generadas durante el temple.

A tal objeto, se propone un modelo basado en la Interacción Fluido-Estructura (FSI por sus siglas
en inglés) para considerar la influencia de enfriamientos no uniformes en la generación de tensiones
residuales durante el proceso de temple. Los resultados muestran que los fenomenos locales del fluido
refrigerante influyen de manera notable en la generación de tensiones. Del mismo modo, se proponen
técnicas para reducir el coste computacional de los cálculos requeridos. Para ello, se han analizado los
fenomenos de radiación volumétrica y viscoelasticidad del material. Los hallazgos obtenidos suponen
una reducción del coste computacional de en torno al 87% respecto al proceso numérico propuesto ini-
cialmente. Finalmente, los resultados obtenidos han sido acordes con lo observado experimentalmente,
tanto en ensayos de laboratorio como en un caso industrial publicado en bibliografía.

Por otra parte, se presenta un modelo estadístico-numérico para predecir la fractura de componentes
estructurales de vidrio. Para ello, se ha realizado una evaluación estadística basada en el Modelo
Local Generalizado (GLM por sus siglas en inglés). Las cargas principales que actúan sobre el vidrio
estructural pueden ser debidas al efecto del viento, nieve o el peso de transeúntes. Por esta razón,
se han analizado placas sometidas a flexión. La observación más relevante ha sido la confirmación de
la transferibilidad de los resultados de placas recocidas y templadas. Del mismo modo, la evaluación
conjunta de los datos experimentales ha permitido el cálculo de la PFCDF (del inglés Primary Failure
Cumulative Damage Function) maestra, habilitando así una predicción más fiable del comportamiento
a fractura del vidrio. En general, la diferencia relativa promedio entre las predicciones y las mediciones
experimentales ha sido de un 10%. Finalmente, la dispersión observada en los resultados experimentales
es digna de mención. Dada esta circunstancia, la evaluación estadística se considera esencial para poder
diseñar o analizar componentes de vidrio que ostentan tensiones residuales.
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Chapter 1

Introduction

Mechanically strong, optically transparent and chemically inert. These features have made glass a
suitable choice for several technological and engineering applications, covering a wide range of indus-
tries, such as construction, transportation, packaging or the solar photovoltaic sector. Moreover, the
demand for tempered flat glass is expected to grow during the forthcoming years, as observed in Figure
1.1.
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Figure 1.1: Tempered flat glass demand forecasted by segments and the expected compound annual
growth rate (CAGR) [1].

Numerous glass applications derive from the combination of load bearing capacity with the recent
trend to achieve transparency and lightness. Therefore, large surface glass components have become
ubiquitous, mainly in the automotive sector, such as windshields or sunroofs, and in the architectural
sector, where windows, façades or even full glass structures have exponentially seduced the architects
[2, 3].
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Meanwhile, the glass industry is trying to reduce the weight of its glass components in order to
decrease the cost of the raw material, the energy employed to heat and produce it, as well as the cost
of transportation and the amount of material to recycle [4]. This weight diminution is achieved by
reducing the thickness of the material. However, this operation also implies the obtention of a weaker
product.

The structural performance of glass depends on several factors, being the surface quality and the
residual stress state two of the most influential ones [5]. In this sense, bending loads are considered the
main loads acting on structural glass plates. These loads may result from the effect of wind and snow
on buildings and vehicles, or the ones generated during the assembly processes, such as, installations
of windows on their frame or sunroofs in the car structure. The theoretical tensile strength of glass
is supposed to be ample for withstanding these external loads, as it can be as much as 14 GPa [6].
Nevertheless, the surface damage produced during the manufacturing process as well as subsequent
handling, cutting, or usage, lead to the presence of microscopic flaws on the surface. Thus, in practical
or everyday applications, ordinary glass does not exhibit pristine condition and it might also be broken
at loads as little as 7 MPa [7, 8]. The reason for this lies on the tendency of these microscopic flaws
to propagate, particularly if the area is subjected to tensile loading.

Historically, glass was annealed in order to reduce or eliminate the tensile residual stresses developed
during the manufacturing process [9]. Nevertheless, with the aim of developing compressive stresses on
the surface and use glass as a structural material, the tempering process is most often applied. There
exist two types of tempering processes: the chemical tempering and the thermal tempering [7]. Both
processes consist on developing a superficial compressive stress with the intention of strengthening glass
[8, 10, 11]. However, as the chemical tempering implies a higher cost due to the specific equipment
needed and a lower depth of layer, which refers to the thickness of the compressive stress layer in the
material, the thermal tempering becomes a more efficient method [12].

During the thermal tempering, glass is heated to a uniform temperature at which it is fluid enough
to relax internal stresses and rigid enough to avoid important deformations. Subsequently, different
cooling techniques might be applied to chill the hot glass specimen. Air is the quintessential cooling
technique employed to rapidly cool and strengthen the material due to its associated low cost [13, 14].
Nevertheless, some other techniques such as spray mist cooling, solid contact cooling or gaseous media
like steam might also be used.

In general, the design and control of a tempering process have relied on trial and error tests or on
experience based judgements. In an effort to produce high quality and large durable components,
the control of the process is crucial. Likewise, fracture characterisation have been grounded on huge
experimental programs due to the brittle behaviour of glass. Lately, the development of computer
aided engineering (CAE) tools have aided engineers to calculate and design structural components by
means of numerical simulation. In this context, two main factors need to be accounted for designing
lightweight structural glass components, namely, the residual stress state and the microscopic flaw
distribution on the surface.
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1. Introduction

Residual stress prediction

Two aspects are distinguished when it comes to residual stress calculation in glass components: the
structural or material field and the heat transfer modelling.

The material modelling and the origin of residual stresses in glass have been deeply studied in lit-
erature [15–17]. Similarly, heat transfer modelling was found to be a key factor in the prediction of
residual stresses in glass as they are largely influenced by the thermal history of the components [13,
18–20]. During the glass tempering process, where large heat transfer rates are obtained, the heat
transfer mechanisms involved refer to conduction, convection and radiation. Conduction is usually
well understood as it is characterised by the thermal conductivity of the material [21]. Regarding
convection phenomena, the definition of constant and uniform heat transfer coefficients (HTCs) has
been a commonly adopted approach due to its associated low computational cost [19, 22–25]. Re-
cently, an alternative approach was proposed to calculate residual stresses on a glass moving plate [26].
The authors employed time-constant but spatially different HTC distributions to analyse the effect of
different jet configurations.

These simplified approaches to model the jet cooling of parts are not exclusively adopted within
the glass industry but also within the heat treatment modelling of metals [27]. Some works defined
and implemented spray heat transfer correlations into a numerical code that related the HTC to
the surface temperature to predict the cooling curve of spray quenched aluminium components [28–
30]. Other investigations, modelled the multiphase spray cooling process for step shafts by constant
HTCs depending on the shaft diameter [31]. This same approach was also used to simulate the spray
quenching process of steel forged shafts [32, 33].

One of the main limitations of the numerical modelling of heat treatment processes is to assume
homogeneous and constant HTCs. Local flow phenomena during cooling play a far more vital role
in the residual stress development distribution of glass [34]. Additionally, several authors highlighted
that more knowledge about the control of the heat treatment process was needed as they observed
high variations not only in the residual stress state of individual specimens, but also among specimens
of the same batch [35, 36].

Finally, radiation in semi-transparent media also gains special relevance. Indeed, it can play a vital
role in the temperature variation over time as it helps to redistribute the heat through the component
[37, 38]. According to Siegel, this fact might have a direct impact on residual stress development
during the manufacturing or heat treatment processes [39]. Lately however, some authors stated that
the contribution of radiation decreased as the cooling rate increased [20, 40]. Even though, as works
focused on this topic relied on 1D calculations, its importance and effect on the spatial residual stress
distribution was not clarified yet.
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Surface microscopic flaws

By and large, the compressive stress layer originated in the heat treatment process may hamper
crack propagation, but when components are subjected to large loadings, brittle materials are unable
to redistribute these stresses and catastrophic failure is bound to happen. In other words, glass
becomes very sensitive to local stress concentrations due to the lack of local yielding of the material.
Accordingly, cracking occurs. Figure 1.2 illustrates a crack reaching the tensile stress region at the core
of the material, that is, propagating beyond the depth of layer, resulting in the spontaneous fracture
of the component.

Compressive stress Tensile stress

G
lass thickness Surface crack

G
lass thickness Surface crack

Compressive stress Tensile stress

(a) (b)

Figure 1.2: Residual stress distribution of a tempered glass pane through the thickness: (a) with a
surface flaw smaller than the depth of layer, and (b) with a surface flaw larger than the depth of

layer. Adapted from [11].

For this reason, prediction of the in-service behaviour of glass becomes a paramount matter to prevent
its structural collapse. Several approaches can be found in the literature to deal with this issue. Due to
its ease of implementation, calculations based on allowable stresses or safety factors can be observed in
certain design guides or standards, such as the German technical guideline or the prEN 13474 standard
[41, 42]. Nevertheless, the presence of cracks on the surface developed during the manufacturing
process, prompted the use of probabilistic assessments. In this sense, the Weibull distribution is
reported to be the most widely used statistical approach for representing the fracture strength of brittle
materials [43–45]. Different variants of the Weibull model can be noticed, such as the bi-parametric or
three-parametric implementation. Based on this model and experimental data, some works performed
direct statistical assessment of annealed and tempered glass panes [11, 46, 47]. Nonetheless, these
evaluations only allowed to predict the specific case studied, that is, the exact analysed component
without varying the geometry or load acting on it. An additional drawback regarding failure analysis of
glass refers to the required large experimental work due to the presence of defects randomly distributed
on its surface. Moreover, if non-uniform residual stresses are to be considered, the total effort required
in the laboratory increases significantly. Lately, phenomenological models have also gained traction
[48]. These models describe the fracture behaviour of the material based on empirical observations. As
a result, they enabled to adopt a multi-scale approach by considering the micro and macro scale in the
design of structural components. Another common approach to study the structural integrity of glass
components relates to the formulation based on fracture mechanics. Glass is considered a perfect elastic
material at room temperature, hence, Linear Elastic Fracture Mechanics (LEFM) is usually adopted
for analysing the influence of defects on this material. In this context, Irwin identified the so-called
Stress Intensity Factor (SIF), K, to characterise the material brittleness or fracture toughness [49,
50]. These developments gave rise to analytical formulations for investigating the influence of cracks.
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1. Introduction

Lately however, their application to complex problems has been outdated by numerical methods [51].
In this regard, the calculation of the SIFs based on the eXtended Finite Element Method (XFEM) or
the Finite Element Method (FEM) have become a common practice, particularly for modelling surface
scratches [52, 53]. Nevertheless, these numerical methods become unfeasible if the whole population
of microscopic flaws on the glass surface are to be considered.

1.1 Motivation

Controlling the cooling down process of structural parts is a cumbersome task owing to the simultaneous
appearance of different physics, turning the heat treatment process into a multiphysic problem. In
this context, computational fluid dynamics (CFD) becomes a powerful tool to predict the temperature
distribution over the heat treated component [26, 54]. Nonetheless, the performed investigations not
only emphasised the need to control heat transfer during tempering, but also mentioned shortages
regarding the numerical modelling, such as, the complexity of modelling the interaction of multiple
impingement jets and the large amount of computational resources required. For this reason, efficient
3D numerical procedures to control the heat treatment process remains a challenge.

With respect to the in-service behaviour, analytical formulations as well as numerical methods can
be implemented for studying the structural integrity of glass components in the presence of cracks.
Nevertheless, the physical representation of surface microcracks by numerical methods such as the FEM
or XFEM becomes unfeasible. Additionally, a significant experimental effort is required to statistically
analyse the fracture behaviour of pre-stressed glass. This fact emphasises the need to develop an
efficient numerical-probabilistic tool to predict the failure probability of heat treated components.

In summary, the strength of glass is highly influenced by the surface damage and the residual stress
state. Owning to its brittle behaviour, the tensile strength of glass is limited because of the existence
of surface flaws. As a result, glass is prone to brittle fracture and a probabilistic assessment becomes
relevant to prevent its catastrophic failure. Similarly, a representative prediction of the residual stress
pattern remains essential to analyse the in-service behaviour of the designed parts. The performance
of glass during in-service operations, generally subjected to bending loads, e.g. wind load, may differ
depending on the residual stress pattern in the component. It is therefore of great importance to
develop a predictive model to determine the tempered state of glass and its in-service behaviour when
components are subjected to external loads.
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1.2. Objectives

1.2 Objectives

The main objective of this research is to provide a numerical methodology to predict the in-service
behaviour of glass plates subjected to bending loads considering the residual stresses developed during
the glass cooling process.

With the view to achieving the main objective, the following sub-objectives are stated:

• Sub-objective 1: to develop a computationally efficient numerical procedure to consider the
influence of non-uniform cooling techniques on the residual stress development during the heat
treatment process of glass components.

• Sub-objective 2: to validate the developed numerical methodology by laboratory tempering
tests and an industrial tempering case study.

• Sub-objective 3: to develop a cost-effective statistical-numerical procedure to predict the failure
probability of glass components subjected to bending loads and accounting for non-uniform
residual stress distributions.

• Sub-objective 4: to validate the developed statistical-numerical procedure by laboratory bend-
ing tests of glass plates exhibiting distinct residual stress patterns.

Therefore, the novelty of the proposed methodology lies in the development of a numerical procedure
to predict the in-service behaviour of glass components accounting for the residual stresses developed
during the heat treatment process.

1.3 Dissertation outline

This dissertation has been divided in two main chapters, as presented in Figure 1.3.

Chapter 2 introduces the numerical methodology based on Fluid-Structure Interaction (FSI) to pre-
dict the non-uniform residual stress distributions during the glass tempering process. Firstly, a litera-
ture review encompassing the current approaches to predict residual stresses are analysed. Similarly,
the main shortcomings regarding numerical modelling are identified. Then, the fundamentals of the
physics involved in the tempering process and the followed experimental operations in the current
heat treatment procedures are addressed. Afterwards, the FSI numerical methodology to consider the
interaction between the fluidic, thermal and mechanical fields is delineated. Nevertheless, due to the
associated high computational cost, different computational cost reduction techniques are considered
in order to propose a modified FSI procedure and give response to Sub-objective 1. With the aim
of validating the proposed modified procedure, laboratory specimens under controlled conditions are
tested. Subsequently, an additional case study is considered for verifying the model under industrial
conditions. As a result, Sub-objective 2 is addressed.

Chapter 3 shares a similar layout. In this case, it focuses on the in-service behaviour of the com-
ponent after the manufacturing or heat treatment process, that is, it deploys the findings of the
preceding chapter. In the first place, a literature review summarising the statistical nature of glass
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Figure 1.3: Overview of the research methodology.

strength, the experimental testing methods and the fracture modelling of glass is presented. There-
after, the fundamentals supporting the performed statistical assessment are delineated. At this point,
the methodology to predict the failure of tempered glass components is described. This way, the needs
of Sub-objective 3 are fulfilled. Likewise, a discussion of the obtained results is done by comparing
them to the performed experimental work. This way, Sub-objective 4 is also addressed.

Finally, Chapter 4 comprises the main conclusions of the thesis and suggestions for future work are
also made.
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Chapter 2

Numerical methodology based on
Fluid-Structure Interaction to
predict residual stresses during
tempering

2.1 Introduction

In recent years, the glass industry has been working to reduce the weight of the final product so as to
decrease the cost in raw materials and/or the energy required to heat and produce the glass. Weight
reduction is usually achieved by reducing the thickness of the material, however this can also result
in a weaker component. In parallel to this, customers are moving towards the use of large area glass
components with the aim of achieving lightness and transparency. Nevertheless, glass exhibits brittle
fracture behaviour and, unlike ductile materials, is prone to collapsing from local stress concentrations.
For this reason, glass is most often heat treated before using it as a structural material.

Thermal tempering is the most effective and efficient method to enhance the load bearing capacity
and strength of glass workpieces [7, 8, 10]. The degree of temper depends on the initial temperature
of the glass sample and the cooling rate used during the tempering process [13, 18–20]. However, as
residual stresses develop due to the thermal gradient between the surface and the centre of the material,
cooling strategies leading to appropriate tempering remain limited [12, 13, 55]. The standard thermal
tempering process is generally composed of air nozzle arrays for cooling the glass components. This
technology may result in non-uniform cooling distributions on the glass surface which have a direct
impact on the structural and aesthetic features of heat treated components [35, 56, 57]. To date,
the design and control of tempering processes have relied on trial and error tests or experience based
judgements and options for improving these approaches are limited [58]. As a result, numerical methods
have gained significant traction.
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2.1. Introduction

New environmental laws and the growing competition have reduced the profit margin on glass industry,
making it necessary to perform a more comprehensive optimisation of the production cycle [59]. This
fact greatly emphasises the need to control the cooling process during heat treatment and reduce the
stress variabilities and optical anisotropies that may arise. Therefore, the development of a method-
ology based on numerical analysis is necessary to better understand the physical phenomena involved
and reduce the need for complex and time-consuming experimental tests.

In this chapter a FSI numerical methodology to calculate the non-uniform residual stresses developed
during the tempering process is presented. To this end, the different types of structural glass, current
heat treatment procedures, state-of-the-art modelling of tempering, and residual stress characterisation
techniques are explained in the literature review. In the section that follows, the proposed methodology
is presented and the numerical procedure is described in detail.

With the aim of validating the proposed FSI methodology, two different case studies are modelled.
First, a validation procedure based on laboratory case studies characterised by symmetrical single-jet
cooling is presented. Here, the defined laboratory case studies, the corresponding numerical models and
the followed experimental procedure are explained. Then, the proposed FSI numerical methodology
is validated by the experimental laboratory results and challenge of the high computational cost is
also addressed. A sensitivity analysis to analyse the influence of specific process uncertainties and
modelling parameters on the residual stress development is also carried out.

Once the proposed numerical procedure is validated by laboratory data, the performed procedure
is extended to an industrial case study, where multiple nozzle arrays are employed. In this way,
the validity of the performed hypotheses and their implementation in an industrial environment are
demonstrated. Figure 2.1 depicts an overview of the steps carried out in this project.

Finally, the main conclusions of the analysis are summarised.
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2. Numerical methodology based on Fluid-Structure Interaction to predict residual
stresses during tempering

FSI one-way procedure

σ(x,y,z,t)

Modified procedure

σ(x,y,z,t)CPU cost reduction 
analysis

Experimental validation: single-jet laboratory case studies

FSI one-way procedure

σ(x,y,z,t)

Modified procedure

σ(x,y,z,t)CPU cost reduction 
analysis

Experimental validation: multi-nozzle array industrial case study

Figure 2.1: Overview of the study to estimate the residual stress pattern in glass components.

2.2 Literature review

This section summarises the state of the art of glass tempering. Firstly, the different types of structural
glass are outlined. Secondly, the current experimental procedure for heat treating glass is analysed. The
thermo-mechanical behaviour of the material and the various numerical approaches to predict residual
stresses in glass are then discussed. Finally, the main residual stress characterisation techniques to
ensure the required part quality are reviewed.
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2.2. Literature review

2.2.1 Structural glass

The most common and least expensive glass type is soda-lime-silica glass [2, 60, 61]. Beverage bottles
and containers, lenses and mirrors, lightbulbs, window panes and façades are all made from this
material [62]. Through out this thesis the term glass is used for the soda-lime-silica glass family.
Despite its brittle nature, properties of heat treated glass can be similar to those of ductile materials,
such as aluminium (see Table 2.1).

Table 2.1: Properties of glass and aluminium [63].

Annealed glass Tempered glass Aluminium
Strength [MPa] 7-28 59-150 130
Young’s modulus [GPa] 70 70 70
Density [kg/m3] 2500 2500 2700
Thermal expansion coefficient [K−1] 9.1 9.1 24
Poisson’s ratio 0.23 0.23 0.33

An additional problem related to glass is breakage, which may produce sharp fragments and cause
injuries. As a result, there exits different glass processing methods to accomplish the safety and
strength requirements needed for structural applications.

Annealed glass

During its forming process, glass is subjected to a rapid cooling that results in the development of
residual stresses. The main reason why glass is annealed is to relax or reduce the previously developed
residual stresses. Non-annealed or poorly annealed glass may break easily during handling or show
poor mechanical resistance under any thermal or mechanical load. Thus, annealing is usually applied
to increase the durability of the material and to obtain a high degree of homogeneity of the refraction
index [64].

Nowadays, the annealing process is continuously applied on the production line, where residual stresses
are relaxed by cooling the material under controlled conditions until room temperature.

Tempered glass

Generally, introduction of compressive stresses into the surface is the most cost-effective way to
strengthen glass. Compression closes small existing cracks present from the manufacturing process.
This fact lead to a larger ultimate strength of the material, which can be as much as 4 to 5 times
higher than the one of annealed glass.

In order to achieve high durability, the depth case, which refers to the depth of the compressive layer
in thermally tempered parts, must be greater than the size of any surface defect. Some typical flaws
reach 1–10 µm, even though, the size of the flaws is widely distributed and there might be larger flaws
around 100 µm [8].
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2. Numerical methodology based on Fluid-Structure Interaction to predict residual
stresses during tempering

The commercial strengthened glass market is mainly dominated by the chemical and thermal tempering
processes. On the one hand, during chemical tempering an alkali-containing glass is immersed in a
bath containing a molten alkali salt such as potassium nitrate (KNO3). This process takes place at
temperatures around 370 – 450 ◦C. In the case of soda-silica glass, the larger potassium ions replaced
the host sodium ions, creating a compressive stress layer that increases glass strength. The main
advantages of this process are the achievement of large surface compressive stresses, the ability to
temper thin plates even down to 100 µm, and the ability to strengthen irregular geometry products as
long as the surface can be contacted by the molten salt [7, 10, 12]. Nevertheless, the main drawback
of this process is the cost due to the specific equipment needed and the large process duration [8, 12].
Some other disadvantages are the limitation to certain types of glass and the associated low depth of
layer (< 100 µm).

During the thermal tempering, glass is heated to a uniform temperature at which it is fluid enough to
relax internal stresses and rigid enough to avoid large deformations due to its own weight. Air jets are
usually employed for chilling the material from a temperature above the glass transition temperature.
The surface of the part cools more rapidly than the core, and at a certain point the surface will
behave as an elastic solid, whilst the interior still remains in a viscous state. The coefficient of thermal
expansion of the liquid glass is about three times higher than the solid glass, resulting in a contraction
mismatch during the rapid cooling. When the surface is cooled down to ambient temperature, the core
continues to cool and contract leading to a compression stress state on the surface [8, 12]. Consequently,
a balancing tensile stress is developed in the midplane of the component, resulting in a parabolic stress
distribution through the thickness of the part.

Thermal tempering is a very efficient method to handle flaws as it creates a large case depth, being
nearly a 20% of the wall thickness [7, 10]. However, limitations arise for thicknesses down to 2-3 mm
[12]. Additionally, when the stresses exceed the tensile strength or when a crack propagates into the
tensile zone, glass breaks spontaneously into small fragments due to the release of the high strain
energy of the material [8, 10, 65]. Because of this large internal strain energy, all fabrication altering
the stress distribution, such as, cutting, edge-working, or drilling of holes must be performed prior to
the heat treatment process [8, 66]. Similarly, tempered glass tends to fracture into blunt and small
fragments reducing the risk of injuries. Therefore, tempered glass is habitually used as safety glazing,
such as in shower enclosures, roofs or in applications where significant resistance against wind pressure,
thermal stress or both, is needed.

Heat strengthened glass

The heat strengthening process is very similar to thermal tempering, but the cooling is less severe,
hence, it brings about a lower glass strength. As lower compressive stresses are achieved, heat strength-
ened glass does not show the same fracture pattern as tempered glass and it breaks into large pieces
resembling the breakage mode of annealed glass [8, 63]. Through out this thesis, the term tempered
glass is used for heat treated glass, even if certain standards define a specific uniform compressive
stress value to attain such condition [67].
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Laminated glass

Laminated glass consists on layering two or more sheets using an adhesive foil. The glass sheets might
consist of annealed, heat strengthened, fully tempered, or a combination of them, albeit annealed
sheets are the most commonly used [66]. The interlayer is usually made of thermoplastic polymer
PVB (Polyvinyl Butyral) because it almost completely blocks ultraviolet radiation and produces high
sound insulation [9, 10, 63, 68]. The structural behaviour is determined by the ability of the interlayer
to transfer shear between the glass panes [69]. When one glass sheet is broken, the fragments remained
stuck to the interlayer making it suitable for safety applications. Laminated glass is on average more
expensive than tempered glass as it is thicker, and thus, heavier. Moreover, as different glass types
can be combined, it is convenient to analyse them independently before joining them into a laminated
glass structure.

2.2.2 Thermal tempering procedures

During the thermal tempering, glass is heated to a uniform temperature at which it is fluid enough to
relax internal stresses and rigid enough to avoid large deformations due to its own weight. Heating by
radiation rather than by convection is preferred as smaller thermal gradients are generated within the
part due to the volumetric feature of radiation in glass [70].

Regarding the initial quenching temperature, previous research findings showed its large influence on
residual stress development. Narayanaswamy proved that for a specific cooling rate, as the initial
quenching temperature was increased, the achievable degree of temper increased until a plateau was
reached [18]. A similar conclusion was obtained in this aspect by Aronen & Karvinen and Agboka et
al., who showed that as initial temperature increased, the maximum surface tensile stresses developed
at the onset of cooling decreased for different glass thicknesses [20, 71]. This fact highlights the risk of
in-process breakage of glass during cooling. The authors stated that for high convection coefficients,
initial temperature lower than 650 ◦C could lead to breakage of the specimen. They also concluded
that the breakage of the specimen could be prevented if the tempering was initiated from a relatively
high temperature (T0 ≈ 700 - 750 ◦C). The reason for this may be the contraction and relaxation
phenomenon of glass. If tempering is performed from a relatively low temperature close to the glass
transition range, the surface rapidly cooled and the warmer region, namely, the core, restrain the
surface contraction putting it under tensile stresses. Nonetheless, if the initial temperature is high,
the midplane is too soft to restrain the initial surface contraction and tensile residual stresses do not
occur. At such high initial temperatures, however, components may exhibit large deformations or
warpage due to the low viscosity of the material. Thus, heat treaters are forced to quench the part
from lower initial temperatures even if this imply a smaller degree of temper and the development of
tensile residual stresses at the beginning of the process. Therefore, the uniformity of the temperature
distribution along the whole glass surface becomes a major concern to prevent in-process fracture
during quenching.
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Historically, different cooling strategies have been adopted to quench glass. First attempts regarded to
water immersion quenching. However, the use of water provided excessive cooling rates bringing about
the breakage of glass during cooling. Furthermore, immersion quenching generally shows different
boiling regimes during cooling, resulting in a complex temperature dependent phenomenon [72, 73].
Consequently, this technique resulted in an excessive and non-uniform cooling making it an inadequate
candidate for glass tempering [13]. Afterwards, liquids with moderate heat transfer capability, such as,
mixture of oils and greases, molten salts or low melting metals like tin, were used. Nonetheless, even
these type of liquids needed to be preheated to decrease their cooling power, becoming a potential
hazard for the operators who quench the red-hot glass into the preheated oil. Additionally, quenching
by solid contact was also investigated. This technique consisted on pressing glass between two cold
metal plates reducing the distortion produced by liquid quenching. However, chill cracks arose on the
surface as a consequence of the large heat transfer between glass and metal. It was in the 20th century
when not only the shape but also the surface finish was preserved by cooling glass by impinging air jets.
Thermal tempering by air jets can be directly performed on the production line without reheating the
workpieces that have been made. Nevertheless, the common industrial procedure consist on heating
the already manufactured part [14, 74–78].

Overall, the standard tempering process for flat glass consists of an horizontal process where the glass
moves on ceramic rollers [79]. With the aim of achieving an homogeneous heat extraction, oscillation
by moving the glass forwards and backwards over the rollers is also a common approach [26, 56]. For
this purpose, air quenching has become the dominant cooling technique employed in industry. The use
of air nozzle arrays involves smaller costs compared to immersion quenching, no production of toxic
or combustible gases and greater process flexibility.

Nevertheless, air quenching encompasses several challenges within the heat treating industry. As
the need to reduce the weight of the components became popular, the thickness of tempered glass
decreased. Consequently, as the HTC is approximately inversely proportional to the glass thickness,
higher values were required to fully temper glass (see Figure 2.2).
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Figure 2.2: The required HTC to temper glass as a function of thickness, adapted from [6] and [14].
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Accordingly, the required air power to temper glass is strongly dependent on the thickness of the
component to be quenched (see Figure 2.3).
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Figure 2.3: Blower power required to fully temper glass as a function of thickness, adapted from [14].

Consequently, the air blower costs could represent a significant amount of the entire glass forming and
tempering plant costs. As a result, other novel cooling techniques that enable lower manufacturing
costs and similar or higher heat transfer rates, such as mist cooling, are emerging [80–83].

2.2.3 Thermal tempering modelling

With the view to modelling the thermal tempering process of glass, different features need to be
taken into account. Firstly, the constitutive model of the material at high temperature needs to be
addressed. Then, different residual stress modelling approaches are reviewed. In this context, the
material behaviour and residual stresses are shown to be strongly dependent on temperature and the
temperature history of the material. Therefore, understanding of heat transfer mechanisms, such as
convection modelling and radiation in semi-transparent, becomes a paramount matter for predicting
and controlling residual stresses of heat treated glass.

Material constitutive model

The material constitutive model of glass is grounded on two main mechanisms that are involved in
the residual stress development during tempering: the viscoelastic stress relaxation and the structural
relaxation phenomena.

1) Viscoelasticity
Glass is an amorphous non-crystalline material where silica (SiO2) is the main component. At
room temperature, glass behaves as a linear elastic solid. However, when temperature is increased
its mechanical properties change rapidly over a small temperature range, also known as the glass
transition temperature, Tg. For this reason, glass is known to exhibit the phenomenon of glass
transition [10, 61]. During this transformation stage, the bonds of the material break, denoting the
onset of viscoelastic behaviour.
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Viscoelastic materials are generally modelled by phenomenological spring and dashpot models, such
as the Generalised Maxwell model. In this way, the time dependent linear viscoelastic behaviour of
the material is described by means of a differential equation. In 1876 Boltzmann developed a more
general model for materials exhibiting multiple relaxation mechanisms [84]:

σij(t) = 2
∫ t

0
Gs (t− t′) deij (t′)

dt′ dt′ + δkij

∫ t

0
Kb (t− t′) dεii (t′)

dt′ dt′, (2.1)

where σij is the stress tensor, t refers to the time, t′ is an incremental parameter for time, eij is
the deviatoric strain tensor, εii is the trace of the strain tensor and δkij is the Kronecker’s delta.
According to the Boltzmann superposition principle, the stress relaxation due to viscoelasticity is
characterised by the time dependent shear Gs(t) and bulk Kb(t) modulus. The shear modulus
affects to the deviatoric stress while the bulk modulus to the hydrostatic stress. These relaxation
modules can be described as a series of exponential functions known as Prony series [85].
In addition to time, temperature has a strong influence on the viscoelastic material properties.
The characterisation of the stress relaxation curves implies a hard experimental work to obtain the
different relaxation curves under different loads for each temperature. However, in certain cases it
is possible to shift the normalised relaxation curves and build a single master relaxation curve based
on a reference temperature TB. The materials that are able to relate the time and temperature
in this manner are known as thermorheological simple materials, and glass is characterised by this
behaviour. For this reason, the relaxation function of glass obtained at an arbitrary temperature
can be transformed to another temperature by defining a scaled time ξ instead of the real time t.
The scaled time has the dimension of time and is given by the following expression:

ξ = φ(T )t. (2.2)

The shift function, φ(T ), which is generally used to scale the real time t, obeys an Arrehnius type
law:

lnφ(T ) = ln µg (TB)
µg(T ) = Hact

Rg

(
1
TB
− 1
T

)
, (2.3)

where µg is the dynamic viscosity of glass, T is an arbitrary temperature, TB the reference temper-
ature, Hact is the activation energy and Rg is the universal gas constant.
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2) Structural relaxation
Depending on the rate of heating or cooling, certain glass properties such as density are varied.
This variation stems from the structural arrangement of the atoms. In addition, the structural
relaxation is deemed as an influential phenomenon during the residual stress development in glass
[18]. Based on the mathematical formulation proposed by Narayanaswamy [17], Figure 2.4 shows
the volumetric contraction phenomena over the glass transition range. As can be observed, the
volumetric contraction varied not only with temperature but also with the applied cooling rate,
whereas the thermal contraction remained constant. All the same, it always shows the same shape;
it increases with temperature and stabilises beyond the glass transition temperature, Tg.

Figure 2.4: Variation of thermal and volumetric expansion coefficients over the glass transition range
for different cooling rates: 0.1 ◦C/s, 1 ◦C/s, and 10 ◦C/s; based on [17].

The volumetric contribution to the total contraction coefficient vanishes at a higher temperature
with increasing cooling rate. When a low cooling rate was applied, such as 0.01 ◦C/s, the contri-
bution of the volumetric expansion coefficient vanished at 350 ◦C, whereas if a higher cooling rate
was applied, namely, 10 ◦C/s, this phenomenon occurred at 400 ◦C. The latter case had more to
do with the cooling rate magnitude that normally occurs during the tempering process. Similarly,
Figure 2.5 sets out the variation of normalised volume over the glass transition range when the
material is subjected to different cooling rates. As shown here, the higher the applied cooling rate,
the higher the volume in the material. As a result, the density of the material became smaller
for high cooling rate processes than for a lower cooling rate process. This fact combined with a
non-uniform cooling leads to a non-uniform contraction of the material, which is considered as one
of the main sources of residual stresses. Additionally, it is possible to observe that almost all the
structural arrangement occurred in the glass transition range. However, as glass is an amorphous
material, its microstructure continued to rearrange even at lower temperatures.
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Figure 2.5: Variation of normalised volume over the glass transition range for different cooling rates:
0.1 ◦C/s, 1 ◦C/s, and 10 ◦C/s; based on [17].

With the aim of describing the microstructural state of glass, Tool introduced the concept of fictive
temperature, Tf , as a measure of the degree of non-equilibrium glass [86]. In 1971 Narayanaswamy
proposed a structural model that accounted for these cooling rate dependent properties [17]. In
this regard, a new mathematical statement to determine the fictive temperature was presented. In
this way, the fictive temperature was observed to be dependent on the response function Mp(t),
which is obtained experimentally:

Tf(t) = T (t)−
∫ t

0
Mp (ξ(t)− ξ′(t)) ∂T (t′)

∂t′
dt. (2.4)

When the fictive temperature was found, the thermal strain, εth, could be calculated by the next
equation:

∆εthij = δkij∆εth = δkij (αg∆T + (αl − αg) ∆Tf) , (2.5)

where δkij is the Kronecker delta and αl and αg are the thermal expansion coefficients for the liquid
and solid state, respectively.

Residual stress modelling

Two main aspects are distinguished when it comes to residual stress calculation in glass components,
namely, the structural or material field and the heat transfer modelling. The material modelling and
the origin of residual stresses in glass have been deeply studied in literature. Adams & Williamson
described the first analytical equation for uniformly cooled glass sheets [15]. From this point on,
additional models for non-uniform cooling processes, such as the tempering process, were proposed
[13, 87].
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Following the works based on the thermoelastic theory, Lee et al. presented a viscoelastic model to
predict not only the final residual stress distribution but also the transient stress distributions [16].
However, the model was not able to fit the experimental data when quenching the material at low
quenching temperatures. Narayanaswamy & Gardon [88] improved the thermoviscoelastic model but
it was not until 1971 when Narayanaswamy proposed an extension of the viscoelastic model adding
the structural relaxation phenomenon of glass [17]. Moreover, this effect was shown to be a meaningful
contributor to the residual stress development during the glass cooling process [18]. As a consequence,
Nielsen et al. contributed to the calculation of residual stresses in complex glass components by
implementing the constitutive material model proposed by Narayanaswamy in a 3D algorithm for
finite element analysis [89].

On the other hand, heat transfer modelling is a key factor in the prediction of residual stresses in glass,
as they are largely influenced by the thermal history of the components. During the glass tempering
process, where large heat transfer rates are obtained, the heat transfer mechanisms involved refer to
conduction, convection and radiation. Conduction is usually well understood as it is characterised
by the thermal conductivity of the material [21]. Regarding convection phenomena, the definition
of constant and uniform HTCs has been a commonly adopted approach due to its associated low
computational cost. Daudeville & Carre presented a FEM model to calculate residual stresses in
glass plates based on the definition of constant HTCs [19, 22]. Bernard et al. conducted a thermal
characterisation in aluminium plates by thermocouples to resemble the heat extraction in glass during
tempering [90, 91]. In this manner, they determined the local HTC for different areas of the plate: top
surface, edge and hole surface. Nielsen et al. performed a parametric study to observe the influence of
geometrical features, such as, plate thickness or hole diameter, on residual stress development near holes
[23]. To this end, the authors defined convective HTCs on the glass surface based on the aforementioned
study of Daudeville & Carre [22]. Similarly, Pourmoghaddam et al. carried out more exhaustive
parametric studies about the behaviour of residual stresses near geometrical discontinuities [24, 25].
They relied on the HTCs obtained by Bernard & Daudeville to perform the thermal calculations [91].
In a more recent work, Pourmoghaddam et al. presented an inverse analysis to determine the needed
engine power in order to reach a specific residual stress magnitude by air quenching [92]. The authors
performed axisymmetric simulations to calculate the required HTC for the desired degree of temper.
Overall, the main shortcoming in the numerical modelling of heat treatment processes is to neglect the
local flow phenomena and to approximate it by uniform and constant HTCs over time. Conversely,
Mikkonen et al. proposed an alternative approach by using time-constant but spatially different HTC
distributions to analyse the effect of different jet configurations on a moving plate [26]. This assumption
might enable a further reduction of the computational cost. However, as the transient nature of the
turbulent flow is simplified, its influence on the adopted tempering configuration needs to be assessed.

Convection modelling

The defined nozzle geometry and arrangement was reported to have a huge importance on the heat
extraction distribution of cooled parts [93]. In fact, the use of multiple nozzle arrays might lead to
substantially different flow and heat transfer characteristics than the ones obtained by single jets due
to the interaction between neighbouring jets [94, 95]. At short jet-to-plate distances and high jet
velocities, the deflected air streams after hitting the surface may meet on the vicinity of the stagnation
points and secondary peaks in heat transfer rate can be developed [96]. Conversely, at large nozzle-
to-plate distances and small spacings between jets, interaction of the jet flows before reaching the
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surface can take place [97]. Consequently, the flow strength might be weakened and smaller heat
transfer magnitudes can be achieved. Nevertheless, if the nozzle-to-nozzle distance was increased, the
interaction between cores disappeared and the interaction between the deflecting flows of each jet on
the surface might foster an upward flow, also known as the ’fountain effect’ [97, 98]. Finally, the design
of the outflow is known to have a strong influence on the cooling efficiency and effectiveness, as it may
determine the strength of crossflow on the surface [75, 94, 99].

All these effects had a direct impact on the residual stress distributions as emphasised by Monnoyer
& Lochegnies [34]. Nielsen et al. accomplished residual stress measurements on commercially tem-
pered glass plates with different thicknesses by a portable scattered light polariscope (SCALP) [35].
They concluded that more knowledge about the control of the heat treatment process was needed as
they observed high variations not only in the residual stress state of individual specimens, but also
among specimens of the same batch. A similar statement was made by Anton et al., who measured
the residual stress pattern by SCALP and concluded that highly non-uniform distributions were ob-
served [36]. Likewise, Chen et al. carried out an experimental investigation about the uniformity of
residual stresses in tempered glass plates [56]. They concluded that too spaced cooling jets might lead
to residual stress inhomogeneity and that oscillation of the glass specimen could improve the cooling
flow homogeneity. Last but not least, Mikkonen et al. and Karvinen et al. analysed the importance
of heat transfer control on the quality of glass in terms of optical anisotropy [26, 54]. The authors
highlighted the use of numerical methods to solve the HTC distributions developed by jet impinge-
ment. Thus, flow uniformity becomes a main concern during tempering. However, the assumptions of
homogeneous and constant HTCs hinders the consideration of non-uniform cooling distributions. Fur-
thermore, authors generally not only emphasised the need to control heat transfer during tempering,
but also mentioned shortages regarding numerical modelling, such as, the complexity of modelling the
interaction of multiple impingement jets and the large amount of computational resources required.

Recently, the application of novel cooling techniques, which in turns demand more sophisticated numer-
ical approaches, is becoming popular within the heat treatment industry. With the view to enhancing
the quality of the products or reducing the manufacturing costs, new processes, such as, pulsed jets,
swirling jets or interrupt quenching techniques encompassing the use of mist cooling might be encoun-
tered [100–102]. For this purpose, modelling the turbulent flow and its interaction with the target
surface becomes the major challenge for understanding the involved underlying mechanisms and the
developed transient boundary layer. In this sense, computational fluid dynamics (CFD) becomes a
powerful tool that allows capturing the effect of flow behaviour in the heat exchange along the heat
treated surface.

Based on CFD, the fluid phase and heat and mass transfer are modelled by the Navier-Stokes equations,
composed of the conservation of mass and the momentum. On the one hand, the continuity equation
can be written in partial differential form as follows:

∂ρ

∂t
+∇ · (ρ~v) = 0, (2.6)

where ρ is the density and ~v is the velocity. The first term represents the mass rate increase in time
and the second one the mass flow out of the control volume. On the other hand, conservation of
momentum in an inertial or non-accelerating reference frame can be described in partial differential
form as follows:
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∂(ρ~v)
∂t

+∇ · (ρ~v~v) = −∇p+ ρ~g + µ∇2~v + ~F . (2.7)

The first term on the left side represents the momentum increase rate, and the second term the
momentum flux composed of static pressure gradient, gravitational forces, the viscous stress tensor
and external body forces, respectively.

Regarding heat transfer analysis, density is no longer constant and an additional fundamental equation
is needed to complete the system. This relation is the energy equation given by:

∂

∂t

[
ρ

(
e+ v2

2

)]
+∇ ·

[
ρ

(
e+ v2

2

)
~v

]
= ∇ · (kth,f∇T + (τv · ~v))−∇ · (p~v) + Sh. (2.8)

In this equation the bracketed term is the total energy of the flow composed of the internal energy, e,
and kinetic energy, v2/2. kth,f is the thermal conductivity of the fluid and τv the viscous stress tensor.
The terms on the right-hand side of the equation represent the energy transfer due to conduction,
viscous dissipation and the sources of energy Sh, which include the heat generation due to chemical
reactions, radiation source terms or heat transfer between the continuous and a discrete phase. In the
solid region, the energy equation shows the following form:

∂T

∂t
ρgcp,g = ∇ · (kth,g∇T ) + q̇, (2.9)

where ρg, cp,g and kth,g are the density, specific heat and conductivity of glass, respectively, and q̇ is
the volumetric heat generation.

An additional key factor in CFD simulations refers to the modelling of turbulence. Navier-Stokes
equations and turbulence modelling are highly non-linear, and hence, numerical methods are used to
solve them. The Direct Numerical Simulation (DNS) is the most precise method, followed by the
Large-Eddy Simulation (LES) approach, and finally, the Reynolds-Averaged Navier-Stokes (RANS)
numerical method is encountered. The computational cost of each method is directly related to its
resolution degree. DNS implies a prohibitively high computational cost and it could be considered
non-practical for industrial applications. LES requires less computational resources but still demands
a very fine grid to solve turbulence scales. Actually, even if RANS is considered to be the lowest
accurate method to solve turbulent flows, it has shown an appropriate performance when modelling
jet impingement heat transfer applications [100, 103]. Consequently, in the following lines the RANS
method is briefly described.

The velocity at a particular point in a turbulent fluid is characterised by a high fluctuating behaviour.
The RANS approach decomposes the instantaneous velocity of the flow into the time-averaged and
fluctuating components. To do so, it introduces additional unknowns into the Navier-Stokes equations,
namely, the so-called Reynolds stresses, which are related to the involved averaged fluctuating velocity
components. Two types of closure models exist to solve the unknown additional parameters and
close the system of governing equations: the Reynolds-Stress Model (RSM), also known as the seven
equations model, and the Eddy Viscosity Model (EVM), which is classified according to the number
of equations involved; zero, one or two equation models. The EVM entails a lower computational
cost. Moreover, for most industrial applications, two equation turbulence models are generally used.
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These models make use of empirically correlated constants to solve the proposed turbulence modelling
equations. Among them, the standard k − ε model is the most widely used model in engineering
problems. However, it performs poorly for flows with large pressure gradients, strong separation and
high swirling component. Consequently, it usually shows poor results in the stagnation and wall
jet regions and it is not recommended for jet impingement applications. In this context, the k − ω
turbulence model has gained popularity as it is considered to be more accurate than k − ε models for
boundary layer flows [104]. Particularly this is the case for the Shear Stress Transport (SST) model.
The SST model is a two equation turbulent model where the k − ω model is employed to solve the
boundary layer and the k − ε model is used to solve the freestream flow in the far field. Additionally,
Zuckerman & Lior performed an exhaustive review about turbulence modelling and considered the
SST model as one of the most appropriate options to model impinging jets in terms of accuracy and
computational cost [100]. Recently however, ANSYS developed a new turbulence model family called
Generalised k − ω (GEKO) model. GEKO is based on the k − ω model formulation, but with the
flexibility to cover a wide range of flow scenarios, such as jet impingement. This way, a better prediction
of the round jet expansion is achieved, as conventional models like SST may overpredict the spreading
rate of round jets substantially.

Furthermore, when the impinging flow hits the targeted surface, an abrupt change of the flow velocity
takes place, resulting in large wall shear stresses and an overprediction of the turbulent kinetic energy on
the surface [103]. As a result, an overestimated heat transfer rate may be achieved in the stagnation
area on the targeted surface. The Intermittency Transition model with Kato-Launder production
limiter was found to deal with this problem [105–107]. This option limits the excessive production
of turbulence kinetic energy caused by the high level of shear stress rate in the stagnation regions.
Nevertheless, underprediction of heat transfer in the stagnation region have been observed for H/D >
10 [108].

In general, the presented turbulence models are based on the assumption that turbulent Reynolds
numbers are high enough to neglect viscous effects. Turbulent flows however, are significantly affected
by the presence of walls. Near a wall, velocity changes rapidly due to the no-slip condition which
results in viscous phenomenon in the immediate vicinity of the wall. This near-wall region is called
the viscous boundary layer. As a result, large gradients occur near the impinged wall, and thus, it is
crucial to accurately represent the flow in this region. The distance from the wall is measured by the
non-dimensional parameter y+, which is defined by:

y+ = ρvτy

µ
(2.10)

where y is the distance from the wall, µ is the dynamic viscosity of the fluid and vτ is the friction
velocity given by:

vτ =
√
τw
ρ

(2.11)

where τw is the wall shear stress. The turbulence scales developed in the boundary layer are so small
that the needed number of cells increases considerably. If the k – ω turbulence model is used, the
boundary layer is numerically solved. Consequently, a high quality mesh is needed to properly model
the boundary layer and the y+ value shall not exceed the unity for the first grid cell [104].
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Radiation modelling

During glass tempering, not only the convective heat transfer is important, but thermal radiation
in semi-transparent media also gains special relevance. In semi-transparent materials the absorption
and emission of energy are a bulk rather than a surface phenomena. Thus, it can play a vital role
in the temperature calculation as it helps to redistribute the heat through the component [37, 38].
According to Siegel, this fact might have a direct impact on residual stress development during the
manufacturing or heat treatment processes [39]. Recently however, some authors stated that the
contribution of radiation decreased as the cooling rate increased [20, 40]. Figure 2.6 sets out the larger
weight of radiation in the total heat flux extraction as glass becomes thicker during a conventional
tempering process.
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Figure 2.6: Contribution of radiation during quenching from 620 ◦C as a function of thickness, where
the remaining part refers to the forced convection contribution. Adapted from [6].

Even though, as works focused on this topic relied on 1D calculations, its importance and effect
on the spatial residual stress distribution was not clarified yet. Thus, being radiation a volumetric
phenomenon, it demands specific modelling techniques. Gardon was the one who presented a pioneering
thermal model accounting for the volumetric feature of glass radiation, meaning that each element
inside the volume of the material was able to emit and absorb energy [70]. As a result, this process
tended to homogenise the temperature within the material, while in opaque materials conduction is
the only mechanism that enable this heat distribution. Recently, Siedow et al. described three main
numerical methodologies to solve the complex mathematical formulation related to the radiative bulk
behaviour of glass: the diffusion or Rosseland approximation, methods based on the spherical harmonic
expansion (PN approximation) and the Discrete Ordinates Method (DOM) [109]. Among them, the
DOM was considered to be the most accurate one but it also involved a high computational cost [110].
Because of this reason, many authors have neglected the volumetric feature of glass radiation in order to
simplify the numerical computation [25, 92]. Other authors included the radiation effect on the defined
convective HTC [22, 89]. Bernard et al. proposed an alternative solution based on two radiative fluxes
by defining a surface emissivity for the opaque spectral field and a volume emissivity for the semi-
transparent wavelength range [90, 91]. Nevertheless, no radiation interaction within the volume was
considered. Lately, Siedow et al. and Agboka et al. performed 1D thermomechanical analysis and
compared different methods for the computation of radiation in glass [20, 40]. The authors showed
in terms of residual stresses that the modified DOM was in better agreement with the experimental
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results.

The DOM solves the radiative transfer equation (RTE) by defining a finite number of discrete solid
angles. Each angle is defined by a vector direction ~s in the global Cartesian system (x, y, z). This
method also allows to model non-grey radiation assuming a grey-band model. As glass exhibits a
banded behaviour of this type, a constant spectral absorption coefficient aλ for each wavelength band
can be assumed.

The RTE for a non-grey model and in terms of spectral radiative intensity Iλ(~r,~s) can be written as:

∇ · (Iλ(~r,~s)~s) + (aλ + σsc) Iλ(~r,~s) = aλIb,λ + σsc

4π

∫ 4π

0
Iλ(~r,~s)Φ(~s,~s′)dΩ′. (2.12)

In this equation ~r is the position vector, ~s is the direction vector, ~s′ is the scattering direction vector
and σsc is the scattering coefficient. The spectral absorption coefficient is denoted by aλ and Ibλ is
the black body intensity given by the Planck function. Finally, the phase function and solid angle are
represented as Φ and Ω′, respectively.

2.2.4 Residual stress characterisation techniques

Residual stresses arise from the resulting large thermal gradients and the inhomogeneous contraction
of glass. These stresses can be measured by destructive or non-destructive methods.

Destructive methods analyse the glass fragments to determine the residual stress magnitude of glass
parts. Dicing, namely, the ability of glass to break into small pieces, depends on the tensile residual
stresses developed in the midplane of the part. A large amount of strain energy is able to reduce the
glass fragments into harmless, cubical in shape, with blunt edges and no sharp points pieces. Thus,
large fragments are the consequence of insufficiently tempered glass. As a result, heat strengthened
glass are usually known as the strongest glass that do not experience dicing. The European standard
EN 12150-1 establishes the procedure to be followed to carry out this assessment [111]. Many works
studied the relation between glass fragments and residual stresses and relied on the counting of broken
fragments to assess the quality of heat treated glassware [35, 102, 112–115]. However, this technique
might only be valid for qualitatively assess the degree of temper, as some authors stated that no
correlation exists between the local residual stress magnitude and the number of fragments [35, 112].

Among non-destructive measurements, photoelastic measurements based on the polarisation of light
are encountered. Glass is optically isotropic, which means that its refractive index is the same in all
directions. However, mechanical stresses causes deformations in the glass structure bringing about
local changes in the refractive index within the material. This phenomenon is known as optical
anisotropy or birefringence. Hence, stressed glass shows different indexes of refraction that coincide
with the principal stress axes [116]. Because of this reason, polariscopes are instruments that are able
to photoelastically quantified the residual stress pattern in glass components [25, 34, 117–119].
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For a quantitative measurement of residual stresses in glass, different methods are reviewed in the
literature [120]. Among them, the method based on scattered light photoelasticity used for three-
dimensional stress analysis has gained traction during the last decade. Recently, Aben et al. developed
a portable measurement equipment which offers the possibility to determine the stress distribution on
the surface and through the thickness of glass [112].

The device emits a polarized laser beam at 70◦ angle from the surface normal, and it records the
polarisation change along the light path. The variation in the intensity of the light makes the software
possible to calculate the absolute optical retardation at each point along the laser beam. Finally, being
the photoelastic constant of soda-lime glass known (C = 2.7 TPa−1), the stress is calculated by:

σ = 1
C
· δopt

sin2βbeam
, (2.13)

where δopt is the optical retardation and βbeam is the laser beam angle specified by the manufacturer.
The measuring accuracy of SCALP alludes to 5% [121]. To avoid refraction of light, a glass prism and
a layer of immersion liquid between the prism and the glass panel are employed (see Figure 2.7).
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Figure 2.7: Internal mechanism of SCALP-05 adapted from [122].

With the aim of measuring residual stresses in glass components, the SCALP has been widely used by
several works in the literature [25, 35, 36, 123, 124].

2.3 Numerical FSI methodology to predict non-uniform resid-
ual stress distributions

The proposed methodology presents a FSI based numerical procedure to predict the non-uniform
residual stress distributions during the glass tempering process. Firstly, the general FSI one-way
based methodology is provided. Subsequently, with the aim of reducing the computational cost of the
general FSI procedure, different computational cost reduction techniques are proposed. In this way, a
cost-effective modified FSI procedure for calculating residual stresses is presented.
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2.3.1 General FSI procedure

One of the main limitations in most works focused on the residual stress prediction during heat
treatment processes refers to the definition of constant and uniform HTCs over time. As a result, non-
representative residual stress distributions might be achieved. Generally, heat treated components do
not show uniform residual stress patterns due to the employed cooling technique, mainly composed
of air jet arrays. The influence of a non-uniform cooling however, is generally not considered even
if the thermal history of the material is known to play a vital role in residual stress development,
especially, in glass components. Therefore, the proposed FSI one-way procedure intends to capture
the effect of non-uniform cooling to predict the residual stress magnitude and distribution on heat
treated components. The procedure consists of the following steps:

1. Thermal history calculation: a CFD model, where the conduction, convection and radiation
phenomena are considered, needs to be defined. Here, the material physical, thermal and optical
properties as well as the turbulence and radiation models are defined. To this end, the commercial
CFD program ANSYS FLUENT is used for carrying out the calculation.

2. Structural model considering the structural relaxation of glass: the calculated temperature
distribution are transferred into the commercial Finite Element Analysis (FEA) software ABAQUS
FEA. The structural model considers the viscoelasticity and structural relaxation phenomena of
glass based on the Narayanaswamy model. Its implementation in a 3D algorithm for finite element
calculation can be found in the study of Nielsen [85].

3. Non-uniform RS prediction: once the part is cooled down to ambient temperature and the
complete thermal history is read, the permanent residual stresses are predicted. A 3D geometry
model is considered to represent the complete residual stress domain.

Figure 2.8 sets out the overview of the proposed numerical procedure for calculating the non-uniform
residual stresses.

Thermofluidic CFD model:
       - Turbulence model
       - Glass volumetric radiation

Thermal history (t0 → t∞)
T(x,y,z,t)

RS pattern (t0 → t∞)
σ(x,y,z,t)

FEA structural model:
Narayanaswamy material model:
       - Viscoelasticity
       - Strucutral relaxation

One-Way Coupling FSI Model 

Figure 2.8: Flow chart of the proposed FSI one-way procedure to calculate the residual stress pattern
over time.
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2.3.2 Computational cost reduction techniques

The present FSI one-way procedure involves a large computational cost mainly due to the radia-
tion phenomenon and the fluid flow computation. Thermal radiation in semi-transparent media gains
special relevance, as it becomes a volumetric phenomenon as compared to opaque materials. Neverthe-
less, it also involves a large computational cost as it depends on many parameters, such as; direction,
wavelength, time, thickness of the material, and so forth. According to some authors however, the
importance of radiation decreased for low thickness and high cooling rates [6, 40]. Therefore, when
low thickness and high cooling rates are combined, radiation might be neglected in order to reduce the
computational cost of the model.

In addition to radiation phenomenon, CFD simulations usually imply the use of small time increments,
as low as milliseconds, to solve the physics related to turbulence and heat transfer. Consequently, the
proposed FSI procedure involves a large computational cost and needs a high amount of computational
resources making it unfeasible for an industrial time scale. For this reason, with the aim of further
decreasing the computational cost, the mechanisms involved on the residual stress development needed
to be understood.

The structural relaxation of glass is known as an important source of residual stresses during the
glass cooling process [18]. As shown in Figure 2.4 however, the volumetric feature of glass expansion
vanished at 400 ◦C taking into account the cooling rate magnitudes that are normally involved in the
tempering process. At this point, glass is below the Tg and behaves as an elastic solid material, making
the volumetric expansion to lose traction. As a result, there might be a critical time, tcri, with its
associated critical temperature, where residual stresses are no longer influenced by cooling rate and
become independent of thermal history.

Additionally, an alternative to further reduce the computational cost was reported in the literature
[26]. This approach simplified the transient calculation of the flow by defining a spatially non-uniform
but time constant HTC distribution.

With the view to validating these assumptions and optimising the current FSI one-way procedure for
quenching modelling, the influence of each computational cost reduction technique in the final residual
stress pattern was evaluated. From this assessment, the following main conclusions were drawn:

• Firstly, the influence of volumetric radiation was found to be negligible when low thickness
components were subjected to large heat extractions.

• Secondly, the existence of a critical temperature below which the obtained residual stress pattern
was independent from the applied cooling rate was verified.

• Finally, it was found that the use of spatially non-uniform steady HTC could be a cost-effective
solution but it could also present some limitations regarding the residual stress pattern when
complex transient flow phenomena became of relevance.
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2.3.3 Modified FSI procedure

Based on the conclusions drawn from the computational cost reduction analysis, the proposed mod-
ified FSI procedure to model low thickness quenching processes encompasses both, a transient CFD
simulation without volumetric radiation and a purely thermal model below the critical temperature.
This way, a commitment between accuracy and efficiency was sought. The use of a steady HTC could
be an additional implementation but the flow nature and its influence should be first addressed. In
this regard, Figure 2.9 presents the computational sequence of the proposed modified procedure.

HTC based thermal model FEA structural model:
Narayanaswamy material model:
       - Viscoelasticity
       - Strucutral relaxation

Sequentially Coupled 
Thermo-Mechanical Model (tcri → t∞) 

Thermofluidic CFD model:
       - Turbulence model

Thermal history (t0 → tcri)
T(x,y,z,t)

FEA structural model:
Narayanaswamy material model:
       - Viscoelasticity
       - Strucutral relaxation

One-Way Coupling FSI Model (t0 → tcri) 

Thermal history (tcri → t∞)
T(x,y,z,t)

RS pattern (tcri → t∞)
σ(x,y,z,t)

RS pattern (t0 → tcri)
σ(x,y,z,t)

Figure 2.9: Flow chart of the proposed modified procedure to calculate the residual stress pattern
over time.

As presented in Figure 2.9, a CFD model without volumetric radiation was defined with the aim of
capturing the transient local flow phenomena during the initial stage of the cooling process. However,
once the highest temperature in the model was below 400 ◦C, namely, when the critical time, tcri, was
reached, the CFD calculation was interrupted. At this point, the obtained initial thermal history was
transferred to a thermal model where a constant in time and spatially uniform HTC was applied. Here,
the remaining thermal history until room temperature was calculated. At this point, the steady-state
temperature instant, t∞, is attained. Finally, the complete thermal history was read into the structural
model and the non-uniform residual stresses were predicted.
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2.4 Validation procedure

In this section, the validation procedure is described. Firstly, the laboratory tests performed un-
der controlled conditions are defined. Next, the defined numerical model is explained. Finally, the
experimental procedure for validating the numerical results is described.

2.4.1 Description of case studies

In this section, the laboratory tests performed under controlled conditions are described. Soda lime
glass plates were used and hereinafter the term glass refers to the soda-lime-silica glass family. The
specimens were of a flat square shape with a nominal length of 90 mm on each side and a nominal
thickness of 4 mm. The edges of the plates were polished at the factory.

The as-received condition of the plates, was annealed. Therefore, a tempering process was applied to
develop residual stresses. For this purpose, specimens were symmetrically tempered by two air nozzles.
In addition, different jet-to-plate distances, H/D, were studied, where H is the distance to the plate
and D the nozzle diameter. As a result, two conditions are proposed to experimentally validate the
numerical results:

• Symmetrically tempered glass at H/D = 20 (STHD20).

• Symmetrically tempered glass at H/D = 40 (STHD40).

A frame structure to hold the glass plates in a vertical position was designed and manufactured. To
limit the thermal exchange between the glass sample and the supports, rock wool was used in the
contact areas. Each contact area was limited to 5-10 mm on the edges of the plate. In this way, a
perpendicular flow against the plate was achieved (see Figure 2.10).

H

D

Figure 2.10: The frame designed to symmetrically temper glass plates with single jets.
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2.4.2 Single-jet numerical model

In the following lines, the computational model of the performed laboratory tests is described, and the
computational fluidic domain, structural domain, and the defined material properties are explained.
Then the defined post-processing procedure is shown. Finally, a sensitivity study to analyse the
influence of specific parameters on the development of residual stress in the laboratory specimens is
presented.

Fluidic computational domain

The fluidic computational domain was composed of the glass plate and its surrounding fluid domain.
The inlet section was modelled as a pipe based on the length of the employed nozzles to obtain a
fully developed flow at the entry of the domain. To reduce the computational time, a 1/2 model was
employed, which was defined by assuming symmetry in the XY plane. Likewise, the computational
grid was extended sufficiently far to ensure that no significant pressure gradients normal to any of the
boundaries of the computational domain occurred (see Figure 2.11).

(a) (b) (c)

Plate Air

Figure 2.11: Three dimensional computational model: (a) 1/2 symmetry computational domain; (b)
mesh discretisation of the inlet domain; and (c) detail of the near wall mesh.

The fluid domain was divided into a central and an external region based on the location of the
quenched plate, where finer and coarser meshes were defined, respectively. In this way, multiple
refinement processes were carried out in both, the solid and fluid meshes, to appropriately represent
the zones where large velocity and thermal gradients occurred. For the fluidic computational grid, an
adaptive mesh method based on the velocity gradients of the air flow was employed. The resulting
model was composed of 3,667,714 elements. Six hexahedral elements were defined through half the
thickness of the plate and a bias factor of four was used to better capture the thermal gradients
developed on the surface. A structured hexahedral mesh was built to define the air domain and 16
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inflation layers with a first layer thickness of 5 µm were defined near the glass wall to obtain a wall
y+ value in the order of unity. In this way, the velocity and temperature gradients taking place at the
boundary layer were captured.

The GEKO turbulence model, and the pressure-based solver were employed. The SIMPLE algorithm
was used to solve the pressure and velocity fields and the second order upwind discretisation scheme
was selected. The convergence criterion was defined based on the root mean square residuals of each
equation. A value below 10−4 was considered for the momentum, continuity, and turbulent equations,
whereas a value below 10−6 was defined for the energy and radiation calculations.

The DOM was used to calculate the volumetric radiation phenomenon in the glass plate, and thus, a
grey-banded behaviour was assumed for the absorption coefficient as shown in Table 2.2. With the
view to clarifying the influence of volumetric radiation on the residual stress distribution during the
glass tempering process, calculations were made with and without considering the effect of radiation.

Finally, after analysing the time step size sensitivity, a Courant number between 1 and 10 was main-
tained to define the time step size. As for the initial conditions, an initial steady solution using a
first-order discretisation scheme to compute the fluid flow was performed. Subsequently, a second-
order discretisation scheme was selected and finally, the energy equation was activated by assuming a
uniform initial temperature of 650 ◦C in the plate. Nonetheless, the assumption of a uniform tempera-
ture at the onset of the tempering process might not be representative. Thus, the quench delay, which
refers to the time period from when the furnace door began to open until the cooling is initiated, must
be taken into account. To this end, a preliminary transient calculation to estimate the natural convec-
tion and radiation heat transfer until the part was transferred to the tempering unit was performed.
As a result, an initial non-uniform temperature distribution in the plate was assumed at the onset of
quenching.

Structural computational domain

After the CFD simulation was calculated, a structural analysis was performed by importing the model
into the finite element software. The same symmetry conditions and mesh as in the fluidic calculation
were used. However, in this case the fluid domain was removed and the numerical model was only
composed of the solid glass plate. In accordance with the element type, quadratic full-integration
hexahedral elements were defined. The mesh consisted of 48600 elements, composed of six elements
through half the thickness.
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Material properties

Glass was modelled by the constitutive model described by Narayanaswamy, which accounts for vis-
coelasticity and structural relaxation phenomena [17]. For this reason, a user-defined subroutine
UMAT was used to model the high temperature behaviour of glass. In the present study, the UMAT
was built based on the valuable contribution of Nielsen, who presented and validated the model of
Narayanaswamy for the glass tempering process in a commercial Finite Element code [85]. Simi-
larly, the material parameters for the exponential series used for viscoelasticity and for the structural
response function were based on the data described in the study of Nielsen [89].

The temperature dependent thermal conductivity and specific heat for soda-lime glass were based on
data from the literature [22]:

kth,g = 0.741 + 8.58 · 10−4T, (2.14)

cp,g =
{

1433 + 6.5 · 10−3T T ≥ 850 K,
893 + 0.4T − 18 · 10−8T−2 T < 850 K. (2.15)

Regarding the physical properties, a density of 2470 kg/m3 for soda-lime glass was defined. In addition
to these properties, a grey banded behaviour was assumed for the purposes of modelling the absorption
coefficient. Table 2.2 provides the defined absorption coefficient values for each wavelength range. The
refractive index was assumed to remain constant at 1.5 for the analysed region of the spectrum based
on the work of Nicolau & Maluf [125].

Table 2.2: Absorption coefficient values for specified wavelength bands.

Wavelength [µm] Absorption coefficient [1/m]
0.4 - 1.4 150
1.4 - 2.9 90
2.9 - 4 390

The absorption coefficient sharply increased after 2.9 µm, meaning that the glass became opaque for
long wave radiation. With regard to the thermal properties of the cooling fluid, temperature dependent
properties of air at ambient pressure were taken into consideration [126]. The specific heat, thermal
conductivity and dynamic viscosity of air were defined as a function of temperature, whereas the ideal
gas law was used to calculate the density of the air.

Post-processing procedure

The discussion of the post-processing procedure of the results is focused on the experimental tempera-
ture and residual stress measurements. Surface local points to validate the temperature variation over
time were defined. Figure 2.12 sets out the dashed area for computing the average surface temperature
and the defined measurement local points. The central, upper and lower local points aimed to capture
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the temperature in the stagnation area and its surroundings. A local point in the dry region, far from
the impingement area, was also defined.

Tdry

Tup

Tcen

Tdown

Tavg

x

y

Figure 2.12: The defined average area on the glass surface, and local points for measuring the
temperature variation over time.

Table 2.3 reports the four local points as well as their respective coordinates on the 90 x 90 mm surface.

Table 2.3: Local temperature measurement points with the corresponding coordinates.

Description Nomenclature Coordinates in mm
Central local temperature Tcen (45,45)
Upper local temperature Tup (45,60)
Lower local temperature Tdown (45,30)
Dry region local temperature Tdry (15,75)

As for the residual stress results, Figure 2.13 illustrates the representative area of analysis.
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SCALP measuring area (50 x 50 mm2)

Pdry
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Pjet
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Figure 2.13: Residual stress pattern on the complete glass surface and the area of analysis, in which
the stagnation area, dry region and the x and y paths to perform subsequent experimental

validations are defined.
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As the ordinary residual stress state defined by σx and σy is influenced by the directional feature of
the selected coordinate system, in this thesis the absolute maximum principal stresses were used for
the term residual stress. The following post-processing features were proposed to analyse the results:

• Absolute maximum principal stress contours were plotted in the area of analysis to identify the
tensile and compressive regions.

• Similar to the local temperature points, control points located in the dry and jet facing areas
were established to analyse the variations in residual stress over time. The dry region refers to
the area towards the edges of the plate, where the influence of the impingement flow lost traction.
The jet facing area or stagnation region refers to the zone where the jet flow collided with the
targeted surface.

• Two paths along the x and y directions crossing at the centre of the plate were defined to validate
the obtained residual stress magnitudes against experimental measurements.

Sensitivity analysis

The presented numerical methodology entailed uncertainty in many parameters due to the dissimilar
physics involved in the glass tempering process. Firstly, the material constitutive model, which in-
corporates viscoelastic stress relaxation and structural relaxation phenomena, involves discrepancy in
several material parameters as these are based on multiple works in the literature [16, 17, 86, 127]. The
main reason for this might be due to the highly complex methods to measure certain characteristic
parameter values. With this in mind, Daudeville et al. carried out a sensitivity analysis varying me-
chanical and thermal parameters [22]. The authors observed that variations in the Young’s modulus,
liquid glass thermal expansion coefficient and the reference temperature for viscoelastic modelling had
a significant effect on the magnitude of residual stresses. Additionally, as the composition of glass
can differ from manufacturer to manufacturer, Aronen et al. performed a similar uncertainty analysis
by varying thermal and mechanical properties [71]. They highlighted that variations in mechanical
properties had a greater influence on residual stress calculations and proposed an empirical correlation
to take these effects into account.

In general, insights into the sensitivity of parameters of the constitutive material model have been
provided by previous researches in the literature, and hence, was considered outside the scope of this
thesis.

Thermal modelling, on the other hand, is known to play a role in residual stress development during
tempering [18, 20, 71]. Thus, the variation of the initial quenching temperature and the defined jet
velocity were considered to be of great interest to observe the influence of these parameters on the
final residual stress distribution.

Furthermore, turbulence modelling is known to be a critical step in CFD due to its influence on the flow
and heat transfer behaviour of the considered application. As a result, there is no clear agreement in
the literature regarding the selection of turbulence models. The Standard k− ε model usually reports
poor results in the stagnation and wall jet regions, and thus is not recommended for jet impingement
applications. To date, the SST k − ω model has been considered as one of the most appropriate
options for modelling impinging jets in terms of accuracy and computational cost [100]. Additionally,
a new turbulence model called Generalized k − ω (GEKO), which enables a better prediction of the
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round jet expansion was identified in the literature [104]. The Intermittency Transition model with
Kato-Launder production limiter was also found to be useful for impinging jets at H/D < 10 [108].
Therefore, this study assesses the influence of turbulence modelling on residual stress development
by analysing the following models: the k − ω SST, GEKO and GEKO with Intermittency Transition
model with Kato-Launder production limiter.

2.4.3 Experimental procedure

The experimental laboratory work to validate the obtained results consisted of carrying out tempering
tests of glass plates to achieve different residual stress patterns. Similarly, a fluidic, thermal and
residual stress characterisation was proposed during the tests.

Thermal tempering tests

The tempering unit was composed of one DAG PRESTO GOLD nozzle on each side of the plates and
connected by flexible air hoses. Each jet had a 3 mm diameter nozzle and the distance between the
nozzle exit and the sample was varied from H/D = 20 to H/D = 40. Higher H/D ratios than the
standard tempering process were selected with a view to obtaining a more uniform stress distribution
and preventing very localised and large residual stresses in the plate. In the same manner, a flow meter
was employed to control the pressure and flow rate and an on/off switch was used to activate the air
supply.

A radiation furnace NABERTHERM LH60/14 was employed for the heat treating the samples. Firstly,
a temperature control of the heating process was carried out with a National Instruments data ac-
quisition system controlled by LabVIEW. A 4 slot NI cDAQ chassis with a 9213 module was used to
record the data from the temperature sensors. To this end, three N-type thermocouples were attached
to the glass surface with OMEGA CC high-temperature cement. Then, the furnace was preheated at
650 ◦C and a heating cycle of 10 minutes was defined based on the thermocouple measurements.

Once the furnace was heated up to 650 ◦C, glass samples were successively introduced into the furnace.
After the defined heating period finished, the frame was transferred to the cooling unit. Five samples
were quenched for each jet-to-plate distance to assess experimental reproducibility of the developed
residual stresses.

Fluidic characterisation

Turning now to jet flow velocity, pressure measurements with an AEROLAB wake-rake device con-
sisting of 18 total pressure ports were performed (see Figure 2.14). As the device was attached to a
three-axes positioning system, measurements were taken at different heights and a jet inlet-velocity of
200 m/s was fitted to the experimental data.
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Figure 2.14: Experimental set-up for the fluidic characterisation of the air jets.

Thermal characterisation

Thermography based temperature measurements were also performed with three repetitions per con-
dition. The thermographic camera FLIRT1030Sc recorded the temperature of the plates over time
during quenching. Likewise, the high emissivity ceramic coating AREMCO 840-CM, with an emissiv-
ity chart provided by the supplier, was used to paint a surface of the plate and record the temperature
during cooling. The emissivity of the coating presented an uncertainty range of ±3.5%. As two nozzles
were required for cooling down the specimens, the camera was slightly inclined up to 30◦ to facilitate
a full view of the surface of the plate (see Figure 2.15).

< 30º

Black painted 
surface

Figure 2.15: Top view of the tempering unit set-up.

The thermographic camera recorded the temperature of the entire surface of the samples, and thus,
the temperature variation over time was captured.
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Residual stress characterisation

After the tempering process was carried out, non-destructive residual stress measurements were taken.
The SCALP-05 developed by GlasStress Ltd. was used to measure the residual stress distribution in
the quenched glass plates. This instrument can measure through thickness residual stresses up to 6
mm.

To determine the residual stress magnitudes and distribution on the surface, the SCALP together with
a CNC coordinate machine was employed. This provided automated control in the x and y directions.
The machine also enabled a rotation around the z axis as two measurements in two perpendicular
orientations at the same location were required (see Figure 2.16). Consequently, a parallel stress
component σ0 and, a perpendicular stress component, σ90, were obtained. With this in mind, the
following formulations enabled the residual stress calculation in the x and y directions:

σx =
(
σ0 cos2 βbeam + σ90

)
sin2 βbeam

1− cos4 βbeam
, (2.16)

σy =
(
σ90 cos2 βbeam + σ0

)
sin2 βbeam

1− cos4 βbeam
. (2.17)

Similarly, the equivalent stress, σeq, or residual stress, σ, could be estimated by:

σeq = σ =
√
σ2
x + σ2

y − σxσy. (2.18)

If measurement points are close to geometrical discontinuities, such as edges, the stress calculations
might not be representative due to noise in the raw experimental data. During the measurement
process, the edge region was observed to exhibit larger distortion than the central area of the plate. As
a result, measurements in this area were distorted due to light scattering at the non-even edge surface.
For this reason, the residual stress measurements were limited to an area of 50 x 50 mm. During the
CNC measurements, a step size of 1 mm was defined resulting in a total of 2500 measurement points.
All specimens were placed into the testing set-up to ensure the same location for each sample (see
Figure 2.16).

Figure 2.16: SCALP device assembled into the CNC coordinate machine.
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Nevertheless, deviations in the location of the stagnation point, namely, the maximum residual stress,
were observed in both surfaces of the symmetrically tempered plates. The reason for this may be the
positioning of the jets during the set-up, where an angular variation of the jet might lead to a visible
misalignment as the jet-to-distance increased. Following the procedure presented in Figure 2.17, these
deviations were corrected, and the measured paths were realigned in accordance with the maximum
residual stress point.
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Figure 2.17: Realignment process of the experimentally measured residual stress distribution.

Once the residual stress distributions were aligned, an average was calculated incorporating all the
measured distributions. In this way, a comparison with the numerically calculated stress pattern could
be made.
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2.5 Discussion of the results

This section firstly introduces the numerical model used for the proposed numerical FSI methodology.
Then, the obtained results and the different computational cost reduction techniques are assessed.
More specifically, the influence of volumetric radiation on the non-uniform residual stress distribution of
tempered glass plates, the existence of a critical temperature and the influence of considering a spatially
non-uniform steady HTC are investigated. In this way, the validation of the proposed procedure with
respect to the complete FSI one-way procedure, which considers the volumetric radiation phenomenon
and shows no interruption of the CFD calculation during the cooling process, is done. Once the
procedure is validated, a sensitivity analysis to analyse the influence of the initial temperature of the
plate, the jet velocity and the turbulence model selection is carried out.

2.5.1 Generalised FSI one-way procedure

Hereafter, the generalised FSI one-way procedure to predict the non-uniform residual stress distribution
on glass plates is validated. To this end, first the numerical results are introduced and then, the
experimental temperature and residual stress measurements are presented. Finally, the validation of
the numerical results is performed.

Numerical results

With the aim of modelling the performed tempering tests, an initial glass plate temperature needed
to be defined. The initial temperature distribution of the plate after the heating process might play
an important role in the residual stress development, hence, the assumption of a uniform initial tem-
perature might not be representative. For this purpose, the experimental quench delay was measured
and considered. In this case, a quench delay of 10 s was observed until the cooling process was initi-
ated. Therefore, assuming a uniform temperature of 650 ◦C in the furnace, a natural convection stage
characterised by a convective HTC of 20 W/m2K to fit the experimental data was established. Figure
2.18 shows the calculated initial temperature distribution on the surface and through the thickness of
the plate after taking the quench delay into account.
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Figure 2.18: Calculated initial temperature distribution after taking the quench delay into account:
(a) on the surface, and (b) through the thickness of the plate.

In this stage, as no forced convection was applied, volumetric radiation gained importance not only on
extracting heat but also on homogenising temperature through the thickness of the plate. As a result,
a parabolic temperature distribution without significant thermal differences between the surface and
the core was obtained. Regarding the cooling process, Figure 2.19 shows the calculated temperature
variation over the first 15 s of cooling after the quench delay in the local points described in Table 2.3
for symmetrically cooled plates at H/D = 20 and H/D = 40.

(a) (b)

Figure 2.19: Estimated local temperature variations over time for the analysed tempered glass
configurations: (a) STHD20, and (b) STHD40.

The plates cooled at a shorter distance exhibited larger temperature differences, due to the dissimilar
cooling rates obtained at the defined locations. When the jet-to-plate distance was increased, the speed
of the jet flow when arriving at the targeted surface was lower, and hence, a slower but more homoge-
neous cooling was obtained. The different thermal histories observed in both tempering configurations
led to different residual stress distributions as shown in Figure 2.20.
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(a) (b)

Figure 2.20: Calculated residual stress distributions for the analysed tempered glass configurations:
(a) STHD20, and (b) STHD40.

The maximum residual stress magnitude in both cases was located in the stagnation point as a result of
the employed single-jet cooling configuration. Furthermore, similar residual stress patterns in terms of
distribution were observed, though different magnitudes were obtained. Figure 2.21 provides a deeper
insight into the differences noticed in the residual stress magnitude, as it presents the residual stress
distribution along x and y directions.

(a) (b)

STHD20

STHD40

Figure 2.21: Estimated residual stress distributions for the analysed tempered glass configurations:
(a) STHD20, and (b) STHD40.

Residual stresses up to 120 MPa and 85 MPa were observed for H/D = 20 and H/D = 40 config-
urations, respectively. Differences between the analysed tempering cases tended to decrease as the
distance from the stagnation point increased.
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Experimental tempering results

With the aim of validating the proposed numerical FSI methodology, glass plates were heat treated
under controlled conditions. For this purpose, temperature measurements as well as residual stress
measurements were carried out to validate both, the thermofluidic and structural fields of the FSI
numerical model. Due to the difficulty to attach thermocouples on the glass surface, a thermographic
camera was employed for the thermal validation, whereas a SCALP device was used to measure the
residual stress pattern on the surface of the plates.

On the one hand, the temperature variation over time of three samples per each tempering condition
was recorded to ensure the repeatability of the performed tests. Figure 2.10 represents the average
surface temperature variation over time of each sample for the two analysed tempering configurations.

(a) (b)

Figure 2.22: Average surface temperature variation over time for the analysed tempered glass
configurations: (a) STHD20, and (b) STHD40.

As observed in Figure 2.22, the performed tests overlapped one with each other ensuring the repeata-
bility of the performed heat treatment procedure. In addition, local temperature variations over time
were also recorded. Figure 2.23 depicts the temperature variation over time on the local points specified
in Table 2.3 for each test configuration.
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(a) (b)

Figure 2.23: Local surface temperature variation over time for the analysed tempering configurations:
(a) STHD20, and (b) STHD40.

Following the trends observed in the numerical calculation, larger temperature differences were per-
ceived as the jet-to-plate distance decreased. A shorter distance between the nozzle and the surface
led to a larger heat extraction, especially on the stagnation area, and hence, a higher cooling power
was achieved.

Once tempered, the surface residual stress distribution on five samples (T1-T5) of each tempering
configuration were measured. Figure 2.24 and Figure 2.25 provide the residual stress distributions on
the front and rear surfaces of the symmetrically tempered samples at H/D = 20.

44



2. Numerical methodology based on Fluid-Structure Interaction to predict residual
stresses during tempering

(a) (b) (c)

(d) (e)

Figure 2.24: Experimental residual stress distribution on the front surface of symmetrically cooled
plates at H/D = 20: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.

(a) (b) (c)

(d) (e)

Figure 2.25: Experimental residual stress distribution on the rear surface of symmetrically cooled
plates at H/D = 20: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.
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A maximum residual stress magnitude of 120 MPa was located at the stagnation point. All the
heat treated samples showed a similar stress pattern; as the flow extended towards the edges of the
plate heat extraction decreased and so did residual stresses. A residual stress difference between the
stagnation region and the measurement boundary of around 45 MPa was obtained on both surfaces.
Additionally, misalignments with respect to the maximum residual stress magnitude location could be
observed in Figure 2.24 and Figure 2.25. A better perception about this issue was achieved by looking
at the residual stress distribution along x and y directions. Figure 2.26 sets out the measured residual
stress distributions on the surface of symmetrically cooled plates at H/D = 20.

(c) (d)

(b)(a)

Figure 2.26: Measured experimental residual stress paths of symmetrically cooled plates at H/D =
20: (a)-(b) residual stress on the front surface along x and y directions, and (c)-(d) residual stress on

the rear surface along x and y directions.

Alignment deviations up to 3 mm and 2 mm were noticed in the residual stress distributions along
x and y directions, respectively. As for the rear surface, larger deviations up to 5 mm in x direction
and 2 mm in y direction were observed. Furthermore, differences in the residual stress magnitude of
around 5 MPa were noticed between the front and rear surfaces. This discrepancy could be related to
the previously mentioned misalignments, which may result in different contractions of the front and
rear surfaces. Figure 2.27 and Figure 2.28 provide the realigned residual stress distributions on the
front and rear surfaces of the symmetrically tempered samples at H/D = 20.
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(a) (b) (c)

(d) (e)

Figure 2.27: Realigned experimental residual stress distribution on the front surface of symmetrically
cooled plates at H/D = 20: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.

(a) (b) (c)

(d) (e)

Figure 2.28: Realigned experimental residual stress distribution on the rear surface of symmetrically
cooled plates at H/D = 20: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.

47



2.5. Discussion of the results

In alike manner, Figure 2.29 shows the residual stress distributions aligned with respect to the the
maximum residual stress magnitude, namely, the stagnation point.

(c) (d)

(a) (b)

Figure 2.29: Realigned experimental residual stress paths of symmetrically cooled plates at H/D =
20: (a)-(b) residual stress on the front surface along x and y directions, and (c)-(d) residual stress on

the rear surface along x and y directions.

In this way, the repeatability of the tests was ensured, as differences between measured samples were
no greater than 10 MPa. Regarding symmetrically tempered plates at H/D = 40, Figure 2.30 and
Figure 2.31 present the residual stress distributions on the front and rear surfaces of the plates.
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(a) (b) (c)

(d) (e)

Figure 2.30: Experimental residual stress distribution on the front surface of symmetrically cooled
plates at H/D = 40: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.

(a) (b) (c)

(d) (e)

Figure 2.31: Experimental residual stress distribution on the rear surface of symmetrically cooled
plates at H/D = 40: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.
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In this case, a lower residual stress magnitudes up to 95 MPa on the front surface and 100 MPa on the
rear surface were measured. The reason for this has to do with the lower cooling rate obtained due to
the defined larger jet-to-plate distance. Similarly, misalignments with respect to the maximum residual
stress magnitude location could be observed. Figure 2.32 sets out the residual stress distribution along
x and y directions crossing at the centre of the plates.

(a) (b)

(c) (d)

Figure 2.32: Measured experimental residual stress paths of symmetrically cooled plates at H/D =
40: (a)-(b) residual stress on the front surface along x and y directions, and (c)-(d) residual stress on

the rear surface along x and y directions.

Deviations with respect to the stagnation point up to 4 mm and 3 mm in x and y directions on the
front surface were observed. Similar conclusions could be drawn for the rear surface as misalignments
up to 2 and 4 mm were encountered. Following the previous realignment procedure, Figure 2.33 and
Figure 2.34 illustrate the realigned residual stress distributions on the front and rear surfaces of the
symmetrically tempered samples at H/D = 40.
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(a) (b) (c)

(d) (e)

Figure 2.33: Realigned experimental residual stress distribution on the front surface of symmetrically
cooled plates at H/D = 40: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.

(a) (b) (c)

(d) (e)

Figure 2.34: Realigned experimental residual stress distribution on the rear surface of symmetrically
cooled plates at H/D = 40: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.
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Likewise, Figure 2.35 provides the realigned residual stress paths along x and y directions.

(b)

(c) (d)

(a)

Figure 2.35: Realigned experimental residual stress paths of symmetrically cooled plates at H/D =
40: (a)-(b) residual stress on the front surface along x and y directions, and (c)-(d) residual stress on

the rear surface along x and y directions.

Differences in residual stress values up to 10 MPa were observed among all measured samples. Conse-
quently, the stress pattern was considered to be repetitive.

In summary, the repeatability of the performed tempering tests was proved and the following part of
this section moves on to validate the numerical results by comparing them to the presented experimental
measurements.
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Validation of the generalised FSI procedure

Firstly, the experimental and numerical temperature variation over the first 15 s of cooling are com-
pared in Figure 2.36.

(a) (b)

(c) (d)

Figure 2.36: Experimental and numerical surface temperature variation over time on STHD20
samples at: (a) central local point, (b) upper local point, (c) lower local point, and (d) dry region.

The emissivity chart of the employed coating stated an uncertainty of 3.5%, and hence, this interval was
added to the experimental temperature measurements showed with dashed lines in Figure 2.36. The
numerical temperature estimation with respect to experimental data tended to increase as the part was
cooled down. When temperature reached 400 ◦C, relative differences around 9%, 3%, 3.5% and 11%
were observed in the central, upper, lower and dry region local points, respectively. Furthermore, the
numerically predicted cooling rate on the stagnation region tended to be higher than the experimental
measurements. A possible explanation for this might be that flow misalignments could occur during
the experimental tests, leading to non-perpendicular flow impinging on the surface. As a result, a lower
cooling rate might be achieved and higher temperatures would have been measured. Conversely, the
dry region showed an estimated slower temperature drop. This result may suggest that the spreading
angle of the employed nozzle was not completely captured. Consequently, a further study with more
focus on the internal geometry of the nozzle is suggested.
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In like manner, Figure 2.37 depicts the experimental and numerical temperature variation over time
of symmetrically tempered plates at H/D = 40.

(a) (b)

(c) (d)

Figure 2.37: Experimental and numerical surface temperature variation over time on STHD40
samples at: (a) central local point, (b) upper local point, (c) lower local point, and (d) dry region.

In this case, even if relative differences seemed smaller, an analogous behaviour was observed as larger
differences were noticed when temperature decreased. At 400 ◦C, relative differences around 6%, 3.5%,
5% and 3.5% were observed in the central, upper, lower and dry region local points, respectively.
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Regarding residual stress estimations, Figure 2.38 sets out the average experimental and the numerical
residual stress distributions as well as its relative difference for symmetrical tempering plates atH/D =
20.

(a) (b) (c)

Figure 2.38: Residual stress distribution on the front surface of symmetrically tempered glass
samples at H/D = 20: (a) experimental average, (b) FSI one-way procedure, and (c) deviation.

Differences with respect to the average experimental contour tended to be smaller within the stagnation
region than in the dry regions. Nonetheless, the estimated results were considered to be in agreement
due to the scatter that the experimental measurements exhibited as shown in Figure 2.42. A similar
conclusion was achieved when the rear surface was analysed in Figure 2.39

(a) (b) (c)

Figure 2.39: Residual stress distribution on the rear surface of symmetrically tempered glass samples
at H/D = 20: (a) experimental average, (b) FSI one-way procedure, and (c) deviation.
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Finally, Figure 2.40 shows the average experimental residual stress, the numerical residual stress and
the deviation distributions for symmetrical tempering plates at H/D = 40.

(a) (b) (c)

Figure 2.40: Residual stress distribution on the front surface of symmetrically tempered glass
samples at H/D = 40: (a) experimental average, (b) FSI one-way procedure, and (c) deviation.

In this case the estimated residual stresses were smaller than the experimental average contour and an
average deviation of 11% was observed through out the whole surface. Likewise, Figure 2.41 depicts
the distributions obtained for the rear surface of the plate.

(a) (b) (c)

Figure 2.41: Residual stress distribution on the rear surface of symmetrically tempered glass samples
at H/D = 40: (a) experimental average, (b) FSI one-way procedure, and (c) deviation.

The relative difference found in this area remained around 15%. These deviations came along with
the experimental ones observed in Figure 2.43, and hence, were considered appropriate. With the
view to analysing not only the residual stress distribution but also the magnitude, Figure 2.42 sets
out the predicted stress distribution of symmetrically tempered plates at H/D = 20 with respect to
the experimental measurement band referring to the five repeatability tests carried out. Likewise, the
uncertainty range of 5% of the SCALP was considered.
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(a) (b)

(c) (d)

Figure 2.42: Residual stress distribution along x and y directions on the front and rear surfaces of
symmetrically tempered glass samples at H/D = 20: (a)-(b) residual stress on the front surface along

x and y directions, and (c)-(d) residual stress on the rear surface along x and y directions.

The calculated residual stress distributions were found to be in agreement with the experimental
measurements in the front and rear surfaces as broadly fell within the specified experimental bands,
comprising the five repeatability tests, and the uncertainty band of the SCALP device. Larger differ-
ences were perceived in the dry regions of the plate, namely, in the regions where less heat extraction
occurred. Figure 2.43 plots the estimated residual stress distribution along x and y directions for
symmetrically tempered plates at H/D = 40.
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(a) (b)

(c) (d)

Figure 2.43: Residual stress distribution along x and y directions on the front and rear surfaces of
symmetrically tempered glass samples at H/D = 40: (a)-(b) residual stress on the front surface along

x and y directions, and (c)-(d) residual stress on the rear surface along x and y directions.

In this case, the predicted residual stress distributions remained in the lower limit of the specified
experimental bands. A slight asymmetry in the measured residual stresses was also observed between
both surfaces, as the compressive layer on the rear surface was found to be around 5% larger than the
one in the front. Because of this reason, larger differences in respect to the experimental band were
noticeable on the rear surface than on the front surface.

2.5.2 Assessment of computational cost reduction techniques

Hereafter, the analysed computational cost reduction techniques are investigated, namely, the influence
of volumetric radiation, the existence of a critical temperature and the influence of assuming a spatially
non-uniform time-constant HTC distribution during the tempering process.

Volumetric radiation influence

Firstly, the influence of volumetric radiation on the temperature variation over time of symmetrically
tempered plates at H/D = 20 and H/D = 40 was analysed (see Figure 2.44).
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(a) (b)

Figure 2.44: Surface temperature variation over time considering and without considering the effect
of volumetric radiation for: (a) STHD20, and (b) STHD40.

Taking into account the local points where the highest and lowest cooling rate occured, the relative
difference between considering or not considering the effect of radiation remained below 0.3% at the
stagnation point and 2.5% in the dry region for both analysed tempering configurations. The reason
for this may be the low impact volumetric radiation had during the rapid cooling of the plate. This
fact could be better appreciated in Figure 2.45, where the contribution of radiation to the total heat
transfer rate for each tempering case is shown.

Figure 2.45: Contribution of radiation to the total heat transfer rate for symmetrically tempered
plates at H/D = 20 and H/D = 40.

The contribution of radiation to the total heat transfer rate showed a maximum of 7.2% and 6% at the
beginning of the cooling process for the short and large distance symmetrical tempering, respectively.
After this maximum, the influence of radiation tended to decrease as the plate temperature dropped.
Even though, radiation tended to homogenise the temperature pattern through the material as shown
in Figure 2.46.
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(a) (b)

Figure 2.46: Volumetric radiation influence on the temperature difference between the surface and
the core of the plate in the stagnation and dry regions for both analysed tempering conditions: (a)

STHD20, and (b) STHD40.

The temperature difference increased until a maximum difference of 225 ◦C was reached in the stag-
nation region and 80 ◦C in the dry region for the STHD20 configuration, whereas 135 ◦C and 70 ◦C
were reached for STHD40. Radiation reduced the temperature difference by 2.2% in the jet facing area
and 2.4% in the dry region. These low differences may stem from the applied high cooling rate and
low thickness of the material. On the question of residual stress development, Figure 2.47 provides the
influence of radiation on the residual stress pattern.

(a) (b) (c)

Figure 2.47: Volumetric radiation influence on the estimated surface residual stresses for
symmetrically tempered plates at H/D = 20: (a) considering radiation, (b) without considering

radiation, and (c) deviation.

Deviations in residual stress distributions between considering or not considering the effect of radia-
tion were low. The reason for this may have to do with the short period of time that the components
remained at high temperature. Nevertheless, larger differences were noticed as compared to the ones
observed in Figure 2.44. As a result, thermal differences cannot be extrapolated to residual stress
deviations, and thus, a precise representation of the thermal history was considered critical to accu-
rately calculate residual stresses. Figure 2.48 shows the residual stress paths along x and y directions
crossing at the centre of the plate.
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(a) (b)

Figure 2.48: Volumetric radiation influence on the surface residual stress paths for symmetrically
tempered plates at H/D = 20 along: (a) x direction, and (b) y direction.

Similarly, Figure 2.49 illustrates the residual stress contour plots accounting for radiation and neglect-
ing it, as well as, the corresponding deviation for the symmetrical H/D = 40 tempering configuration.

(a) (b) (c)

Figure 2.49: Volumetric radiation influence on the estimated surface residual stresses for
symmetrically tempered plates at H/D = 40: (a) considering radiation, (b) without considering

radiation, and (c) deviation.

Analogous to the previous case study, low deviations were observed between both approaches. Figure
2.50 shows the influence of volumetric radiation on the residual stress paths along x and y directions
crossing at the centre of the plate.

61



2.5. Discussion of the results

(a) (b)

Figure 2.50: Volumetric radiation influence on the surface residual stress paths for symmetrically
tempered plates at H/D = 40: (a) along x direction, and (b) along y direction.

In both tempering configurations, the residual stress magnitude was around 5% larger when accounting
for volumetric radiation. Nevertheless, lower residual stress magnitudes are to be expected when taking
volumetric radiation into account due to the temperature homogenisation in the material. The reason
for observing larger stresses may have something to do with the dissimilar cooling that the jet facing
area and the dry regions exhibited. During the conventional tempering process, multiple jets covering
the whole glass surface are employed. Therefore, the cooling and contractions of the stagnation and dry
regions broadly happen at the same instant in the whole plate. In this case though, a single jet at each
side of the plate was used to perform the tempering tests, meaning that the dry regions cooled down
in a slower pace than the stagnation area. During the tempering process, the colder stagnation area,
would tend to contract earlier than the warmer dry region. When the dry region tried to contract, the
already cold stagnation region restrained this contraction. When radiation is considered, the thermal
history of the component varied, especially the warmer regions of the material, i.e. the core of the
dry regions. Consequently, different contractions might occurred in the material resulting in a higher
compression in the centre of the plate.

In summary, even if differences in temperature variation showed a huge similarity, the deviations
in residual stress magnitudes were observe to be higher. Consequently, the assessment of volumetric
radiation should be done based on both, temperature and residual stress calculations. Notwithstanding,
the maximum deviation observed in terms of residual stress remained below 5%. Thus, radiation can
be disregarded when low thickness glass is subjected to large heat extractions. For thicker components
though, volumetric radiation might have a larger influence on the residual stress development and
additional investigations may be required.

Critical temperature assessment

With the aim of finding the critical temperature, at which residual stresses are no longer influenced
by the cooling rate, the computational sequence presented in Figure 2.9 was adopted. Volumetric
radiation was shown to have little influence on the residual stress magnitude and distribution, and
hence, it was not considered within this analysis.
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The CFD calculation was performed until the hottest point, namely the core in the dry region, was at
400 ◦C. Thus, transient and spatially non-uniform HTCs were considered during the first stage of the
cooling process. Once the critical temperature instant was reached, the fluidic and thermal computation
could be interrupted and a purely thermal calculation based on a spatially uniform and constant in
time HTC was performed. Thereby, different HTC resembling natural and forced convections were
defined in order to verify the cooling rate independence, more specifically, 20 W/m2K, 500 W/m2K
and 1000 W/m2K. Figure 2.51 provides the residual stress distribution when the CFD calculation was
interrupted at a core temperature of 400 ◦C and subsequently, different uniform and constant HTC
were applied. Similarly, the residual stress distribution obtained by the FSI one-way procedure without
considering radiation is presented.

(a) (b)

(c) (d)

Figure 2.51: Estimated surface residual stress pattern for STHD20 based on: (a) the FSI one-way
procedure without considering radiation, and (b)-(d) the proposed procedure based on CFD analysis
without radiation until a critical temperature of 400 ◦C is achieved, followed by a thermo-mechanical
calculation considering different HTC values: (b) 20 W/m2K, (c) 500 W/m2K, and (d) 1000 W/m2K.

Despite the HTC variation from 20 to 1000 W/m2K, the obtained final residual stress distribution did
not vary with respect to the reference case as the maximum difference remained below 1%. The most
interesting aspect of these results was that the same residual stress magnitude and distribution was
obtained even if below 400 ◦C each case showed a different thermal history. Figure 2.52 shows the
residual stress distribution of each case along x and y directions.

63



2.5. Discussion of the results

(a) (b)

Figure 2.52: Residual stress paths along x and y directions for STHD20 based on the FSI one-way
procedure without considering radiation and the proposed procedure based on different HTC values

below 400 ◦C: 20 W/m2K, 500 W/m2K, and 1000 W/m2K.

As observed in Figure 2.51 and Figure 2.52, all the estimations led to a similar residual stress pattern.
The reason for this has to do with the volumetric expansion of glass. When the hottest point of the
plate was at 400 ◦C, the critical temperature was reached and the contribution of volumetric expansion
phenomenon was almost completely vanished as evidenced in Figure 2.4. As a result, the subsequent
cooling technique was no longer influential on the residual stress development and it became cooling
rate independent within the range from natural to forced convection cooling. If the critical temperature
was not reached though, residual stresses became cooling rate dependent and its final magnitude and
distribution varied as a function of the adopted cooling technique. Overall, a residual stress deviation
below 1% with regard to the reference model was obtained. The same conclusions were obtained for
the symmetrically tempering case at H/D = 40.

What stands out from this analysis is the large computational cost that radiation implied on the
total calculation time. Simulations were run in parallel with 8 cores on a desktop computer (Intel(R)
Xeon(R) Gold 6140 CPU 2.30GHz 2.29 GHz and 256 GB RAM) and the heaviest ones took up to 4
months for completion. This unique assumption led to a reduction of 75% of the total computational
time. Furthermore, if the CFD calculation was interrupted, an additional saving of 50% was obtained,
which brought about a total decline around 87% of the computational time in respect to the initially
proposed procedure.

Spatially non-uniform steady HTC

Finally, the consideration of time-constant but spatially different HTC distributions to calculate resid-
ual stresses was analysed. This approximation could lead to a further reduction of the calculation time,
as a steady HTC distribution calculated at the beginning of the process could replace the transient
flow simulation and its associated larger computational cost.

Figure 2.53 depicts the transient and steady HTC distributions at the critical time instant, namely,
when the critical temperature of 400 ◦C was attained, as well as the deviation between both approaches.
The steady HTC pattern calculated at the onset of cooling was maintained constant through out the

64



2. Numerical methodology based on Fluid-Structure Interaction to predict residual
stresses during tempering

cooling process, whereas the transient HTC approach updated the fluid domain, and hence, the HTC
distribution, every time step.

(a) (b) (c)

Figure 2.53: HTC distribution at critical temperature (Tcri = 400 ◦C) of symmetrically tempered
plates at H/D = 20: (a) transient HTC; (b) steady HTC, and (c) deviation.

The transient HTC magnitude in the stagnation point decreased over time whilst the heat extraction
in the dry region increased. The latter phenomenon was better appreciated by the negative sign in
the deviation contour plot. The relative difference remained about 10%. Likewise Figure 2.54 sets out
the transient and steady HTC distributions when symmetrically tempered glass at H/D = 40 reached
400 ◦C.

(a) (b) (c)

Figure 2.54: HTC distribution at critical temperature (Tcri = 400 ◦C) of symmetrically tempered
plates at H/D = 40: (a) transient HTC, (b) steady HTC, and (c) deviation.

In this case, a similar behaviour was observed. The HTC in the jet facing area showed a deviation
of 2% whereas a larger relative difference up to 10% in the dry region was observed. As for residual
stresses, Figure 2.55 presents the final residual stress distribution for STHD20 estimated by considering
transient or steady HTC patterns.
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(a) (b) (c)

Figure 2.55: Final residual stress distribution on the surface of symmetrically tempered plates at
H/D = 20 based on: (a) transient HTC, (b) steady HTC, and (c) deviation.

Likewise, Figure 2.56 presents the final residual stress distribution for the large jet-to-plate distance
tempering case (H/D = 40) considering both, transient and steady HTC distributions.

(a) (b) (c)

Figure 2.56: Final residual stress distribution on the surface of symmetrically tempered plates at
H/D = 40 based on: (a) transient HTC, (b) steady HTC, and (c) deviation.

Analysing the residual stress results of both tempering configurations, differences up to 8% in the
stagnation region and about 1% in the dry regions were perceived. This aspect might be explained
by the contraction of the dry region. By the use of a single jet on each side of the plates, the dry
regions exhibited differences in terms of heat extraction between considering steady or transient HTC
distributions. Regarding residual stresses though, when assuming a steady HTC, the different heat
extraction in the dry region may have a direct effect on the contraction of the stagnation region
resulting in larger compressive stresses. Consequently, even if differences remained below 10% and an
extra reduction of 70% of the computational time could be achieved, this aspect should be investigated
to a greater extent in an industrial case study, where multiple jets are generally employed.
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2.5.3 Validation of the modified procedure

Here, the validation of the proposed modified procedure to model low thickness quenching processes
is presented. The procedure encompasses both, a CFD model without volumetric radiation to capture
the transient local flow phenomena until the critical temperature is attained, and a thermal model
where a constant in time and spatially uniform HTC is applied.

Figure 2.57 illustrates the contour plots of the average experimental and the numerical residual stresses,
and the relative difference distribution for symmetrical tempering plates at H/D = 20.

(a) (b) (c)

Figure 2.57: Residual stress distribution on the front surface of symmetrically tempered glass
samples at H/D = 20: (a) experimental average, (b) modified procedure, and (c) deviation.

Differences with respect to the average experimental contour up to 5% and 20% in the stagnation and
dry regions were observed, respectively. A similar conclusion was achieved when the rear surface was
analysed in Figure 2.58.

(a) (b) (c)

Figure 2.58: Residual stress distribution on the rear surface of symmetrically tempered glass samples
at H/D = 20: (a) experimental average, (b) modified procedure, and (c) deviation.
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Figure 2.59 shows the average experimental residual stress, the numerical residual stress and the
deviation distributions for symmetrical tempering plates at H/D = 40.

(a) (b) (c)

Figure 2.59: Residual stress distribution on the front surface of symmetrically tempered glass
samples at H/D = 40: (a) experimental average, (b) modified procedure, and (c) deviation.

In this case an homogeneous average deviation around 12% was observed. Likewise, Figure 2.60 sets
out the distributions obtained for the rear surface of the plate.

(a) (b) (c)

Figure 2.60: Residual stress distribution on the rear surface of symmetrically tempered glass samples
at H/D = 40: (a) experimental average, (b) modified procedure, and (c) deviation.

The relative difference found in this area remained broadly uniform around 16%. With the view
to analysing not only the residual stress distribution but also the magnitude, Figure 2.61 plots the
calculated stress in symmetrically tempered plates at H/D = 20. In like manner, the experimental
measurement band enveloping the performed repeatability tests and the uncertainty range of 5% of
SCALP are provided.
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(a) (b)

(c) (d)

Figure 2.61: Residual stress distribution along x and y directions on the front and rear surfaces of
symmetrically tempered glass samples at H/D = 20: (a)-(b) residual stress on the front surface along

x and y directions, (c)-(d) residual stress at the rear surface along x and y directions.

The predicted residual stress distributions were found to be in agreement with the experimental mea-
surements on the front and rear surfaces as broadly fell within the specified bands. Larger differences
were perceived in the dry regions of the plate, namely, in the regions where less heat extraction oc-
curred. Figure 2.62 presents the estimated residual stress distribution along x and y directions for
symmetrically tempered plates at H/D = 40.
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(a) (b)

(c) (d)

Figure 2.62: Residual stress distribution along x and y directions on the front and rear surfaces of
symmetrically tempered glass samples at H/D = 40: (a)-(b) residual stress on the front surface along

x and y directions, (c)-(d) residual stress at the rear surface along x and y directions.

In this case, the predicted residual stress distributions remained in the lower limit of the specified
experimental bands. Due to the asymmetry in the measured residual stresses between the front and
rear surfaces, larger differences between the estimated and experimental residual stresses were perceived
on the rear surface. These differences could be explained in part by possible uncertainties regarding the
modelling of turbulent flow at large jet-to-plate distances. Additionally, volumetric radiation gained
more significance and might play a role in the wall temperature and its interaction with the fluid flow.
Thus, the next section of this chapter will move on to analyse the sensitivity of specific parameters
involved with the proposed numerical procedure.

Despite these discrepancies, the evidence from this study suggested that the proposed modified pro-
cedure enabled the calculation of representative residual stress distributions in tempered glass compo-
nents, as it came along with the results observed in Section 2.5.1.
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2.5.4 Sensitivity analysis

In this section, the influence of initial temperature of glass, the defined jet velocity and the selection
of the turbulence model on the developed residual stresses is addressed. To this end, the proposed
modified procedure is used and the symmetrical tempering configuration at H/D = 20 was analysed.

Influence of initial temperature

Experimental parameters, such as the quench delay and the emissivity of the black coating employed
to measure the temperature of the plates, can result in distinct initial quenching temperatures and
an exact value cannot be guaranteed. Therefore, three different initial temperatures were defined to
study its influence on the residual stress development: 600 ◦C, 610 ◦C and 625 ◦C. Figure 2.63 sets
out the residual stress distribution along x and y directions crossing at the centre of the plate.

(a) (b)

Figure 2.63: Influence of initial glass temperature on the residual stress distribution along: (a) x
direction and (b) y direction.

The higher the initial temperature of glass, the larger the developed compressive layer. This process
parameter was found to have a significant influence on residual stress magnitude as an increased of
30% was noticed for an initial temperature of 625 ◦C with respect to 610 ◦C.

Influence of jet velocity

Once the influence of initial quenching temperature was evaluated, the residual stress dependency on
the jet velocity was studied. In this case, the initial temperature distribution in the plate referred again
to the one described in Figure 2.18. Based on the pressure measurements taken, a jet inlet-velocity of
200 m/s was defined to estimate residual stresses. With the aim of assessing its impact on the residual
stress development, a variation of ± 10 % was defined (see Figure 2.64).
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(a) (b)

Figure 2.64: Influence of jet velocity on the residual stress distribution along: (a) x direction and (b)
y direction.

The influence of the jet velocity on the residual stress magnitude was lower than the one of the initial
temperature of glass. Here, differences with respect to the reference velocity of 200 m/s remained
below 10%. However, an accurate characterisation of the flow velocity becomes a paramount matter
to predict representative residual stresses.

Influence of turbulence model selection

Finally, the influence of turbulence modelling on residual stress development was assessed. For this
purpose, the k−ω SST model, the GEKO model and the GEKO model with Intermittency Transition
model with Kato-Launder production limiter are analysed. Figure 2.65 shows the residual stress
distribution along x and y directions for each turbulence modelling technique.

(a) (b)

Figure 2.65: Influence of jet velocity on the residual stress distribution along: (a) x direction and (b)
y direction.
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When the k−ω SST model was defined, a relative difference of 7% in terms of residual stress magnitude
was observed as compared to the GEKO turbulence model. The same residual stress magnitude was
attained by the GEKO with Intermittency Transition model with Kato-Launder production limiter,
though it tended to excessively flatten the residual stress prediction in the stagnation region. This
discrepancy is thought to be related to the large jet-to-plate distance of H/D = 20 defined in the
current tempering configuration. Underprediction of heat transfer in the stagnation region by the
use of Kato-Launder limiter for cases involving H/D > 10 was also reported in the literature [108].
In addition to the stagnation region, differences in the residual stress distribution because of the jet
spreading could be perceived. Thus, the use of the Kato-Launder production limiter should be checked
and verified, especially for case studies defined by H/D > 10.

In summary, the current data highlight the importance of accurately characterising the analysed pro-
cess parameters and modelling techniques since their influence on residual stress development can be
significant. As a consequence, the proposed methodology was considered to be representative of the
presented laboratory case studies, and hence, the following section aims to validate the procedure in a
more complex case study, namely, an industrial tempering unit.

2.6 Application of the FSI numerical method to industrial case
study

In this section, the validity of the performed investigation on a industrial environment is checked.
Firstly, the description of the industrial case study is performed. Then, multi-nozzle array model, the
followed post-processing procedure and a mesh sensitivity study are introduced. When the numerical
model and grid are established, as the tempering configuration and thickness of the component differ
from the ones of the laboratory case studies, the different computational cost reduction techniques
are again evaluated to prove their validity in more complex scenarios. More specifically, the influence
of volumetric radiation on the non-uniform residual stress distribution of tempered glass plates, the
existence of a critical temperature and the influence of considering a spatially non-uniform steady HTC
are investigated. Finally, the calculations made by the proposed procedure are validated.

2.6.1 Industrial case study

The analysed case study alluded to the work presented by Chen et al. in which they measured the
residual stress distribution after tempering flat glass specimens of 6 mm thickness [56]. According to
this investigation, an industrial tempering unit of the Canadian company, PRELCO Inc., was employed
to carry out the tempering tests.

Even if the specimens had a dimension of 300 x 300 x 6 mm, the analysis of the results was limited to
a representative area of 28 x 56 mm composed of a centred and its four neighbouring jets (see Figure
2.66).
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Figure 2.66: Cooling unit over the glass plate and the area of interest: (a) side view; (b) isometric
view; and (c) detail of the area of interest.

The cooling jets consisted of perforated plates symmetrically located at both sides of the plate. The
holes in the plate had a diameter of 5.5 mm. The distance between adjacent jet columns and rows
were 18 mm and 25 mm, respectively. Regarding the nozzle-to-plate distance, it was defined at 50
mm, hence, H/D ≈ 9. In this way, the numerical model was further extended from laboratory tests
to a real tempering case.

2.6.2 Numerical model of the industrial case study

In this section, first the computational fluidic and structural domains are described. Subsequently, the
followed post-processing procedure is explained. And finally, a mesh sensitivity analysis to check the
mesh suitability is performed.

Multi-nozzle array model set-up

Figure 2.67 illustrates the computational domain composed of the glass plate and the fluid domain.
The nozzle arrangement and its dimensions, as well as the process parameters were based on the work
of Chen et al. [56]. To reduce the computational time, a 1/8 model was defined by the use of three
symmetry planes. Likewise, the computational grid was extended sufficiently far to the sides in order
to led the nozzle array flow to develop before reaching the outlet boundary condition.

74



2. Numerical methodology based on Fluid-Structure Interaction to predict residual
stresses during tempering

(a) (b) (c)

Figure 2.67: Three dimensional symmetric model used in the numerical calculation: (a) 1/8
symmetry computational domain; (b) mesh discretisation; and (c) detail of the near wall mesh.

The central fluid region in contact with the glass plate was discretised with a finer mesh than the
surrounding fluid volume to make the calculation more efficient. Six hexahedral elements were defined
through half the thickness of the plate and a bias factor of four was used to better capture the thermal
gradients developed on the surface. Tetrahedrons were used to mesh the air domain and 14 inflation
layers with a first layer thickness of 10 µm were defined near the glass wall to obtain a wall y+ value
in the order of unity. This y+ value is the recommended one to correctly model the boundary layer
when the k − ω turbulence model is used.

The GEKO turbulence model, which is recommended for modelling jet impingement applications,
was employed [104]. As a H/D ≈ 9 was defined in the industrial tempering unit, the Intermittency
Transition model with Kato-Launder production limiter was also considered.

Regarding the solver, a pressure-based solver was employed as the defined flows were subsonic. The
SIMPLE algorithm was used to solve the pressure and velocity fields and the second order upwind
discretisation scheme was selected. A root mean square residual value below 10−4 was considered for
convergence of the momentum, continuity, and turbulent equations, whereas a value below 10−6 was
defined for the energy and radiation calculations.

Each jet was modelled by circular inlet conditions. Here, uniform velocity boundary conditions were
imposed while pressure outlet boundary conditions were defined at the outflow boundaries. Two air
flow velocities were analysed as stated in the experimental work in literature, namely, 100 m/s and 200
m/s. Likewise, to assess the influence of volumetric radiation, the Discrete Ordinates Method (DOM)
was used.

Structural domain of the industrial case study

After the CFD calculation was carried out, a structural analysis was performed. In this case, the fluid
domain was removed and the numerical model was only composed of the solid glass plate. The mesh
consisted of 60000 quadratic full-integration hexahedral elements, composed of six elements through
half the thickness.
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Post-processing procedure for the industrial case study

Next, the followed post-processing procedure for analysing the plate tempered in an industrial tem-
pering unit is summarised. As presented in Figure 2.68, the result discussion was limited to the largest
stress gradient area, composed of a centred and its four neighbouring jets. This analysis area was also
the one defined by previous experimental investigations for measuring the residual stress magnitude
on the surface of the components [56]. Therefore, the obtained residual stress results were restricted
to this area.

Path x

Path y

Dry region

Stagnation or
jet facing region

Pdry

Pjet

Figure 2.68: Residual stress pattern on the complete glass surface and the area of interest, in which
the jet and dry regions and the x and y paths for performing subsequent experimental validations are

defined.

Once the analysis area was defined, the following post-processing features were proposed for analysing
the results:

• Absolute maximum principal stress contours were plotted in the area of analysis to identify the
tensile and compressive regions.

• Two control points located in the dry region, Pdry, and jet facing area, Pjet, were defined to
analyse the residual stress variation over time on both, the surface, (•)s and the core, (•)c, of
the component. The dry region refers to the area between jets, (•)dry, whereas the jet region to
the stagnation or jet facing area (•)jet.

• Two paths along the x and y directions were defined to validate the obtained residual stress
magnitudes against experimental measurements.
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Mesh sensitivity analysis

Subsequently, a mesh sensitivity analysis was performed to assess the dependency rate of the numerical
results with respect to the defined mesh. For this reason, the size and density of the grid cells related
to the air domain were varied until mesh independent results were achieved. Element sizes of 2.25,
1.5 and 1.125 mm for the plate and air domain were defined. As a result, a coarse mesh made out of
960935 elements (mesh 1), an intermediate mesh of 3,671,976 (mesh 2) and a fine mesh of 4,851,349
(mesh 3) were studied. Figure 2.69 compares the residual stress variation over time on the surface and
core of the jet and dry regions, when a 100 m/s air flow was applied.

(a) (b)

Figure 2.69: Influence of mesh refinement on the residual stress variation over time on the surface
and the core of the glass plate in the: (a) jet facing area; (b) dry region.

The coarser grid showed a deviation up to 20%, whereas a deviation of 4% was obtained comparing
the finer meshes. Hence, the grid configuration with 3,671,976 cells was selected for the following
calculations.

2.6.3 Assessment of computational cost reduction techniques

In this section, the computational cost reduction techniques are again evaluated to confirm their validity
in a more complex tempering configuration. More specifically, the influence of volumetric radiation,
the existence of a critical temperature and the assumption of a spatially non-uniform time-constant
HTC distribution during the tempering process are investigated.

Influence of volumetric radiation in industrial case study

As compared to the performed laboratory case studies, in the presented industrial case study thicker
plates of 6 mm were considered, hence, the influence of volumetric radiation needed to be addressed.
To this end, even if the initial temperature distribution of the plate after the heating process can play
an important role in the residual stress development, due to the lack of information regarding the
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thermal history of the components, a uniform initial temperature of 650 ◦C was assumed. Figure 2.70
sets out the numerically calculated residual stress patterns corresponding to an air velocity of 100 m/s
and 200 m/s at the cooling jet exit considering and neglecting radiation phenomenon. The proposed
jet velocities were defined according to the experimental work in literature [56].
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Figure 2.70: Volumetric radiation influence on the estimated surface residual stresses for both
analysed jet velocities: (a) v = 100 m/s, and (b) v = 200 m/s.

The observed large stress variations arose due to the lack of horizontal movement of the plate during
the cooling down process [56]. Similarly, higher compressive stresses were observed in the locations
where the cooling jets were defined. This fact might be explained by the different thermal gradients
developed in the plate. Figure 2.71 provides the temperature difference between the surface and the
core of the jet facing area and dry region.

(a) (b)

Figure 2.71: Volumetric radiation influence on the temperature difference between the surface and
the core of the plate in the jet facing and dry regions for both analysed air velocities: (a) v = 100

m/s, and (b) v = 200 m/s.
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At first instance, the surface cooled more rapidly because of the intense jet flow convection. Neverthe-
less, the low conductivity of glass hindered a rapid response of the core leading to a large temperature
difference at the beginning of the process. The difference increased until a maximum was reached.
This maximum point referred to the onset of cooling of the core. A maximum difference of 210 ◦C
was reached in the jet facing area and 85 ◦C in the dry regions for the 100 m/s air flow, whereas 280
◦C and 140 ◦C were reached for the 200 m/s air flow. As a result, heat extraction was significantly
larger in the stagnation area of the jet than in the outer regions, which gave rise to the development
of hot spots in the areas between jets, the so-called dry regions. Moreover, at small jet-to-jet distances
(xjet/D < 4) and large jet-to-plate lengths (H/D > 6), two neighbouring jets may collide turning the
flow away from the wall into a ’fountain’ shape [100]. The fountain effect reduced the heat transfer
rate in this region, fostering the development of dry regions (see Figure 2.72).
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Figure 2.72: Velocity vector contour showing the fountain effect and the defection of flow in the
vicinity of the edges along x direction.

The deflection of the outer jets due to the aerodynamic action of the evacuating flow can also be
perceived. Similarly, being the jet-to-jet distance larger in y direction, the development of turbulent
flow was not hampered by adjacent flow streams. For this reason, larger velocity magnitudes were
observed and clearer fountain effects were perceived (see Figure 2.73).
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Figure 2.73: Velocity vector contour showing the fountain effect and the defection of flow in the
vicinity of the edges along y direction.
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These simultaneous phenomena resulted in a non-homogeneous temperature distribution on the surface
of the plate, which seemed to be directly related to the non-uniform nature of the residual stress
distribution during air jet cooling.

Overall, the influence of volumetric radiation on the final residual stress distribution was low as residual
stresses shared a similar pattern (see Figure 2.70). In the case of 100 m/s air flow, the final residual
stress magnitudes differed up to 3% in the jet facing area and 5% in the dry region. Similar to the
conclusions drawn in the laboratory case studies, as cooling rate increases, the influence of radiation
became smaller as these differences decreased down to 2% and 4% with an air velocity of 200 m/s.
Figure 2.74 provides a deeper insight by comparing the effect of radiation on the stress prediction
along the x and y directions.

(a) (b)

path y

pa
th

 x

Figure 2.74: Influence of volumetric radiation on the distribution of residual stresses on the surface of
the plate when subjected to 100 m/s and 200 m/s air flows. The stress distribution is shown along:

(a) path x; (b) path y.

Interestingly, the influence of radiation resulted in a decrease of residual stresses by offsetting its
magnitude along the x and y directions. This decrease however, might be considered as negligible as it
remained below 5% for both analysed flows. The reason for this may have to do with the short period
of time that the components remained at high temperature. The contribution of radiation to the total
heat transfer rate showed a maximum of 6% and 4% at the beginning of the cooling process for an air
velocity of 100 m/s and 200 m/s, respectively. Additionally, once these maximums were reached, they
decreased as temperature did so as seen in Figure 2.75.

Consequently, the higher the air jet velocity, the lower the effect of radiation on the residual stress
pattern. In summary, the obtained residual stress distribution considering and without considering
radiation showed a huge similarity. The evidence shown here became also reasonable for any plate
thickness up to 6 mm. As radiation losses relevance with increasing cooling rate or decreasing thickness,
values lower than 6 mm are bound to lead to similar conclusions. For thicker components though,
volumetric radiation might play a relevant role in the thermal distribution within the material and a
more thorough analysis may be required. Notwithstanding, this was a remarkable outcome regarding
the main drawback of the FSI one-way procedure, namely, the computational cost. Taking into account
the small differences observed on the final residual stress pattern, radiation can be disregarded when
low thickness glass is subjected to large heat extractions, such as during the tempering process.
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Figure 2.75: Contribution of radiation to the total heat transfer rate during air jet cooling by 100
m/s and 200 m/s.

Critical temperature assessment in industrial case study

With the aim of proving the validity of the critical temperature approach into the industrial case
study, once the hottest point of the plate was at 400 ◦C, different HTC resembling natural and
forced convections were defined: 20 W/m2K, 500 W/m2K and 1000 W/m2K. Figure 2.76 depicts the
residual stress distribution when the CFD calculation was interrupted at a core temperature of 400
◦C and subsequently, different uniform and constant HTC were applied. Similarly, the residual stress
distribution obtained by the FSI one-way procedure without considering radiation is presented.

(a) (b) (c) (d)

R
es

id
ua

l s
tr

es
s 

[M
P

a]

Figure 2.76: Estimated surface residual stress pattern for a 100 m/s air flow based on: (a) the FSI
one-way procedure without considering radiation, and (b)-(d) the proposed procedure based on CFD
analysis until a critical temperature of 400 ◦C is achieved, followed then by a thermo-mechanical
calculation considering different HTC values: (b) 20 W/m2K; (c) 500 W/m2K; (d) 1000 W/m2K.
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Despite the HTC variation from 20 to 1000 W/m2K, the obtained final residual stress distribution did
not vary with respect to the reference case as the maximum difference remained below 2%. The most
interesting aspect of these results was that the same residual stress magnitude and distribution was
obtained even if each case showed a different thermal history and residual stress variation over time.
This is observed in Figure 2.77, where the first 150 s of the cooling process are shown.

(a) (b)

Figure 2.77: Variation of residual stresses over time on the surface and the core of the plate in the:
(a) jet facing area; and (b) dry region. Results are shown for a 100 m/s air flow and the calculation
is based on the proposed procedure, which relied on different HTC values: 20 W/m2K, 500 W/m2K,

and 1000 W/m2K.

Once the critical temperature at 400 ◦C was reached, the contribution of volumetric expansion phe-
nomenon to the residual stress development diminished as presented in Figure 2.4. Thus, permanent
residual stresses were already developed and the subsequent cooling technique was no longer influential
on them. In this way, the existence of the critical temperature in complex tempering cofigurations was
also confirmed, as residual stress deviations below 2% were noticed. Regarding the case of 200 m/s air
flow, the same conclusions were drawn.

As previously mentioned in Section 2.5.2, the confirmation of the low influence of volumetric radia-
tion and the existence of a critical temperature brought about a total decline of around 87% of the
computational time in respect to the initially proposed procedure.

Spatially non-uniform steady HTC in industrial case study

Ultimately, the consideration of time-constant but spatially different HTC distributions to calculate
residual stresses in an industrial tempering unit was analysed. This approximation could replace the
transient flow calculation and its associated larger computational cost.

Figure 2.78 highlights the variation of the HTC distribution over time for a 100 m/s air flow until the
maximum temperature of the plate was below 400 ◦C. At this instant, the critical time was reached,
being in this case tcri = 25 s. In this way, the variation of transient and steady HTCs over time in the
control points Pjet and Pdry, which are illustrated in Figure 2.68, were monitored.
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Figure 2.78: HTC magnitude as a function of time in the jet facing and dry regions considering
transient and steady HTC.

The HTC magnitude in the stagnation point tended to decrease as time went by, whereas the one
in the dry region increased as compared to a steady HTC distribution. With the aim of discussing
this fact, the time-constant and transient HTC distributions on the representative analysed area were
compared. For the transient calculation, the HTC distribution referring to the critical time instant
was adopted. Figure 2.79 shows the transient and steady HTC distributions on the quenched plate
and the deviation between both approaches.

(a) (b) (c)

Figure 2.79: HTC distribution at tcri instant (t = 25s): (a) transient HTC, (b) steady HTC, and (c)
deviation.

When a spatially different and time-constant HTC distribution was adopted, differences up to 16%
in the dry regions were appreciated. Contrarily, differences up to 6% in the stagnation areas were
observed. With regard to residual stresses, Figure 2.80 presents the final residual stress results in the
area of interest.
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(a) (b) (c)

Figure 2.80: Final residual stress distribution on the surface: (a) based on transient HTC, (b) based
on steady HTC, and (c) deviation.

Differences up to 1% in the stagnation area and up to 9% in the dry region were found. Similar to
the HTC distribution analysis, larger variations were observed in the dry regions. Thus, the residual
stress behaviour concurred with the one shown by the HTC.

Furthermore, widening the current analysis to a 1/8 of the geometry, a deeper insight into the obtained
results was given. In this case, a 1/8 representation of the model enabled the view of the edges of the
plate, making it easier to notice the main differences between these two analysed approaches. Figure
2.81 includes the contour plots of the HTC on a 1/8 of the geometry at tcri instant. In the same
manner, the deviation contour plot is shown.

(a) (b) (c)

Figure 2.81: HTC distribution on the surface at tcri instant (t = 25s): (a) transient HTC, (b) steady
HTC, and (c) deviation.

HTC deviations up to 25% were observed in the dry regions while lower deviations up to 6% were
observed in stagnation points. In addition, crossflow effects were appreciated close to the flow evac-
uation areas. This phenomenon distorted the jet pattern on the glass surface and tended to increase
the deviations towards the edges of the plate. With regard to residual stresses, Figure 2.82 depicts the
final residual stress pattern on the 1/8 representation of the model considering steady HTC, transient
HTC and the residual stress deviation between both approaches.
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(a) (b) (c)

Figure 2.82: Final residual stress distribution on the surface: (a) based on transient HTC, (b) based
on steady HTC, and (c) deviation.

Deviations in residual stresses up to 3% and 17% were perceived in the jet facing and dry regions,
respectively. Thus, as in the above-mentioned HTC analysis, higher deviations were observed in the
dry regions. Correspondingly, differences tended to increase towards the edges of the plate due to the
effect of crossflow.

The results in this section indicate that both approaches showed low differences in the stagnation points
of the nozzle array. However, higher differences in the HTC and residual stress patterns were observed
in the dry regions. Thus, even if the air speed through the perforated metal sheet was constant, due to
the large temperature drop of the plate during the tempering process, a variation of the temperature
difference between the target surface and the impinging air over time also occurred. Consequently, the
thermophysical properties of air also varied having a direct impact on the interacting jet flow regime
and the resultant convective HTC.

In summary, an efficient modified procedure to model low thickness quenching processes was proposed.
The procedure encompasses both, a CFD model without volumetric radiation to capture the transient
local flow phenomena until the critical temperature is attained, and a thermal model where a constant
in time and spatially uniform HTC is applied.

2.6.4 Validation of the industrial case study

This section moves on to validate the proposed modified numerical methodology applied in an industrial
case study. Nonetheless, no initial temperature specification was made on the experimental work from
the literature. The initial quenching temperature was shown to have a large influence on residual stress
development (see Section 2.5.4). In this regard, a sensitivity analysis varying the initial temperature
from 600 to 650 ◦C was performed.

Turning now to the experimental measurements, Chen et al. measured the final residual stress dis-
tributions by SCALP [56]. Because of this reason, the performed validation made reference to the
final residual stress distribution developed on the glass surface. Figure 2.83 sets out the experimental
measurements and predicted residual stress distribution for varying initial temperatures along the x
and y axes for a jet velocity of 100 m/s and 200 m/s.

85



2.6. Application of the FSI numerical method to industrial case study

(a) (b)

(c) (d)

Figure 2.83: Distribution of residual stresses against experimental data for different glass initial
temperatures: 600 ◦C, 625 ◦C and 650 ◦C, along: (a) path x with v = 100 m/s air flow; (b) path y
with v = 100 m/s air flow; (c) path x with v = 200 m/s air flow; (d) path y with v = 200 m/s air flow.

Both, the numerical results and the experimental measurements shared the same trend, as it was able
to capture the peaks and troughs caused by the jet pattern in both directions. The difference between
the stress amplitudes obtained in the x and y directions may arise from the non-homogeneous heat
transfer that occurred on the surface as a result of the defined jet-to-jet distances. The defined jet pitch
in x direction made the jet flows to overlap, whereas the larger pitch in the y direction brought about
a lower heat extraction between jets, causing the already mentioned dry regions. As a result, the large
difference in cooling rate between the jet facing and dry regions led to a large variation in the developed
residual stresses between these areas. In both analysed jet velocity cases, the initial temperature of 625
◦C seemed to be in better agreement with the experimental results. Not surprisingly, this magnitude
is considered a common initial temperature value within the glass tempering process [18, 22, 89].

The results in this chapter indicate that the proposed modified methodology based on FSI was appro-
priate to represent the residual stress distributions in laboratory case studies as well as in an industrial
case study.
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2.7 Conclusions

A new numerical methodology to calculate residual stresses in glass plates subjected to non-uniform
cooling during the tempering process was presented and validated in single and multiple jet configu-
rations. The significant conclusions are:

• A generalised FSI numerical procedure to predict non-uniform residual stress distributions in
glass subjected to single and multiple nozzle or jet arrays was successfully implemented and
validated with laboratory experimental measurements and data from the literature. The results
showed that local flow phenomena during heat treatment process played a vital role in the residual
stress development in glass plates.

• With the aim of seeking a commitment between accuracy and efficiency, different computational
cost reduction techniques were assessed. Firstly, the consideration of volumetric radiation tended
to homogenise the temperature of the plate, as the temperature difference through the thickness
was decreased up to 6% for all the analysed cases. However, no significant differences were
observed in the final residual stress pattern nor in their variation over time. The reason for this
may have to do with the short period of time that the components remained at high temperature.
Additionally, it involved a relatively high computational cost. Hence, volumetric radiation can
be disregarded throughout the tempering process. However, a more thorough study needs to be
carried out when thicker components or lower heat extractions are considered.

• Secondly, the existence of a critical temperature during the tempering process was confirmed.
Once the hottest point of the plate was at 400 ◦C, the subsequent cooling magnitude and dis-
tribution was no longer influential and the residual stress development became cooling rate
independent within the range from natural to forced convection cooling. In addition, the cooling
stage from the critical to room temperature referred to the longest time period of the tempering
process, as cooling rate decreases over time. For this reason, the use of a purely thermal model
below the critical temperature was proposed to reduce the high computational cost that the CFD
calculation entails. To this end, data was transferred to the thermal model where a spatially
homogeneous and constant in time HTC was defined.

• Likewise, the influence of considering steady and transient HTC on the residual stress pattern
was analysed. According to the performed single jet tempering tests, differences in terms of HTC
up to 10% in the dry region were perceived. Regarding residual stresses though, differences up to
8% and 1% in the stagnation and dry regions were noticed, respectively. The larger differences in
terms of HTC observed in the dry region, did not lead to large deviations in residual stresses in the
same region. In this case, residual stresses showed larger differences in the stagnation area. These
results are likely to be related to the use of a single jet on each side of the plate during tempering,
which brought about a characteristic contraction of the plate due to the dissimilar cooling of the
dry regions with respect to the stagnation area. Contrary to the single jet configuration, the
analysed industrial case study showed deviations in HTC and residual stresses up to 16% and
9%, respectively, in the representative area. As a result, the approach of considering a steady
HTC might be a cost-effective solution when crossflow phenomena became negligible. However,
differences up to 25% in terms of HTC and 17% in the residual stress magnitudes were observed
in the outer area of the plate where crossflow phenomena gained importance. Therefore, the
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approximation of steady and constant HTC cannot be directly extended to other quenching case
studies as the influence of the flow nature should be first evaluated.

• Based on the conclusions of the computational cost reduction analysis, a modified procedure to
model low thickness quenching processes seeking a commitment between accuracy and efficiency
was proposed. The modified procedure consisted of a transient CFD simulation without volu-
metric radiation and a purely thermal model once the part was below the critical temperature.
These findings facilitated a decrease of around 87% of the computational time with respect to the
initially proposed procedure. In this way, the feasibility and reliability of the proposed modified
methodology into industrial environments was verified.

• It can be concluded that residual stress development during tempering is highly sensitive to the
definition of process parameters as well as to modelling configurations. Among them, the initial
temperature of glass was proved to have a significant impact on the residual stress magnitude as
differences up to 30% were observed.

• Finally, the proposed generalised numerical methodology enabled the calculation of non-uniform
residual stress distributions. More importantly, it provided an efficient tool for understanding the
involved multiphysic phenomena, making it possible to extend its applicability to novel processes
such as pulsed jet cooling or interrupt quenching strategies.
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Chapter 3

Probabilistic assessment of glass
fracture considering residual
stresses

3.1 Introduction

The strength of glass is heavily influenced by the presence of micro-cracks on the glass surface and the
residual stress state [128]. Several approaches can be found in the literature to determine the influence
of surface quality on the strength of glass. On the one hand, certain design guides or standards base
their calculations on allowable stresses or safety factors [41, 42]. Nevertheless, the comparison between
the calculated design strength and an allowable stress value might not result in accurate predictions,
especially if safety applications are of concern. On the other hand, numerical models based on FEM
or XFEM to model surface defects become unfeasible if the whole population of microscopic flaws
on the glass surface are to be considered. Thus, a probabilistic assessment of glass strength could
be considered an appropriate method to account for the randomly distributed microcracks [43]. In
this context, the Weibull distribution is reported to be the most widely used statistical approach for
representing the fracture strength of brittle materials [44, 45]. Some works however, have performed
direct statistical assessment of annealed and tempered glass panes but the results obtained are only
representative for the specific geometry or load type analysed in the investigation [11, 46, 47]. Taking
into account that large-scale experimental programs are essential for obtaining reliable cumulative
distribution functions, this procedure might not be feasible if numerous features are to be investigated
[48, 129]. Furthermore, if non-uniform residual stresses are to be considered, the total effort required
in the laboratory increases significantly. Lastly, a procedure to design the heat treatment process at
an early stage of the production cycle, based on both, the operational load distribution and the failure
limit specified by the client, remains a challenge.

In this chapter an alternative, cost-effective method to address both, the residual stress pattern and
the statistic nature of glass strength is proposed. The following section provides a brief introduction to
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the brittle nature of glass, followed by the most common fracture characterisation techniques. Next,
different approaches for modelling glass fracture are reviewed. The proposed methodology and the
theoretical and experimental procedures are then detailed. The remainder of the chapter is dedicated
to a discussion of the results. Here, the numerical analysis and subsequent statistical assessments of
the in-service behaviour of glass are validated against experimental data. Finally, the main conclusions
of the investigation are presented.

3.2 Literature review

3.2.1 Glass strength

The strength of glass is limited by stress concentrations around minute cracks inherent to the material
[13]. Unlike polycrystalline materials where flaws exist throughout the entire volume of the material,
it is commonly known that microcracks exist only on the surface of glass [130]. Consequently, the
bending strength of glass may be considerably reduced by surface and edge damage. This phenomenon
becomes unimportant in ductile materials as they exhibit plastic behaviour allowing them to deform
locally around the flaws. Brittle materials however, are unable to redistribute these stresses, resulting
in crack growth and propagation until the fracture of the material. Consequently, a surface flaw acts
as a stress multiplier for local tensile stresses.

As flaws are randomly distributed, the failure strength tends to show a large scatter. In addition,
different flaw populations might be encountered on the surface or edges of glass, leading to different
fracture behaviours [131].

Wang et al. performed mechanical tensile testing on float glass specimens at different temperatures
up to 400 ◦C [132]. As temperature dropped, the switch from the viscoelastic behaviour to the
brittle behaviour of glass could be easily appreciated. At high temperatures, viscoelastic behaviour
gained importance and the scattering remained low. When temperature decreased, the behaviour was
dictated by the presence of surface flaws and the dispersion between measured values became wider.
This phenomenon could also be perceived in several experimental works, where the ultimate strength
of annealed and heat treated samples was studied [133–135].

Thereby, the presence of defects on the surface is highly influential in the practical strength of glass,
particularly if the part is subjected to tensile loading.

3.2.2 Fracture testing

Taking into account the brittle nature of glass and the influence of surface defects on its strength,
special attention should be paid to prevent the development of any surface damage during the fracture
characterisation tests. For this reason, with the aim of avoiding clamping systems such as the one
employed in the standard tensile strength tests, four point bending tests are generally performed.
During four point bending tests, the specimen is located on two supporting rollers, and two bending
rollers are the ones in charge to apply the load. As a result, a constant bending moment on the loading
area is sought and a uni-axial stress state is obtained. The European Standard EN 1288-3 specifies
the procedure for testing samples by four point bending [136].
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Additionally, the Coaxial Double Ring (CDR) test enables the achievement of a uniform rotational
tensile stress field that is independent of edge effects [137]. For this reason, this test configuration is one
of the most widely used approach for characterising the intrinsic fracture behaviour of a material. The
CDR test consists on placing the glass plate on a circular reaction ring and applying on its opposite
surface a load transmitted through a loading ring, until failure occurs. As a result, a biaxial stress
state is achieved.

According to the UNE-EN 1288-1 and UNE-EN 1288-5 standards [138, 139], the maximum radial and
tangential stresses attained during the CDR test are equal and can be calculated by:

σrad = σtan = 3(1 + υ)
2π

[
ln r2

r1
+ (1− υ)

(1 + υ) ·
(
r2

2 − r2
1
)

2r2
3,m

]
Fmax

e2
g
, (3.1)

where σrad and σtan are the radial and tangential stresses, υ is the Poisson’s ratio of glass, Fmax the
maximum experimental force, eg the thickness of the plate, r1 the radius of the load ring, r2 the radius
of the support ring and r3,m is the mean radius of the square shape sample given by:

r3,m = (1 +
√

2)
2 · L2 = 0.6L, (3.2)

where L refers to the length of the plate side. Thus, the above Equation 3.1 can be simplified to:

σrad = σtan = K2
F

e2
g
, (3.3)

where K2 is a constant to calculate the bending strength of glass.

3.2.3 Fracture modelling

Historically, different approaches have been adopted to model the fracture behaviour of glass. First,
simplified approaches in design guides can be found. The German Institute of Construction defines
specific values of maximum allowable stresses to verify the structural collapse of glass components
[42]. In this context, different allowable stresses depending on the heat treating condition of glass
are established. Afterwards, based on the most unfavourable conditions, the characteristic values of
the actions are estimated and compared to the defined allowable stress values. In the same manner,
the European standard prEN 13474 is based on the definition of maximum allowable stress values for
annealed and pre-stressed glass based on characteristic values of their bending strength and safety
coefficients [41, 140]. Nevertheless, the comparison between the calculated design strength and an
allowable stress value might not result in accurate predictions especially if safety applications are of
concern. Moreover, the calculation of the strength of glass by European standards has implied a
large controversy, as it is carried out differently among the various European member states [141].
The reason for this is not clear but it may have something to do with the uncertainty related to the
ultimate strength of glass and its difficulty to establish a direct relationship with the several parameters
affecting it.
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Generally, crack sizes and orientations abound on the glass surface. As a result, the randomly dis-
tributed microcracks result in a high uncertainty and foster the use of a probabilistic assessment. The
Weibull distribution is reported to be the most widely used statistical approach for representing the
fracture strength of brittle materials. The three-parametric distribution function of Weibull is given
in the following expression:

Pf = 1− exp
[
−
(
GP − λ

δ

)β]
, (3.4)

where Pf is the probability of failure, GP refers to the reference or generalised parameter, λ is the
location parameter, β is the shape parameter and δ is the scale parameter. Additionally, the bi-
parametric model has also been widely adopted for brittle materials in the literature [43, 45]. This
model defined λ = 0 by assuming that a failure probability exists for any stress state. In other words,
it assumes the existence of an infinite flaw size at which a minute load can lead to failure. Therefore,
the bi-parametric model is considered a more conservative model than the three-parametric one, as the
latter one assumes a threshold below which failure never occurs [44, 142]. Nonetheless, some works in
the literature neglected the existence of this threshold. This assumption may lead to prediction errors
as a certain amount of energy is always required to make cracks propagate as evidenced by experimental
testing [46, 47]. Additionally, if the fracture behaviour of a material follows a two-parametric Weibull
distribution, the three-parametric Weibull parameter estimation will set the location parameter as
zero. Consequently, the three-parametric model was considered to be more appropriate.

Based on a specific failure criteria, the distribution function of a reference parameter, such as the flaw
size or stress, can be calculated by carrying out a statistical evaluation. In 1980 Beason proposed
the failure prediction model based on the Weibull theory for float glass [143]. This model was further
improved in 1998, enabling to determine the thickness of glass panes for specific design loads [144]. The
American standard ASTM E1300 presents several tables to define the thickness of glass components
based on this model [145]. Here, different factors are used to adjust the load resistance of the employed
glass type, namely, annealed, heat-strengthened or fully tempered glass. Interestingly, the American
standard ASTM E1300, differently from the European standard, present its calculations based on a
statistical basis.

More recently, phenomenological models have gained traction. These models describe the fracture
behaviour of the material based on empirical observations. As a result, they are not derived from
fundamental theory and thus, it does not shed light upon the particular mechanisms involved in the
fracture process. In the contrary, it permits to consider all the variables influencing on the entire flaw
population and it becomes an accurate and cost-effective method for encompassing the statistic nature
of glass. Up to this point, limitations were encountered in terms of the size effect and the consideration
of local value distributions in workpieces. The size effect had to be considered when extrapolating the
results from the experimental specimens to real components with different dimensions. Furthermore,
the Weibull model assumes a uni-axial and uniform stress acting on the component, whereas, generally,
non-uniform loading cases are encountered in real structural components. The Structural Integrity
research group of the University of Oviedo has been working in introducing the concept of equivalent
size. More specifically, in 2014 Przybilla proposed an enhanced calculation of the equivalent area [131].
In this way, transferability from the laboratory samples to real components was enabled. Based on this
approach, Muñiz-Calvente et al. proposed a Generalised Local Model (GLM) to account also for the
local values in parts during loading situations [48, 129]. This work established the concept of Primary
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Failure Cumulative Distribution Function (PFCDF). As a result, the complete transferability from
a laboratory characterisation to the practical design of components was achieved. Different failure
criteria based on the choice of the generalised parameter (GP) could also be taken into consideration.
Consequently, the calculation of the PFCDF permitted to characterise the failure behaviour of a
component and to facilitate the design and recognition of critical regions in parts subjected to specific
loading conditions [146]. Similarly, the authors performed additional studies focusing on the joint
evaluation of different tests to increase the reliability of the statistical evaluation [142]. Based on
diverse data from different annealed glass samples and tests types, the evaluation of a master PFCDF
was carried out and the robustness of the method was confirmed.

Another common approach to study the structural integrity of glass components refers to fracture
mechanics. As glass exhibits a liner-elastic behaviour, the Linear Elastic Fracture Mechanics (LEFM)
approach has been commonly adopted. Spontaneous breakage of glass occurs when local stress con-
centrations around flaws lead to a critical combination resulting in the onset of fracture. LEFM tends
to calculate the amount of energy needed for a crack to grow and propagate. In this context, Irwin
identified the so-called Stress Intensity Factor (SIF), K, to characterise the brittleness or fracture
toughness of the material [49]. This physical parameter depends on the applied load, flaw size and
specimen geometry and describes the stress and displacement fields around a crack. Different K values
are observed for each fracture mode, namely, KI, KII and KIII. Figure 3.1 illustrates the three basic
modes of crack displacement.

(a) (b) (c)

Figure 3.1: Different modes of fracture: (a) opening or mode I, (b) sliding or mode II, and (c) tearing
or mode III, adapted from [50].

Mode I corresponds to normal separation of the crack walls under the action of tensile stresses, mode
II to longitudinal shearing of the crack walls and mode III to lateral shearing. Of the three modes,
the first is the most relevant crack propagation mode in brittle solids [147]. For this reason, the
consideration of the fracture toughness in mode I, KI,c, has been a common approach to analyse
the fracture behaviour of components. Beyond this threshold, spontaneous fracture of the material
occurred. Nonetheless, several failure criteria in mixing mode, that is, considering normal and shearing
loads, are well established in the literature [148].

As a result, the influence of cracks under certain load conditions can be investigated by the use of
analytical procedures [149, 150]. Lately however, their application to complex problems has been
outdated by numerical methods [51]. In this regard, the stress and strain state around the crack front
are calculated by means of FEM. A crack though, imply a change in the nominal geometry of the
material. Therefore, the finite element mesh needs to be continuously adapting to the crack front and
complex meshing techniques are required. Additionally, as the shape functions employed are generally
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low-order polynomials, very refined meshes are needed to obtain reliable stress and strain fields around
the crack tip. Another option to numerically model cracks is the XFEM. The main advantage of
XFEM is that the finite element mesh becomes independent from the crack geometry and advancing
front, and the need of remeshing is avoided. Even though, a high discretisation degree is needed in
order to accurately represent the stress and displacement distributions around the crack. Pietras et al.
performed a numerical analysis in ABAQUS FEA to analyse the strength of a flawed tempered glass
[52]. The authors made use of the XFEM to calculate the SIFs. They performed the heat transfer
calculation assuming an initial temperature of 670 ◦C and a constant heat transfer coefficient of 200
W/m2K for the main surfaces and 100 W/m2K for the edges. Considering a bending case study,
the authors concluded that the defined flaw reduced the load capacity by 32.1%. Nevertheless, this
approach required the physical modelling of cracks on the surface. Because of this reason, it becomes
unfeasible to discretise the whole population of microcracks on the glass surface by XFEM or FEM.
As an alternative, Kinsella et al. presented a numerical method based on Monte Carlo simulation to
consider random flaw distributions on the surface of annealed glass, in terms of location, orientation,
and size [151]. Even though, when pre-stressed glass has been investigated, the compressive residual
stress pattern is usually assumed to be constant and uniform [152, 153]. Nonetheless, the non-uniform
temperature distributions developed during the standard cooling process of glass usually lead to stress
inhomogeneities on the surface [56].

Another common approach to assess the strength of heat treated glass implies the sum of the com-
pressive prestress magnitude and the lower limit values of the statistical distribution of annealed glass.
In this case, the 5% quantile of the distribution is usually considered. Nevertheless, Pisano et al. and
Bonati et al, highlighted the fact that the sum of the characteristic bending strength of annealed and
heat treated glass was not an appropriate approximation [45, 154]. They argued for the unlikelihood
for both material strengths to simultaneously attain their lower values at a given point. Consequently,
this approach becomes conservative, as the sum of both characteristic strengths is generally lower than
the ones experimentally observed. This fact emphasises the need for a statistical analysis to evaluate
the strength of heat treated glass. For this reason, an efficient numerical–statistical model to assess
the fracture of glass accounting for residual stresses becomes essential.

Many works performed direct statistical assessment of specimens, and hence, the obtained data only
allow reliable prediction of the specific case studied, for instance, specimens exhibiting the same size,
shape and being subjected to the same tested loading configuration [11, 45, 47]. In this context, the
GLM entailed a valuable contribution as the concept of PFCDF was introduced. Hence, the next
section is concerned with the fundamental theory in which the GLM is grounded.

3.2.4 Generalised Local Model (GLM)

Throughout this section, the fundamental theory of the GLM proposed by Muñiz-Calvente et al. is
described [48, 155]. The omnipresent statistical scatter of glass strength makes statistical evaluation
necessary to analyse its fracture behaviour. For this reason, a brief overview of the weakest link
principle and the Weibull model is first carried out, and then, the GLM is described. Finally, the joint
assessment procedure is also explained.
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Weakest link principle

Fracture of brittle materials mainly occurs due to the pre-existing flaws on its surface. The larger
the surface subjected to tensile stresses, the larger the probability of finding a crack to initiate its
propagation. The weakest link principle is usually applied to consider this size effect. Based on this
theory, the structural component is discretised into smaller elements, that is, individual links, and the
survival probability of each of them is calculated. As a result, the weakest link principle establishes
that the global survival probability of a component can be calculated as the product of the survival
probabilities of each element:

Ps,global =
n∏
i=1

Ps,link,i, (3.5)

where Ps,global is the survival probability of a component, n refers to the total number of elements
and Ps,link,i is the survival probability of each element i. Consequently, the global failure probability,
Pf,global, might be found by:

Pf,global = 1− Ps,global. (3.6)

Thus, the failure of one of the discrete elements implies the failure of the complete workpiece.

Weibull model

It is of common practice to consider the Weibull distribution function to statistically analyse the
strength of glass based on a certain failure criterion. The obtained cumulative distribution function
relates the probability of failure and the selected critical value of the GP. The three-parametric Weibull
distribution is given by Equation 3.4. As previously presented, λ is the location parameter, β is the
shape parameter and δ is the scale parameter. The shape factor β is related to the scatter. As the
sample size reduces, a larger scatter might be observed as the breakage of the component is governed
by the largest defect on the surface. As a result, larger variations might be observed when small
components are analysed as the location of the largest flaw size is limited into a specific sample. The
scale factor δ is related to the specimen size. With regard to the the location parameter λ, it defines
the threshold below which failure never occurs. This means that λ is related to the maximum size of
the whole crack population on the surface.

Fundamentals of the GLM formulation

The aim of the GLM is to obtain the PFCDF as a material property on the basis of the Experimental
Failure Cumulative Distribution Function (EFCDF). The PFCDF permits the transferability of the
results from one model to another irrespective of the experimental features employed, namely, load
type and the shape and size of the specimens.

To this end, the GLM consists of an iterative process through which the Weibull parameters are
fitted within a three-parametric cumulative function. The model is grounded in the three-parametric
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Weibull distribution presented in Equation 3.4 and aims to predict the probability of failure, Pf. The
Weibull distribution characterises the failure of the material considering the area is subjected to a
uniform load. However, usual loading configurations show complex non-uniform distributions along
parts. As a result, the three-parametric Weibull distribution for calculating the local probability of
failure considering an equivalent size, is defined by the following expression:

Pf,Seq = 1− exp
[
− Seq
Sref

(
GP − λ

δ

)β]
. (3.7)

The model is defined by a generalised parameter, GP , which characterises the failure behaviour of
the component, uniformly acting on a reference size, Sref. The equivalent size, Seq, refers to the
length, area or volume of a sample that subjected to the maximum value of GP , exhibits the same
failure probability as compared to the one obtained at the real component subjected to the real GP
distribution. In this way, the complex non-uniform distribution along parts can be considered. In
addition, it enables the transferability of the results to any other specimen size. Figure 3.2 sets out
the real GP distribution on a sample and the constant distribution of the GP on an equivalent size,
at which the same probability of failure is attained. It is worth mentioning that the area of both
distributions might not coincide one with each other.

G
P

Position

Seq

Figure 3.2: Schematic representation of a real GP distribution (bold line) along a real component
and the GP distribution on an equivalent size (dashed line) leading to the same probability of failure.

Adapted from [155].

The iterative process consisted of different steps. Hereafter, the formulation for fitting the Weibull
parameters is delineated.

Firstly, experimental tests for analysing specific sample features were performed. Secondly, a numerical
model to reproduce the experimental tests is required. With the aim of performing a reliable statistical
fitting, not only the maximum strength value must be known, but also its distribution on the area of
analysis. To this end, a FEM based analysis became essential. Once the numerical model was defined,
the EFCDF, which relates the probability of failure and the critical value of the generalised parameter,
was estimated. This relation is given by a plotting position rule. The critical values of GPij are sorted
in increasing order, where a rank number and a probability of failure are associated to each value [148,
155]. The failure probabilities are assigned by the following equation:

96



3. Probabilistic assessment of glass fracture considering residual stresses

Pf,j = Kj − 0.3
j + 0.4 , (3.8)

where Kj (Kj = 1...j) refers to the rank order and j the total number of tests per analysed glass type.
Subsequently, the global probability of failure must be calculated. Based on the weakest link theory,
the global probability of failure depends on the local failure probabilities of the component. Therefore,
the global probability of survival refers to the multiplication of the survival probabilities of each link.
Considering each link as a finite element, the relation between the local survival probability and the
local failure probability is described by:

Ps,Seq,i = 1− Pf,Seq,i. (3.9)

Consequently, the global failure probability Pf,global,j of each sample may be found by the combination
of the probability of failure of each element:

Pf,global,j = 1−
itotal∏
i=1

(1− Pf,Seq,i
) = 1−

itotal∏
i=1

(
exp

[
−Seq,i
Sref

(
GPij − λ

δ

)β])
, (3.10)

where Pf,Seq,i
is the local probability of failure for the element i, Seq,i is the equivalent size of the

element and GPij is the local value of the generalised parameter at the element i of each tested
sample. Similarly, the equivalent size of each specimen, Seq,j , might be found by:

Seq,j = −log(1− Pf,global,j)Sref
(

δ

GPmax,j − λ

)β
. (3.11)

Once the equivalent size is calculated, the Weibull parameters are fitted. To this end, the equation of
the probability of failure is linearised in the form of y = Ax+B, where:

y = log(GPmax,j − λ), (3.12)

x = log(−log(1− Pf,global,j))
Sref
Seq,j

, (3.13)

A = 1
β
, (3.14)

B = log(δ). (3.15)

Finally, the relative difference of the values obtained at the previous iteration (I – 1) with respect to
the actual iteration I is calculated by:

|λI − λI−1|
λI

+ |βI − βI−1|
βI

+ |δI − δI−1|
δI

< εI. (3.16)
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When the iterative relative difference is below εI < 10−9 convergence is attained. If not, the iterative
process continues and the actual values are transferred to the calculation of the global probability,
thus updating the equivalent size calculation and the respective Weibull parameters. In this way,
the Weibull parameters of the PFCDF are obtained. As a result, the PFCDF behaves as a material
property and it becomes size and shape independent.

The joint test method

The number of specimens tested have a direct impact on the subsequent statistical assessment. Gener-
ally, experimental programs are not as large as they should mainly because of lacking resources or time
constraints. Likewise, experimental studies usually comprise different parameters of interest making
it even more complex to thoroughly analyse each and everyone of them. Owning to these reasons, a
joint evaluation of the performed experimental tests becomes a remarkable option to overcome these
limitations [142].

The fundamental formulation for the joint evaluation followed a similar trend that the one of the GLM,
but slight changes were introduced [155]. Regarding the EFCDF estimation, the local values of the
maximum GP of each test type to be merged were already known. Nevertheless, as the maximum GP
obtained at each test type may be related to a specific sample size or loading configuration, the initial
ranking of all the critical GP values cannot be directly carried out. The reason for this is related to the
scale effect. In this context, the probability of failure of a large load referred to a small area might be
higher or smaller than a smaller load referred to a large area. For this reason, firstly, the calculation
of the global probability of failure of each specimen is addressed by the following expression:

Pf,global,j = 1−
∏(

1− Pf,Seq,ij

)
= 1−

∏(
exp

[
−Seq,ij
Sref

(
GPij − λ

δ

)β])
. (3.17)

Then, being the reference size related to the scale parameter, δ, the next equation permits the calcu-
lation of the equivalent scale parameter, δeq, for each critical GP value of each sample, GPmax,j :

δeq,j = GPmax,j − λ
[−log(1− Pf,global,j)](1/β) . (3.18)

The equivalent scale parameter enables the calculation of the equivalent size. In this way, the conversion
of the cumulative damage functions to an equivalent size specimen is performed by the following
formulation:

Seq,j = Sref
(δeq,j/δ)β

. (3.19)

As a result, an equivalent size for each sample can be estimated. Once the equivalent size is known,
the Weibull parameters are fitted by linear regression following the aforementioned procedure. Lastly,
the relative difference between the derived Weibull parameters and the ones obtained at the previous
iteration are calculated to check convergence.
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3. Probabilistic assessment of glass fracture considering residual stresses

3.3 Numerical-probabilistic method to assess glass failure con-
sidering residual stresses

The following numerical-probabilistic procedure is grounded on the Generalised Local Model (GLM)
presented by Muñiz-Calvente et al. [48, 155]. The GLM accounts for the local values in a workpiece
during loading situations. Moreover, the concept of PFCDF enables the complete transferability
from a laboratory specimen characterisation to the practical design of components. The model was
successfully validated based on annealed glass samples subjected to bending loads. Nevertheless, when
structural applications are required, glass is most often heat treated with the view to developing a
compressive residual stress layer on the surface. The obtained residual stress pattern hampers crack
propagation on the surface, increasing the resistance of glass when subjected to tensile loading. As a
result, residual stresses need to be accounted when estimating the failure probability of heat treated
glass. With this in mind, the procedure presented in this chapter consists of the following steps:

1. Non-uniform residual stress prediction: the residual stress domain after the heat treatment
process is predicted by a sequentially coupled FSI approach.

2. Obtention of the PFCDF: the final residual stress pattern developed in the heat treatment
process is mapped into a structural FEM model. Similarly, an experimental program is carried out
to characterise the failure of the material. In this way, the local values of the reference parameter
in the specimen at the experimentally determined fracture loads are numerically calculated. The
obtained local data is subsequently employed to derive the Primary Failure Cumulative Damage
Function by the Generalised Local Model. The PFCDF is based on a three-parameter Weibull
function, where the Weibull parameters are iteratively determined. The derived PFCDF permits
the evaluation of the probability of failure, being independent from the specimen size, shape and
load used in the experimental characterisation.

Figure 3.3 presents the schematic overview of the proposed numerical-statistical procedure for pre-
dicting the probability of failure of structural glass components considering the non-uniform residual
stress distribution.
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FSI one-way model

PFCDF

In-service 
numerical model

σ(x,y,z,t)

Experimental 
program: Fmax

Generalised local model

Figure 3.3: Flow chart of the proposed numerical-statistical procedure to predict the probability of
failure of pre-stressed structural glass components.

Firstly, following the modelling procedure proposed in Chapter 2, a one-way coupling FSI model
consisting of a CFD model and a FEM model was defined to calculate the residual stress distribution
after the heat treatment process. The obtained residual stress pattern was mapped into the in-service
numerical model, where the local values of the reference parameter, e.g. maximum principal stress,
were obtained. At this point, the GLM was used to derive the so-called PFCDF [48]. The aim is
not to pinpoint the specific mechanism that contributes to fracture, but to consider all the variables
influencing on the entire flaw population. As a result, the PFCDF statistically characterises the
material failure based on the three-parametric Weibull model, being size and shape independent with
respect to the employed testing sample. Consequently, it makes the transferability of the results
from the performed experimental work to the practical design feasible. Finally, glass plates exhibiting
different residual stress patterns were used to validate the obtained PFCDF. Therefore, the proposed
numerical-statistical procedure becomes an efficient 3D method for predicting the failure probability
of glass components, being independent from the inherent residual stress spatial distribution.

Hereafter, the main aspects of the proposed method are delineated.

3.3.1 Case studies

The samples used in this thesis referred to soda-lime square flat plates with a dimension of 90 x 90
x 4 mm. Different glass types were investigated: annealed glass (AA), symmetrically tempered glass
(ST) and asymmetrically tempered glass (AT). Figure 3.4 illustrates the asymmetrical tempering glass
unit, whereas Figure 2.10 in Chapter 2 depicts the one of symmetrically tempered glass.
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3. Probabilistic assessment of glass fracture considering residual stresses

Figure 3.4: Cooling down unit of asymmetrically tempered glass plates.

As aforementioned in Section 2.4.3 of Chapter 2, symmetrical tempering tests with the aim of ob-
taining samples resembling the conventional residual stress pattern were carried out. Conversely, the
asymmetric tempering configuration intended to offer a characteristic case of the tempering process,
in which heat extraction by forced convection only occurred from one side of the plate. As a result,
an asymmetric residual stress pattern was obtained. The standard tempering process tends to show
slight asymmetric residual stress distributions due to the influence of rollers. Even though, differences
tends to be small and residual stresses are often considered as symmetrical [156]. Consequently, the
asymmetric cooling configuration enabled to consider an extreme case to validate the proposed method.

A radiation furnace NABERTHERM LH60/14 was preheated to 650 ◦C and after holding each sample
for 10 minutes, specimens were transferred to the tempering unit, where jets with an inlet diameter
of D = 3 mm were used. Similarly, two jet-to-plate distances at H/D = 20 and H/D = 40 for each
tempering configuration were defined.

The brittle nature of glass makes the experimental strength characterisation a cumbersome process
due to the exhibited large scatter of the results. With the aim of having a representative amount
of samples according to the UNE-EN 1288-1 and UNE-EN 1288-5 standards, a total number of 30
samples were defined for each glass type. Table 3.1 summarises the analysed configurations as well as
the corresponding number of samples.

Table 3.1: Overview of the proposed experimental program.

Glass type H [mm] H/D Samples
AA - - 30
ST 60 20 30
ST 120 40 30
AT 60 20 30
AT 120 40 30
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3.3. Numerical-probabilistic method to assess glass failure considering residual stresses

An important factor to consider during the characterisation of glass strength is the crack orientation
on the surface. The number of orientations though, abounds and the testing of an infinite number
of samples becomes unfeasible. The use of coaxial double rings enable to assume an equal probabil-
ity of failure no matter of the orientation of the prevailing crack. For this reason, the mechanical
characterisation throughout this thesis consisted on CDR tests at room temperature.

For this purpose, the guidelines stated in the UNE-EN 1288-5 standard were followed [139]. A R30
ring configuration was used; the diameter of the load and support rings was 12 mm and 60 mm,
respectively, and the curvature radius of both rings in the contact area referred to 2.5 mm.

3.3.2 Theoretical procedure

Residual stress prediction

A one-way coupling FSI model was defined with the view to calculating the non-uniform residual stress
distribution after the heat treatment process. The model intends to capture the non-uniform temper-
ature pattern of cooling techniques and its influence on residual stress development by considering the
interaction between the fluidic, thermal and mechanical fields. A detailed description of the model is
given in Chapter 2.

In-service numerical model

A numerical model based on the FEM was built to consider the local GP distribution in the part. In
other words, the defined numerical model must reliably predict the stress distribution on the part at
the breakage load to subsequently feed the GLM and predict the probability of failure.

For this purpose, the commercial software ABAQUS FEA was used. It consisted of the load ring,
support ring, the silicon rubber and the glass specimen as shown in Figure 3.5. The support ring was
made out of steel and hence, it was considered a rigid body. The load ring was made out of aluminium
and it was considered as deformable, as well as the silicon rubber and the glass plate. Table 3.2 sums
up the material properties defined for each part based on literature [148].

Table 3.2: General properties of glass, aluminium and silicon rubber at room temperature.

Soda-lime glass Aluminium 6000 series Silicon rubber
Young Modulus [MPa] 70000 70000 20
Poisson coefficient 0.23 0.33 0.47
Density [kg/m3] 2470 2700 950

Two static general steps were defined. The first referred to an approximation step until the load ring
was put in contact with the sample, and the second one, a loading step until the maximum experimental
fracture load was attained.
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3. Probabilistic assessment of glass fracture considering residual stresses

With regard to the interaction between parts, a surface-to-surface contact based on finite sliding
formulation was defined between the load ring and the glass plate. The normal behaviour was based
on a hard contact configuration without allowing separation after contact, whereas the tangential
behaviour was based on the Penalty method assuming a friction coefficient of 0.6 [157, 158]. The
contact between the glass plate and the silicon rubber, as well as, the rubber with the support ring
were described by a tie constraint. By this constraint, the selected surfaces were assumed to be bonded
and the stability of the numerical calculation was ensured.

As for the boundary conditions, the support ring was assumed to be fixed. Once the load ring interacted
with the glass plate, a negative displacement based on the experimental tests in z direction was
imposed. Likewise, rotations were not hampered but displacements in x and y directions in the central
point of the glass plate were impeded until the loading step was initiated. Owning to the small size of
the specimens, the bending action due to its own weight was neglected.

A total number of 54077 elements were defined, from which 48600 were associated to the glass specimen.
Regarding the element type, quadratic full-integration hexahedral elements were selected. Six elements
through the plate thickness were defined (Figure 3.5).

Figure 3.5: Mesh of the in-service model composed of the load ring, support ring, the silicon rubber
and the glass specimen.

Finally, the final residual stress pattern obtained during the heat treatment calculation was mapped as
an initial condition into the in-service model. In this way, the local values of the generalised parameter,
e.g. maximum principal stress, when the part was subjected to the loading configuration were obtained.
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3.3. Numerical-probabilistic method to assess glass failure considering residual stresses

Generalised local model (GLM)

Here, the implemented statistical approach based on the GLM proposed by Muñiz-Calvente et al. is
detailed [48, 155]. The aim of the GLM is to derive a PFCDF, which permits the transferability of the
results from one model to another irrespective of the experimental features employed.

To this aim, the local stress distribution and the element size of the investigated glass conditions were
numerically determined. Then, the numerical data was transferred to the GLM, where a reference size
of 1 mm2 was considered. The transferability of the results depends on the appropriate selection of
the failure criterion of the component, which is based on the definition of the generalised parameter.
Based on the obtained experimental data, it is not obvious which stress or stress combination should be
taken as a reference to derive the PFCDF. For this reason, two different criteria, namely, the maximum
principal stress, σmax, and the Principle of Independent Action (PIA) were analysed [155]:

GP = σI = σmax, (3.20)

GP = (σmI + σmII + σmIII)(1/m). (3.21)

Based on literature, a value of m = 3 for the PIA criterion is recommended [142]. The maximum
principal stress criterion assumes that the material fails when the uniaxial tensile strength of the
material is reached. Conversely, the PIA criterion is based on an equivalent stress that accounts for
the principal stresses in the three principal directions. In this way, the biaxial loading on the glass
surface is considered. As the structural failure of glass commonly stems from the presence of tensile
stresses, only the tensile mode of failure are considered, ignoring the influence of compressive stresses.
Similarly, the failure mode of the material must be preserved. In this case, breakage is assumed to
occur due to same representative defect, more precisely, the largest crack on the surface. As a result,
the PFCDF for each glass type could be obtained.

The GLM consists of an iterative process where the Weibull parameters are fitted into the three-
parametric Weibull distribution presented in Equation 3.4. In this context, Figure 3.6 shows the
flowchart of the iterative process for fitting the three-parametric Weibull distribution.
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     - Glass type 1: j tests
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Figure 3.6: Flowchart of the calculation sequence to fit the three-parametric Weibull distribution.

Each step is briefly summarised in the following lines:

1. Experimental program: the first step consists on performing j experimental fracture tests for c
experimental conditions where specific sample features are analysed. In this investigation, samples
of equal size but different residual stress pattern were subjected to the same load conditions. In
this way, the fracture loads of the analysed glass types each of them composed by 30 samples were
recorded.

2. Calculation of local values: the load data obtained during the experimental fracture tests was
used to numerically calculate the local distribution of the generalised parameter. Throughout
this thesis, the maximum principal stress or an equivalent magnitude in accordance with the PIA
criterion was defined as the generalised parameter. In this way, the GPij distribution on the
component at the fracture instant was calculated, where i refers to each element of the numerical
model and j to a particular experimental test. Likewise the element size of the defined grid was
obtained.
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3.3. Numerical-probabilistic method to assess glass failure considering residual stresses

3. Experimental Failure Cumulative Distribution Function (EFCDF): the EFCDF represents
the relationship between the probability of failure and the critical value of the generalised parameter,
namely, the value of GPij at the instant when each experimental sample collapses. It depends on
the test type, applied load and the shape and size of the specimen.

4. Calculation of global probabilities of failure: in this step, the global probability of failure is
estimated based on each local failure probability of the component.

5. Calculation of the equivalent size: the global failure probability, the equivalent size and the
Weibull parameters are initially unknown. With the view to starting the iterative process, some
initial assumptions are needed. Firstly, the Weibull distribution function was fitted to the EFCDF
to determine the initial values of λ, β and δ. Secondly, arbitrary values for the reference size and
equivalent size were chosen. For this purpose, a similar size of the analysed case study for the
reference size and 80% of the element size for the equivalent size are recommended.

6. Fitting the three-parametric Weibull distribution: in this stage, the Weibull parameters are
fitted.

7. Convergence criterion: finally, the relative difference between the previous iteration and the
actual iteration are calculated. When the difference is considered acceptable, the Weibull parameters
of the PFCDF are obtained.

The experimental results might show large scattering due to the randomly distributed cracks on the
surface. As a result, the calculation of confidence intervals becomes necessary to assess the reliability
of the predictions. In fact, certain standards, such as UNE-EN 1288-1, encourage the use of confidence
intervals to better represent the statistical uncertainty involved in these experiments [138]. With this
in mind, after deriving the PFCDF, the following steps were followed:

• Relationship between the GP and the failure probability: firstly, the relation between
the critical values of the GP and the failure probability must be defined. To do so, a non-
dimensional GP distribution is calculated by dividing the local GP values with the maximum
GP value. Assuming a linear relationship between force and stress, the non-dimensional GP
distribution is multiplied by an incremental GP value in order to obtain the local GP values at
each incremental load. To begin with, the location parameter is set as the initial incremental
value, from which the GP will be increased. Once the GP distribution is known, based on the
Weibull parameters of the previously derived PFCDF, the failure probability at the corresponding
critical GP value can be achieved. Subsequently, an incremental GP value is added and a new
failure probability is estimated until a probability of 0.999 is achieved.
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3. Probabilistic assessment of glass fracture considering residual stresses

The following Figure 3.7 shows the incremental procedure to be followed.

Non-dimensional GP distribution

Pf > 0.999

GPij/GPmax

1

0

Calculation of Pf based on previous PFCDF

P f

GP

GP-Pf relation

no

yes

Definition of incremental

Calculation of local values:

Figure 3.7: Procedure to derive the GP − Pf relation.
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• Calculation of the PFCDF from simulated experimental program: here, N fictive
PFCDFs that could have been obtained in N experimental programs are calculated. For this
purpose, N fictive experimental programs are simulated. Figure 3.8 presents the procedure to
estimate the simulated Weibull parameters.

Calculation of n simulated local values:

Calculation of jfic simulated GPmax values

P f

GP

Fitting of the simulated three-parametric 
Weibull equation

Calculation of N experimental programs

N
 r

ep
et

iti
on

s

GP

P f

Simulated

Figure 3.8: Definition of jfic fictive tests to simulate N experimental programs.
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After establishing the relation between the GP and failure probability, jfic failure probabilities
referring to jfic fictive experimental specimens are defined. In this way, the local values of GP can
be obtained by multiplying the maximum GP values by the non-dimensional GP distribution.
This results in jfic GP distributions, each referring to a simulated experiment. Lastly, the jfic
simulated experimental tests are fitted by the GLM procedure and a new PFCDF is derived.
This step is repeated N times, being N = 1000 a suitable amount of iterations.

• Estimating the confidence intervals: all the PFCDFs are sorted by ascending GP values
and the ones corresponding to 5% and 95% of probability are selected. In the case of N = 1000,
the ones corresponding to 50 and 950 would be selected (see Figure 3.9).

GP

P f

Figure 3.9: 5% and 95% confidence intervals for N = 1000 simulated experimental programs.

Ideally, an infinite number of experimental tests would ensure an accurate representation of the
PFCDF. Nevertheless, such an effort is not affordable and the confidence intervals allow assessing
the reliability of the performed predictions.

Joint method

Based on the GLM, the joint evaluation enables to consider all the experimental case studies as a
unique experimental program. As a result, the larger amount of experimental data leads to a more
reliable prediction of the probability of fracture. As in the previous single test evaluation, the aim
of this evaluation is to derive a PFCDF as material property. Figure 3.10 sets out the flowchart for
fitting the three-parametric Weibull distribution based on all the performed experiments.
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Figure 3.10: Flowchart of the calculation sequence to fit the three-parametric Weibull distribution by

the joint test evaluation.

Hereafter, each step is delineated:

1. Verification of the transferability of the results: first, the failure criteria and the transfer-
ability between the analysed case studies must be checked.

2. Calculation of the global probabilities of failure: then, the global probability of failure is
calculated. As the joint Weibull parameters in the first iteration are still unknown, the minimum
value of λ and the mean values of β and δ of the PFCDFs to be merged are considered. In this way,
the global probability of failure for each test at the first iteration was calculated.

3. Calculation of the EFCDF: the maximum GP values of each glass type batch are ranked in
ascending order and a probability of failure is assigned to each of them using the aforementioned
plotting position rule.

4. Calculation of new equivalent sizes: an equivalent reference size must be assigned to each GP
to carry out the joint assessment. As a result, the GP values of each experimental test are shifted
and sorted, giving rise to a unique master curve (see Figure 3.11).
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P f
GP

Figure 3.11: Shift of critical GP values to a common cumulative distribution function.

5. Fitting the three-parametric Weibull parameters: once the equivalent size is calculated, the
Weibull parameters are fitted by linear regression.

6. Convergence criterion: if the relative difference is below the defined threshold, the iterative
process is brought to an end. If not, the iterative process continues and the actual values are
transferred to Step 2. As a result, the Weibull parameters of the joint PFCDF are obtained.

Last but not least, the calculation of confidence intervals aids assessing the reliability of the joint
predictions. For this purpose, the aforementioned confidence interval calculation was slightly modified.
In the following lines, the step-by-step procedure is explained.

• Relationship between the GP and the failure probability for each glass type: firstly,
the relation between the GP and the failure probability was defined. In this case, the relationship
of each analysed glass type needs to be addressed (see Figure 3.12).

• Calculation of the PFCDF of jfic simulated experimental tests for each glass type:
afterwards, jfic failure probabilities referring to jfic fictive experimental specimens are randomly
estimated. This way, jfic maximum GP values corresponding to each Pf and hence, jfic local GP
distributions for each analysed glass type are obtained. By the use of the GLM, the Weibull
parameters of each glass type are achieved. Until this point, no joint evaluation is performed.

• Joint evaluation and calculation of the master PFCDF from the simulated exper-
imental program: here the joint evaluation of all the simulated experimental tests was per-
formed. For example, if the simulated experimental program consisted of 30 experimental tests
and five different glass types were considered, 150 simulated tests would be evaluated. As a
result, a simulated master PFCDF is obtained.

• Simulation of N experimental programs: these steps are iteratively repeated until the de-
sired amount of N experimental programs consisting of c glass types is achieved. This way, N
PFCDFs that could have been obtained in N experimental programs were achieved. A sum-
marising scheme of these steps is presented in Figure 3.13.
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Figure 3.12: Procedure for deriving the GP − Pf relation for each glass type.
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Figure 3.13: Procedure for estimating N joint experimental programs, each consisting of c different
glass types and c · jfic simulated tests.
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• Estimating the confidence intervals: finally, all the PFCDFs are sorted by ascending GP
values and the ones corresponding to 5% and 95% of probability are selected.
In this case, as a larger amount of experimental points are used to calibrate the master PFCDF,
the reliability of the predictions is higher and the confidence intervals will exhibit a narrower
band.

3.3.3 Experimental procedure

The experimental procedure consisted of two parts. Firstly, the heat treatment of the samples was
carried out and residual stress measurements by means of SCALP were taken. Secondly, bending
strength characterisation tests were carried out. In the following lines, the heat treatment and bending
test procedures are described.

Heat treated glass samples

As explained in Section 3.3.1, five glass types exhibiting diverse residual stress distributions were
analysed: annealed glass (AA), symmetrically tempered plates at H/D = 20 (STHD20) and H/D = 40
(STHD40), and asymmetrically tempered plates at H/D = 20 (ATHD20) and H/D = 40 (ATHD40).
For this purpose, a radiation furnace NABERTHERM LH60/14 was preheated at 650 ◦C and glass
samples were successively introduced into the furnace. Afterwards, specimens were quenched in the
experimental tempering unit. The diameter of the nozzles referred to 3 mm. Finally, residual stress
measurements of five heat treated samples by SCALP were performed to ensure the repeatability of
the heat treatment process. Here, the experimental procedure delineated in Section 2.4.3 of Chapter
2 was followed.

Coaxial Double Ring (CDR) tests

The UNE-EN 1288-5 standard specifies the procedure and parameters to determine the bending
strength of small glass samples by the use of coaxial rings [139]. To this end, a MTS uniaxial testing
machine with a 15 kN load cell was employed. Likewise, methacrylate panes were used to ensure the
required safety conditions. Figure 3.14 illustrates the defined CDR set-up.

r1

r2

glass plate

load ring

support ring

Figure 3.14: CDR set-up consisting of the load and support rings, and the glass plate.
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For this purpose, both rings were designed and manufactured in accordance with the specifications
given in the UNE-EN 1288-5 standard. Similarly, an additional tool by 3D printing was manufactured
to align the samples with respect to the testing machine (see Figure 3.15).

Figure 3.15: Alignment tool manufactured by 3D printing.

A self-adhesive film on the not tested surface was employed as recommended in the UNE-EN 1288-5
standard to ensure that the origin of fracture occurred in the load ring area. In the same manner, a
silicon rubber was located between the support ring and the sample. In the case of asymmetrically
tempered plates, the downward surface, which would be exposed to tensile stresses during loading,
referred to the air-impinged surface, and hence, fracture occurred on this side. A loading rate of 2
MPa/s was defined until the fracture of the specimen occurred (see Figure 3.16).

Figure 3.16: Coaxial Double Ring test until fracture of the specimen.

Finally, the vertical displacement field was also investigated by Digital Image Correlation (DIC). Three
samples (T1-T3) for each glass type were measured by means of the ARAMIS 3D GOM equipment. An
inclined mirror at 45◦ was used to capture the downside view of the plate and record the displacement
field during the tests (see Figure 3.17).
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(a) (b)

Figure 3.17: Experimental CDR set-up: (a) ARAMIS 3D GOM equipment, and (b) inclined mirror
at 45◦.

As a result, the variation of the displacement distribution of each sample during the loading period
could be recorded. With the aim of validating the numerical results, an average experimental dis-
placement contour was calculated based on the three samples that were measured for each glass type.
Similarly, the vertical displacement distribution along x and y directions was obtained. In this way,
a scattering band could be built to compare the numerical calculations to the experimental mea-
surements. Figure 3.18 illustrates the followed post-processing procedure to represent the CDR tests
results.
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Figure 3.18: Experimental post-processing procedure of the results of the CDR tests.

3.4 Discussion of the results

This section sets out the results of the in-service numerical analysis, the experimental tests and the
statistical assessments. Firstly, the numerical model is validated, and the experimental results of the
residual stress measurements and the Coaxial Double Ring (CDR) tests are presented. Then, a single
test statistical assessment to derive the PFCDF of each glass type is carried out. Two different failure
criteria are studied and the failure probabilities of the specimens are predicted, not only based on its
own experimental data, but also based on the remaining glass types. In this way, the most suitable
failure criterion is selected and the transferability of the results is verified. Finally, a joint assessment of
the analysed glass types is performed by merging the data of each glass type as a unique experimental
program.
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3.4.1 In-service numerical analysis

The Generalised Local Model accounts for the stress distribution of the whole component. For this
reason, a numerical model accounting for the residual stress pattern of the glass component was built.
In this section, the estimated numerical results are presented. The following analysis was carried out:

• Residual stress distribution of each analysed tempering type was estimated.

• Numerical modelling of the CDR test was done.

Residual stress estimation

The annealed glass specimens were assumed to be stress-free plates during the numerical calculations.
With regard to the heat treated plates, the validation of the predicted stress pattern for symmetrically
tempered glass was presented in Section 2.5.3 of Chapter 2. Therefore, in the following lines the
residual stress development in asymmetrically cooled plates is studied. Figure 3.19 illustrates the
contour plots of the numerical residual stresses on the front surface of plates cooled at H/D = 20 and
H/D = 40.

(a) (b)

Figure 3.19: Calculated residual stress distributions on the front surface: (a) ATHD20, and (b)
ATHD40.

Similarly, Figure 3.20 depicts the residual stress pattern on the rear surface of asymmetrically tempered
plates at H/D = 20 and H/D = 40.
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(a) (b)

Figure 3.20: Calculated residual stress distributions on the rear surface: (a) ATHD20, and (b)
ATHD40.

The maximum residual stress magnitude in the front and rear surfaces for asymmetrically tempered
plates was located in the jet facing area. Lower compressive residual stresses were developed on the rear
surface, as no forced convection was applied in this area. As observed in the symmetrical tempering
case configuration, larger jet-to-plate distances resulted in lower residual stress magnitudes. Figure
3.21 plots the calculated stress distributions along x and y directions on the front and rear surfaces.

ATHD20

ATHD40

ATHD20

ATHD40

(b)

(c) (d)

(a)

Figure 3.21: Residual stress distributions along x and y directions of asymmetrically tempered glass
samples at H/D = 20 and H/D = 40: (a)-(b) residual stress on the front surface along x and y

directions, and (c)-(d) residual stress on the rear surface along x and y directions.
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In the case of short jet-to-plate distance tempering tests, residual stresses up to 100 MPa and 65 MPa
were observed on the front and rear surfaces, respectively. When the jet-to-plate distance increased to
H/D = 40, residual stress magnitudes decreased around 65 MPa and 45 MPa on each surface, with
the compressive stress always being greater in the jet facing area.

Fracture strength estimation

With the aim of predicting the stress distribution on each sample at the fracture instant, a numerical
model of the CDR set-up was built. Likewise, the calculated residual stress distributions were subse-
quently considered into the in-service numerical analysis. As a result, Figure 3.22 sets out the average,
standard deviation and maximum/minimum range of the numerically calculated maximum principal
stress at the experimental fracture instant.

Figure 3.22: Estimated average, standard deviation and maximum/minimum (*) critical stress
attained at the experimental fracture instant for each glass type.

Of particular interest was the fact that all glass types presented an average ultimate strength of around
100 MPa. This showed that in spite of the addition of a compressive stress layer on the surface, the
material tended to exhibit the same behaviour when fracture occurred. Subsequently, Figure 3.23
shows the stress distribution along the x direction over the loading period for the different glass types.
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3. Probabilistic assessment of glass fracture considering residual stresses

(a) (b) (c)

(e)(d)

Figure 3.23: Absolute maximum principal stress distribution along x direction during coaxial double
ring loading for: (a) AA, (b) STHD20, (c) STHD40, (d) ATHD20 and (e) ATHD40.

The contact areas of the load ring were easily perceived on the stress distributions. Annealed glass
plates showed a maximum stress around 100 MPa when a force of 1500 N was applied. Symmetrically
and asymmetrically tempered glass tended to exhibit a higher strength due to the initial compressive
stress on its surface. In these cases, loads around 3000 N and 2500 N were needed in order to achieve
a critical stress value of 100 MPa.

3.4.2 Experimental results

In this section, the residual stress measurements of the heat treated samples and the results of the
CDR tests to set-up the Generalised Local Model are presented.

Residual stress measurements

The residual stress measurement results for the symmetrical tempering configuration are presented in
Section 2.5.1 of Chapter 2. In line with this approach, here the results of the asymmetrically tempered
glass specimens are shown. Five tempering tests (T1-T5) were carried out to ensure the repeatability
of the stress patterns, as shown in Figure 3.24 and Figure 3.25.
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3.4. Discussion of the results

(a) (b) (c)

(d) (e)

Figure 3.24: Experimental residual stress distribution on the front surface of asymmetrically cooled
plates at H/D = 20: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.

(a) (b) (c)

(d) (e)

Figure 3.25: Experimental residual stress distribution on the rear surface of asymmetrically cooled
plates at H/D = 20: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.
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3. Probabilistic assessment of glass fracture considering residual stresses

Residual stress magnitudes up to 90 MPa were perceived on the front surface, where a larger heat
extraction occurred. In contrast, residual stress values around 65 MPa were obtained on the rear
surface. as observed in Chapter 2, deviations of the stagnation point location, namely, the maximum
residual stress area, were observed on both surfaces. Figure 3.26 sets out the residual stress distribution
along x and y directions crossing at the centre of asymmetrically cooled plates at H/D = 20.

(a) (b)

(c) (d)

Figure 3.26: Measured experimental residual stress paths of asymmetrically cooled plates at H/D =
20: (a)-(b) residual stress on the front surface along x and y directions, and (c)-(d) residual stress on

the rear surface along x and y directions.

Misalignments up to 2 mm on the front surface and up to 3 mm on the rear surface were noticed.
Not surprisingly, larger residual stress magnitudes were obtained on the front surface, as no forced
convection was applied at the back of the plate. For validation purposes, these deviations were corrected
and the measured residual stress distributions were realigned in accordance with the maximum residual
stress magnitude as shown in Figure 3.27 and Figure 3.28.
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3.4. Discussion of the results

(a) (b) (c)

(d) (e)

Figure 3.27: Realigned experimental residual stress distribution on the front surface of
asymmetrically cooled plates at H/D = 20: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.

(a) (b) (c)

(d) (e)

Figure 3.28: Realigned experimental residual stress distribution on the rear surface of asymmetrically
cooled plates at H/D = 20: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.
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3. Probabilistic assessment of glass fracture considering residual stresses

In the same manner, Figure 3.29 sets out the realigned residual stress distributions along x and y
directions on the front and rear surfaces of asymmetrically cooled plates at H/D = 20.

(a) (b)

(c) (d)

Figure 3.29: Realigned experimental residual stress paths of asymmetrically cooled plates at H/D =
20: (a)-(b) residual stress on the front surface along x and y directions, and (c)-(d) residual stress on

the rear surface along x and y directions.

Residual stresses in the stagnation area showed its maximum magnitude and decreased towards the
edges of the plate. As it can be seen, residual stress profiles kept a similar distribution along both direc-
tions, hence, the repeatability of the tests was considered appropriate. Turning now to asymmetrically
tempered plates at H/D = 40, Figure 3.30 and Figure 3.31 present the residual stress distribution of
the five analysed specimens.
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3.4. Discussion of the results

(a) (b) (c)

(d) (e)

Figure 3.30: Experimental residual stress distribution on the front surface of asymmetrically cooled
plates at H/D = 40: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.

(a) (b) (c)

(d) (e)

Figure 3.31: Experimental residual stress distribution on the rear surface of asymmetrically cooled
plates at H/D = 40: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.

126



3. Probabilistic assessment of glass fracture considering residual stresses

As the jet-to-plate distance increased to H/D = 40, lower residual stress magnitudes were attained.
In this case, residual stress around 70 MPa and 55 MPa were perceived on the front and rear surfaces,
respectively. Figure 3.32 provides the residual stress distribution along x and y directions crossing at
the centre of the plates.

(a) (b)

(c) (d)

Figure 3.32: Measured experimental residual stress paths of asymmetrically cooled plates at H/D =
40: (a)-(b) residual stress on the front surface along x and y directions, and (c)-(d) residual stress on

the rear surface along x and y directions.

Misalignments up to 2 mm on the front surface and 5 mm on the rear surface were found. Following
the same procedure, the stress distributions were realigned and Figure 3.33 and Figure 3.34 depict the
residual stress distributions on the front and rear surfaces of asymmetrically tempered plates at H/D
= 40.
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3.4. Discussion of the results

(a) (b) (c)

(d) (e)

Figure 3.33: Realigned experimental residual stress distribution on the front surface of
asymmetrically cooled plates at H/D = 40: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.

(a) (b) (c)

(d) (e)

Figure 3.34: Realigned experimental residual stress distribution on the rear surface of asymmetrically
cooled plates at H/D = 40: (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.
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3. Probabilistic assessment of glass fracture considering residual stresses

Likewise, the measured stress paths along x and y directions are presented in Figure 3.35.

(a) (b)

(c) (d)

Figure 3.35: Realigned experimental residual stress paths of asymmetrically cooled plates at H/D =
40: (a)-(b) residual stress on the front surface along x and y directions, and (c)-(d) residual stress on

the rear surface along x and y directions.

The differences in residual stress magnitude among the measured glass plates was found to be less
than 10 MPa. Therefore, the repeatability of the experimental tempering tests was verified.

Coaxial Double Ring (CDR) tests

This section sets out the experimental results of the performed CDR bending tests. Firstly, the vertical
displacement contours measured by DIC are provided. Then, the ultimate fracture loads of each glass
type are shown.
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3.4. Discussion of the results

Figure 3.36 and Figure 3.37 present the displacement maps and paths for annealed glass at 500 N and
1000 N.

(a) (b)

Figure 3.36: Displacement contour of annealed glass samples at: (a) 500 N and (b) 1000 N.

T1F = 500 N

T2F = 500 N

T2F = 1000 N

T3F = 500 N

T1F = 1000 N

T3F = 1000 N

(a) (b)

Figure 3.37: Experimental displacement paths in annealed glass samples along: (a) x direction, and
(b) y direction.

130



3. Probabilistic assessment of glass fracture considering residual stresses

Figure 3.38 and Figure 3.39 show the displacement patterns and paths for symmetrically tempered
glass for a jet-to-plate distance of H/D = 20 at 1000, 2000 and 3000 N.

(a) (b) (c)

Figure 3.38: Displacement contour of symmetrically tempered glass samples for H/D = 20 at: (a)
1000 N, (b) 2000 N and (c) 3000 N.

(a)

T1F = 1000 N

T2F = 1000 N

T3F = 3000 N

T2F = 2000 N

T3F = 1000 N

T1F = 2000 N

T3F = 2000 N

T2F = 3000 N

T1F = 3000 N

(b)

Figure 3.39: Experimental displacement paths in symmetrically tempered glass samples for H/D =
20 along: (a) x direction, and (b) y direction.
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3.4. Discussion of the results

Figure 3.40 and Figure 3.41 set out the vertical displacement distributions and paths for symmetrically
tempered glass for a jet-to-plate distance of H/D = 40 and at 1000, 2000 and 3000 N.

(a) (b) (c)

Figure 3.40: Displacement contour of symmetrically tempered glass samples for H/D = 40 at: (a)
1000 N, (b) 2000 N and (c) 3000 N.

(a)

T1F = 1000 N

T2F = 1000 N

T3F = 3000 N

T2F = 2000 N

T3F = 1000 N

T1F = 2000 N

T3F = 2000 N

T2F = 3000 N

T1F = 3000 N

(b)

Figure 3.41: Experimental displacement paths in symmetrically tempered glass samples for H/D =
40 along: (a) x direction, and (b) y direction.
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3. Probabilistic assessment of glass fracture considering residual stresses

Figure 3.42 and Figure 3.43 show the displacement patterns and paths for asymmetrically tempered
glass for a jet-to-plate distance of H/D = 20 at 1500 and 2500 N.

(a) (b)

Figure 3.42: Displacement contour of asymmetrically tempered glass samples for H/D = 20 at: (a)
1500 N and (b) 2500 N.

(a) (b)

T1F = 1500 N

T2F = 1500 N

T2F = 2500 N

T3F = 1500 N

T1F = 2500 N

T3F = 2500 N

Figure 3.43: Experimental displacement paths in asymmetrically tempered glass samples for H/D =
20 along: (a) x direction, and (b) y direction.
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3.4. Discussion of the results

Figure 3.44 and Figure 3.45 set out the vertical displacement distribution for asymmetrically tempered
glass for a jet-to-plate distance of H/D = 40 and at 1500 and 2500 N.

(a) (b)

Fracture of the plate 
occurred at 2100 N

Figure 3.44: Displacement contour of asymmetrically tempered glass samples for H/D = 40 at: (a)
1500 N and (b) 2500 N.

(a) (b)

T1F = 1500 N

T2F = 1500 N

T2F = 2500 N

T3F = 1500 N

T1F = 2500 N

T3F = 2500 N

Figure 3.45: Experimental displacement paths in asymmetrically tempered glass samples for H/D =
40 along: (a) x direction, and (b) y direction.
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3. Probabilistic assessment of glass fracture considering residual stresses

The maximum local deformation occurred at the centre of the plate where the load ring was located.
Similarly, the displacement tended to increase linearly until fracture took place. Regarding the applied
maximum load, Figure 3.46 provide the average, standard deviation and maximum/minimum range
of the critical forces corresponding to annealed, symmetrically tempered glass and asymmetrically
tempered glass.

Figure 3.46: Average, standard deviation and maximum/minimum (*) critical force attained at each
glass type: (1) AA, (2) STHD20, (3) STHD40, (4) ATHD20, and (5) ATHD40.

The scattering of the results was easily perceived. This scattering stemmed from the flaws existing
on the glass surface. Likewise, larger scatter was observed as the jet-to-plate distance increased. In
this case, the influence of the glass type on the bearing average maximum force could be noticed, as
compared to Figure 3.22, where the ultimate strength among specimens exhibited a similar ultimate
strength magnitude around 100 MPa. The average maximum force of annealed glass plates referred
to 1515 N. With regard to tempered glass samples, the ultimate average forces increased to 3194 N
and 3052 N for symmetrically cooled plates at H/D = 20 and H/D = 40, and 2665 N and 2416 N
for asymmetrically tempered plates at H/D = 20 and H/D = 40. Nevertheless, even if the initial
compressive stress magnitude in plates tempered at H/D = 20 were around 20% higher as compared
to H/D = 40, differences in fracture load magnitudes up to 10% between them were observed for
both, symmetrically and asymmetrically tempered samples. This fact may have occurred due to the
residual stress misalignments that were perceived with respect to the centre of the plate. In this sense,
a small deviation of the stress pattern with respect to the alignment of the rings may have led to
similar compressive stress values on both samples, as shown in Figure 3.47.
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3.4. Discussion of the results

Load ring

Misaligned 
load ring

Glass plate

Misalignment

Figure 3.47: Misalignment of the residual stress pattern with respect to the ring axis.

As a unique jet was employed during the quenching process, a significant stress gradient was observed
from the stagnation area towards the edges of the plate. Compressive stresses rapidly declined when
moving away from the stagnation region. As a result, a small deviation of the stress pattern of a
sample tempered at H/D = 20 may lead to a similar fracture behaviour of a sample tempered at
H/D = 40, as compressive stresses could converge to the same values. Being all the experimental
results presented, the next section moves on to validate the defined numerical model with the data
shown here.

3.4.3 Validation of the in-service numerical model

In this section, the validation of the numerical results is presented. The following validation approaches
were carried out:

• Residual stress distribution of each analysed tempering type was validated.

• Experimental and numerical vertical displacements of plates during the tests were compared.

• Experimentally measured and numerically calculated fracture stresses were compared.

Validation of tempering residual stresses

Prior to validating the modelling of the fracture characterisation, the residual stress distribution of
each analysed tempering configuration was compared to experimental data. The validation of the
numerically predicted stress pattern for symmetrically tempered glass was presented in Section 2.5.3
of Chapter 2, whereas for annealed glass, a stress-free plate was assumed. Therefore, the validation of
asymmetrically cooled plates is discussed in this section.
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3. Probabilistic assessment of glass fracture considering residual stresses

Figure 3.48 depicts the contour plots of the average experimental and the numerical residual stresses,
and the relative difference distribution for asymmetrical tempering plates at H/D = 20.

(a) (b) (c)

Figure 3.48: Residual stress distribution on the front surface of asymmetrically tempered glass
samples at H/D = 20: (a) experimental average, (b) modified procedure, and (c) deviation.

Differences in the residual stress distribution up to 10% and 20% in the stagnation and dry regions
were perceived, respectively. With regard to the rear surface, differences around 5% and 25% were
observed in the same regions (see Figure 3.49).

(a) (b) (c)

Figure 3.49: Residual stress distribution on the rear surface of asymmetrically tempered glass
samples at H/D = 20: (a) experimental average, (b) modified procedure, and (c) deviation.
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3.4. Discussion of the results

Figure 3.50 presents the average experimental residual stress and the estimated residual stress distri-
butions, as well as the deviation among them for asymmetrical tempering plates at H/D = 40.

(a) (b) (c)

Figure 3.50: Residual stress distribution on the front surface of asymmetrically tempered glass
samples at H/D = 40: (a) experimental average, (b) modified procedure, and (c) deviation.

Similar conclusions could be drawn in this case, as differences ranged from 5 to 25 % on the surface.
Figure 3.51 illustrates the distributions obtained for the rear surface of the plate.

(a) (b) (c)

Figure 3.51: Residual stress distribution on the rear surface of asymmetrically tempered glass
samples at H/D = 40: (a) experimental average, (b) modified procedure, and (c) deviation.

The relative difference in the stagnation area and dry region increased up to 15% and 30% on the rear
surface. These discrepancies could be attributed to phenomena related to natural convection on the rear
surface. Thus, the proposed modified procedure for modelling low thickness tempering process might
encounter limitations when modelling low cooling rate applications. Therefore, if processes involving
low cooling rates are to be considered, further study with more focus on the modelling techniques of
natural convection cooling is suggested. Even though, the presented FSI methodology continues to be
useful to explore this issue as it can account for volumetric radiation or natural convection modelling
techniques.
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3. Probabilistic assessment of glass fracture considering residual stresses

In addition to the residual stress distribution, residual stress paths crossing at the centre of the plates
were also investigated. Here, the numerical estimation with respect to the measured experimental
band and the uncertainty range of 5% of SCALP was checked. Similarly, shaded areas were introduced
with the view to illustrating the diameter of the load ring. As a result, Figure 3.52 sets out residual
stress paths along x and y directions of the plates asymmetrically tempered at H/D = 20.

(a) (b)

(c) (d)

Figure 3.52: Residual stress distribution along x and y directions on the front and rear surfaces of
asymmetrically tempered glass samples for H/D = 20: (a)-(b) residual stress on the front surface

along x and y directions, (c)-(d) residual stress on the rear surface along x and y directions.

The estimated residual stress distributions were considered representative as mostly remained within
the specified experimental bands, especially on the front surface where forced convection was applied.
Moreover, the stress distribution on the surface area at which the application of the load happened
was observed to be representative. Deviations were especially observed towards the dry regions of the
plate, where forced convection lost traction. In the same manner, larger differences were noticed on
the rear surface, were natural convection cooling prevailed, and thus, radiation could gain importance.
These facts came along with the estimated residual stress distribution along x and y directions of
samples asymmetrically tempered at H/D = 40, as depicted in Figure 3.53.
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3.4. Discussion of the results

(a) (b)

(c) (d)

Figure 3.53: Residual stress distribution along x and y directions on the front and rear surfaces of
asymmetrically tempered glass samples for H/D = 40: (a)-(b) residual stress on the front surface

along x and y directions, (c)-(d) residual stress on the rear surface along x and y directions.

As the jet-to-plate distance increased, forced convection became less significant. Likewise, the predicted
residual stress on the rear surface showed larger deviations. This aspect evinced the aforementioned
relevance of natural convection modelling. Nevertheless, fracture did not occur on the rear surface as
the air-impinged surface was the one subjected to tensile stresses during the tests. More importantly,
the calculated residual stress distributions on the load application area were within the measured
experimental bands. For this reason, the predicted residual stresses were considered representative for
this analysis. Notwithstanding, the influence of natural convection cooling and volumetric radiation
on residual stress development in glass plates subjected to low cooling rates become an important issue
for future research.

Validation of fracture vertical displacement

Once the validation of the developed residual stresses was made, the maximum displacement attained
during the fracture characterisation was studied. To this aim, the numerical contour plots of the
maximum displacement field and the ones measured by DIC at different time frames were investigated.
As three samples were recorded for each glass type, an average experimental displacement distribution
was used to validate the results of the numerical calculations. Figure 3.54 presents the displacement
fields of annealed glass plates when loads of 500 N and 1000 N were applied.
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3. Probabilistic assessment of glass fracture considering residual stresses

(a) (b)

Figure 3.54: Comparison of experimental (above) and numerical (below) displacement distributions
of annealed glass at: (a) 500 N and (b) 1000 N.

In alike manner, vertical displacement paths along x and y directions crossing at the centre of the plate
were defined. Figure 3.55 sets out the displacement magnitude along both directions for annealed glass
at 500 N and 1000 N.

(a) (b)

AAnum,F = 500 N
AAexp,F = 500 N

AAnum,F = 1000 N
AAexp,F = 1000 N

Figure 3.55: Comparison of experimental and numerical displacement paths in annealed glass
specimens along: (a) x direction, and (b) y direction.
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3.4. Discussion of the results

Figure 3.56 provides the displacement patterns of symmetrically tempered glass for H/D = 20 at 1000
N, 2000 N and 3000 N.

(a) (b) (c)

Figure 3.56: Comparison of experimental (above) and numerical (below) displacement distributions
of symmetrically tempered glass H/D = 20 at: (a) 1000 N, (b) 2000 N, and (c) 3000 N.

Figure 3.57 shows the displacement along the defined paths for symmetrically tempered glass (H/D
= 20) at 1000, 2000 and 3000 N.

(a) (b)

STHD20num,F = 1000 N
STHD20exp,F = 1000 N

STHD20num,F = 2000 N
STHD20exp,F = 2000 N

STHD20num,F = 3000 N
STHD20exp,F = 3000 N

x

Figure 3.57: Comparison of experimental and numerical displacement paths of symmetrically
tempered glass samples for H/D = 20 along: (a) x direction, and (b) y direction.
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3. Probabilistic assessment of glass fracture considering residual stresses

Figure 3.58 provides the displacement distributions of symmetrically tempered glass for H/D = 40 at
1000 N, 2000 N and 3000 N.

(a) (b) (c)

Figure 3.58: Comparison of experimental (above) and numerical (below) displacement distributions
of symmetrically tempered glass H/D = 40 at: (a) 1000 N, (b) 2000 N, and (c) 3000 N.

Figure 3.59 shows the vertical displacement value along the x and y directions for symmetrically
tempered glass (H/D = 40) at 1000, 2000 and 3000 N.

(a) (b)

STHD40num,F = 1000 N
STHD40exp,F = 1000 N

STHD40num,F = 2000 N
STHD40exp,F = 2000 N

STHD40num,F = 3000 N
STHD40exp,F = 3000 N

Figure 3.59: Comparison of experimental and numerical displacement paths on symmetrically
tempered glass samples for H/D = 40 along: (a) x direction, and (b) y direction.
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3.4. Discussion of the results

Figure 3.60 presents the displacement distributions of asymmetrically tempered glass for H/D = 20
at 1500 N, and 2500 N.

(a) (b)

Figure 3.60: Comparison of experimental (above) and numerical (below) displacement distributions
of asymmetrically tempered glass H/D = 20 at: (a) 1500 N, and (b) 2500 N.

Figure 3.61 sets out the displacement along the defined paths for asymmetrically tempered glass (H/D
= 20) at 1500 and 2500 N.

(a) (b)

ATHD20num,F = 1500 N
ATHD20exp,F = 1500 N

ATHD20num,F = 2500 N
ATHD20exp,F = 2500 N

Figure 3.61: Comparison of experimental and numerical displacement paths on asymmetrically
tempered glass samples for H/D = 20 along: (a) x and (b) y directions.
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3. Probabilistic assessment of glass fracture considering residual stresses

Finally, Figure 3.62 illustrates the displacement distributions of asymmetrically tempered glass for
H/D = 40 at 1500 N, and 2500 N.

(a) (b)

Figure 3.62: Comparison of experimental (above) and numerical (below) displacement distributions
of asymmetrically tempered glass H/D = 40 at: (a) 1500 N, and (b) 2500 N.

Figure 3.63 shows the vertical displacement value along the x and y directions for asymmetrically
tempered glass (H/D = 40) at 1500 and 2500 N.

(a) (b)

ATHD40num,F = 1500 N
ATHD40exp,F = 1500 N

ATHD40num,F = 2500 N
ATHD40exp,F = 2500 N

Figure 3.63: Comparison of experimental and numerical displacement paths on asymmetrically
tempered glass samples for H/D = 40 along: (a) x and (b) y directions.

In summary, the relative error of the numerical model with respect to the experimental results remained
below 10% in all the analysed cases.
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3.4. Discussion of the results

Validation of fracture strength calculation

Turning to the validation of the predicted maximum stress during the CDR tests, a comparison of the
experimentally and numerically calculated strengths was done. By the use of the formulation given in
the UNE-EN 1288-1 and UNE-EN 1288-5 standards, the bending radial stress, σrad,exp was calculated.
For this purpose, the value of K2, which is defined in Equation 3.3, was calculated and set as 1 for the
analysed cases. Likewise, the relative difference, εσ, was calculated based on the following expression:

εσ = σrad,num − σrad,exp
σrad,exp

· 100 (3.22)

Table 3.3 and Table 3.4 provide the maximum experimental and numerical stresses of annealed, sym-
metrically tempered and asymmetrically tempered glass plates. The critical stresses were calculated
at the corresponding fracture loads ordered in ascending order.

A good agreement between the experimental and numerical values was obtained as differences up to
6% for all the tested specimens were observed.
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3. Probabilistic assessment of glass fracture considering residual stresses

Ta
bl
e
3.
3:

C
om

pa
ris

on
be

tw
ee
n
ex
pe

rim
en
ta
la

nd
nu

m
er
ic
al
ly

es
tim

at
ed

fra
ct
ur
e
st
re
ng

th
s
at

th
e
gi
ve
n
fra

ct
ur
e
lo
ad

s
fo
r

an
ne

al
ed

(A
A
)
an

d
sy
m
m
et
ric

al
ly

te
m
pe

re
d
gl
as
s
at
H
/
D

=
20

(S
T
H
D
20
)
an

d
H
/
D

=
40

(S
T
H
D
40
).

A
A

ST
H
D
20

ST
H
D
40

F
m
ax

[N
]

σ
ra
d,
ex
p

σ
ra
d,
nu

m
ε σ

[%
]

F
m
ax

[N
]

σ
ra
d,
ex
p

σ
ra
d,
nu

m
ε σ

[%
]

F
m
ax

[N
]

σ
ra
d,
ex
p

σ
ra
d,
nu

m
ε σ

[%
]

82
7

56
.9
7

57
.3
1

0.
59

24
98

17
2.
08

16
8.
37

-2
.2
1

22
10

15
0.
66

14
6.
30

-2
.9
8

94
8

62
.9
7

65
.7
0

4.
15

26
32

18
0.
37

17
7.
40

-1
.6
7

23
70

16
2.
41

15
6.
89

-3
.5
2

95
6

63
.5
0

66
.2
5

4.
15

28
65

19
4.
30

19
3.
10

-0
.6
2

24
36

16
6.
07

16
1.
26

-2
.9
8

96
9

64
.3
7

67
.1
5

4.
15

28
69

19
5.
58

19
3.
37

-1
.1
4

25
42

17
5.
12

16
8.
28

-4
.0
6

10
26

68
.1
5

71
.1
0

4.
15

29
03

19
9.
98

19
5.
66

-2
.2
1

25
62

16
9.
31

16
9.
60

0.
17

10
52

69
.8
8

72
.9
0

4.
15

29
28

19
8.
57

19
7.
35

-0
.6
2

26
75

17
6.
78

17
7.
09

0.
17

10
96

74
.7
2

75
.9
5

1.
63

29
75

19
9.
67

20
0.
52

0.
42

27
37

18
0.
87

18
1.
19

0.
17

11
03

73
.2
7

76
.4
4

4.
15

29
77

20
0.
84

20
0.
65

-0
.1
0

27
49

18
1.
67

18
1.
98

0.
17

11
36

75
.4
6

78
.7
2

4.
15

30
17

20
6.
75

20
3.
35

-1
.6
7

28
46

18
8.
08

18
8.
41

0.
17

11
54

74
.7
2

79
.9
7

6.
57

30
34

20
6.
83

20
4.
49

-1
.1
4

28
62

18
9.
13

18
9.
46

0.
17

11
61

77
.1
2

80
.4
6

4.
15

30
50

20
5.
77

20
5.
57

-0
.1
0

28
82

19
0.
46

19
0.
79

0.
17

11
77

78
.1
8

81
.5
7

4.
15

30
70

21
0.
38

20
6.
92

-1
.6
7

28
89

19
2.
90

19
1.
25

-0
.8
6

12
54

85
.4
9

86
.9
0

1.
63

31
62

21
5.
56

21
3.
12

-1
.1
4

29
14

19
5.
58

19
2.
91

-1
.3
8

12
98

88
.4
9

89
.9
5

1.
63

31
88

21
7.
33

21
4.
87

-1
.1
4

29
17

19
8.
86

19
3.
11

-2
.9
8

13
09

89
.2
4

90
.7
1

1.
63

31
98

21
6.
88

21
5.
55

-0
.6
2

29
69

20
2.
40

19
6.
55

-2
.9
8

13
17

87
.4
8

91
.2
7

4.
15

32
28

22
0.
06

21
7.
57

-1
.1
4

29
73

19
7.
48

19
6.
81

-0
.3
4

14
36

97
.8
9

99
.5
1

1.
63

32
32

21
8.
05

21
7.
84

-0
.1
0

29
77

19
6.
73

19
7.
08

0.
17

15
80

10
8.
84

10
9.
49

0.
59

32
58

22
4.
44

21
9.
59

-2
.2
1

29
80

19
6.
93

19
7.
28

0.
17

16
78

11
1.
46

11
6.
29

4.
15

33
02

22
1.
62

22
2.
55

0.
42

30
67

20
4.
78

20
3.
04

-0
.8
6

17
14

11
8.
08

11
8.
78

0.
59

33
09

22
3.
24

22
3.
03

-0
.1
0

31
08

20
9.
68

20
5.
75

-1
.9
1

17
93

12
3.
52

12
4.
25

0.
59

33
15

22
3.
65

22
3.
43

-0
.1
0

31
12

20
4.
60

20
6.
01

0.
69

18
03

12
4.
21

12
4.
95

0.
59

33
40

22
5.
33

22
5.
12

-0
.1
0

32
47

21
4.
58

21
4.
95

0.
17

19
45

13
1.
22

13
4.
79

2.
65

33
51

22
8.
44

22
5.
86

-1
.1
4

32
81

22
4.
84

21
7.
20

-3
.5
2

20
05

13
3.
18

13
8.
95

4.
15

34
41

23
4.
58

23
1.
92

-1
.1
4

32
88

21
9.
54

21
7.
67

-0
.8
6

20
53

13
9.
96

14
2.
27

1.
63

34
80

23
2.
36

23
4.
55

0.
94

33
05

22
1.
82

21
8.
79

-1
.3
8

21
03

14
4.
87

14
5.
74

0.
59

35
11

23
9.
35

23
6.
64

-1
.1
4

34
25

23
3.
49

22
6.
74

-2
.9
8

22
57

15
4.
67

15
6.
41

1.
11

36
18

24
1.
57

24
3.
85

0.
94

34
93

23
0.
83

23
1.
24

0.
17

22
82

15
5.
57

15
8.
14

1.
63

36
67

24
9.
98

24
7.
16

-1
.1
4

39
64

27
3.
08

26
2.
42

-4
.0
6

23
19

15
9.
75

16
0.
71

0.
59

36
79

25
2.
12

24
7.
96

-1
.6
7

40
21

26
5.
73

26
6.
19

0.
17

27
12

18
6.
83

18
7.
94

0.
59

37
29

25
1.
58

25
1.
33

-0
.1
0

48
54

32
4.
10

32
1.
33

-0
.8
6

147



3.4. Discussion of the results
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3. Probabilistic assessment of glass fracture considering residual stresses

3.4.4 Single test statistical assessment

In this section, a statistical assessment for the fracture characterisation of glass is performed. Firstly,
the local stress distribution and the element size of the investigated glass types were numerically
determined. Then, the numerical data was transferred to the GLM. Regarding the failure criteria,
based on the obtained experimental data, it is not obvious which stress or stress combination should
be taken as a reference to derive the PFCDF. For this reason, two different criteria, namely, the
maximum principal stress (σmax) and the Principle of Independent Action (PIA) were analysed (see
Equation 3.20 and Equation 3.21). Table 3.5 summarises the Weibull parameters for the considered
glass type and failure criteria.

Table 3.5: Weibull parameters for each analysed glass type based on the maximum principal stress
and PIA criteria.

PIA σmaxGlass type
β λ δ β λ δ

AA 2 42.92 2.28 2 35.17 2.07
STHD20 3.38 42.1 10.7 3.45 33.93 9.99
STHD40 2 66 2.35 2 53.74 2.16
ATHD20 3.01 23.7 9.11 3.05 20.85 8.42
ATHD40 2.16 69 1.76 2.05 57 1.33

Even if differences are perceptible among the calculated Weibull parameters, in the following lines a
good correlation between the analysed cases is proved. This seems reasonable as the development of
compressive stresses on the surface did not produce any alteration in the material itself. Moreover,
with the aim of ensuring the transferability of the results between the investigated glass types, the
derivation of the PFCDFs was, not only based on the own experimental results of each glass type, but
also on the results of the remainder glass types. In this sense, Figure 3.64 sets out the predicted failure
probability of annealed glass with the corresponding confidence intervals of 5% and 95%.
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3.4. Discussion of the results

(a) (b) (c)

(d) (e)

Figure 3.64: Failure probability prediction of annealed glass plates considering the PFCDF based on
maximum principal stress and PIA failure criteria and derive from: (a) own experiments, (b)

STHD20, (c) STHD40, (d) ATHD20 and (e) ATHD40.

The predictions were based on the Weibull parameters derived from its own experimental data, being
in this case annealed glass, and the remainder glass types, i.e. heat treated glass. The predictions
were observed to be in good agreement with the annealed glass experimental data. Based on its own
experiments, short distance symmetric tempering (STHD20) and asymmetric tempering cases, the
relative average error of the predictions remained below 10%. The average deviation increased to 15%
for the large distance symmetric tempering case (STHD40). Nonetheless, even if specific regions were
found not to be within the reliability intervals, in general the calculated intervals tended to envelop the
experimental measurements. The reason for this may be the limited number of the experimental tests
that were carried out. Nevertheless, the predictions based on different glass types were observed to
behave in a representative manner. Likewise, both failure criteria showed an appropriate representa-
tiveness of the experimental results, being the criterion of maximum principal stress the one exhibiting
lower deviations. Nevertheless, these differences were considered not significant as they remained be-
low 1% between both failure criteria. Moving forward to the analysis of tempered glass, Figure 3.65
presents the probability prediction as well as the confidence intervals of 5% and 95% for symmetrically
tempered glass plates at H/D = 20.
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3. Probabilistic assessment of glass fracture considering residual stresses

(a) (b) (c)

(d) (e)

Figure 3.65: Failure probability prediction of symmetrically tempered glass (H/D = 20) considering
the PFCDF based on maximum principal stress and PIA failure criteria and derive from: (a) own

experiments, (b) AA, (c) STHD40, (d) ATHD20 and (e) ATHD40.

Predictions based on its own data were found to be in agreement with experimental data as differences
up to 5% were observed. In this case, the maximum average difference increased to 12%. Likewise,
the experimental results were for the most part within the confidence intervals. Figure 3.66 plots
the prediction of symmetrically tempered glass plates at H/D = 40 with the corresponding 5%-95%
intervals.
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3.4. Discussion of the results

(a) (b) (c)

(d) (e)

Figure 3.66: Failure probability prediction of symmetrically tempered glass (H/D = 40) considering
the PFCDF based on maximum principal stress and PIA failure criteria and derive from: (a) own

experiments, (b) AA, (c) STHD20, (d) ATHD20 and (e) ATHD40.

In this case, the average deviation between the experimental and predicted values based on their own
experiments, annealed glass and short distance symmetric tempering and asymmetrically tempered
glass, remained at 5%, 20%, 7%, and 18%, respectively. Similarly, even if the considered failure criteria
showed analogous results, the maximum principal stress criterion showed lower variations being the
difference as compared to the PIA criterion up to 2%.

Similar conclusions could be drawn for the asymmetrically tempered glass cases. Figure 3.67 sets out
the estimated probabilities of failure of asymmetrically tempered glass plates at H/D = 20 with the
corresponding confidence intervals of 5% and 95%.
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3. Probabilistic assessment of glass fracture considering residual stresses

(a) (b) (c)

(d) (e)

Figure 3.67: Failure probability prediction of asymmetrically tempered glass (H/D = 20) considering
the PFCDF based on maximum principal stress and PIA failure criteria and derive from: (a) own

experiments, (b) AA, (c) STHD20, (d) STHD40 and (e) ATHD40.

Predictions based on annealed or asymmetrically tempered experimental data were observed to be
in good agreement as the average differences were below 10%. Based on STHD20 and STHD40 the
relative average error increased up to 15% and 25%, respectively. In the same manner, the calculated
probabilities of failure of asymmetrically tempered glass plates at H/D = 40 are presented in Figure
3.68.
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3.4. Discussion of the results

(a) (b) (c)

(d) (e)

Figure 3.68: Failure probability prediction of asymmetrically tempered glass (H/D = 40) considering
the PFCDF based on maximum principal stress and PIA failure criteria and derive from: (a) own

experiments, (b) AA, (c) STHD20, (d) STHD40 and (e) ATHD20.

Average relative differences up to 10% were observed in the predictions based in annealed, short
distance symmetric tempering and asymmetric tempering cases. Larger differences up to 20% in the
estimations derived from the large distance symmetrical tempering case were noticed. In this way, the
transferability between the cumulative damage functions of annealed and tempered glass was proved.
Finally, Figure 3.69 shows the predictions made for tempered glass specimens based on the PFCDF
derived from annealed glass experimental data.

154



3. Probabilistic assessment of glass fracture considering residual stresses

(a) (b)

(c) (d)

Figure 3.69: Failure probability of tempered glass plates considering the PFCDF based on maximum
principal stress and PIA failure criteria and derive from annealed glass experimental data: (a)

STHD20, (b) STHD40, (c) ATHD20 and (d) ATHD40.

What is striking about the data in this figure is that the failure characterisation of annealed glass
components could enable the estimation of the probability of failure of heat treated glass. As a result,
the large experimental work needed for characterising the failure of structural glass components could
be simplified due to the versatility that the obtained results exhibited.

In summary, predictions were found to be in good agreement with experimental data as broadly
lied within the confidence intervals. Both failure criteria were considered to be representative as the
predictability of the probability of failure was found to be analogous. Slightly lower differences were
observed with the maximum principal stress criterion, even if it did not account for the biaxial feature
of the CDR test. As the maximum principal stress criterion also implied an easier implementation
than the PIA, this failure criterion was adopted for the subsequent analysis. Even though, this would
be a fruitful area for further work. Finally, transferability of the results from one glass type to another
was verified. For this reason, the next section moves on to perform a joint assessment to derive the
generalised Weibull parameters, which enabled the calculation of a master PFCDF.
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3.4. Discussion of the results

3.4.5 Joint test statistical assessment

Once the transferability from one glass type to another was checked, the joint statistical evaluation
of the experimental results was carried out. The aim of this analysis is to obtain a master PFCDF
derived by merging different experimental programs, which exhibits a higher level of reliability than
the PFCDFs obtained from individual experimental programs. For this purpose, the following joint
experimental analyses were proposed:

• Symmetrical tempering tests (ST): symetrically tempered samples STHD20 and STHD40 were
considered.

• Asymmetrical tempering tests (AT): asymetrically tempered samples ATHD20 and ATHD40
were considered.

• Short jet-to-plate distance tempering tests (HD20): samples tempered at a jet-to-plate distance
H/D = 20 were taken into account, namely, STHD20 and ATHD20.

• Large jet-to-plate distance tempering tests (HD40): samples tempered at a jet-to-plate distance
H/D = 40 were taken into account; STHD40 and ATHD40.

• Merging of all the experimental tests (ALL): all the tested samples were taken into account; AA,
STHD20, STHD40, ATHD20 and ATHD40.

First, joint evaluations based on similar tempering features were first addressed; ST, AT, HD20 and
HD40. Then, the transferability of the results was verified. As a result, the mode of failure was
assumed to be preserved and all the tested samples were employed to carry out a complete joint
assessment (ALL). Finally, the effect of increasing the amount of tested samples on the predictions
was investigated. Table 3.6 presents the Weibull parameters for the joint assessment based on the
maximum principal stress criterion.

Table 3.6: Estimated Weibull parameters based on statistical joint assessment considering the
maximum principal stress criterion.

β λ δ

ST 2.25 48.2 3.16
AT 3.52 25.07 10.32
HD20 3.98 14.83 15.82
HD40 2 59.82 1.4
ALL 2.04 41.72 2.33

In this context, Figure 3.70 sets out the comparisons between the predictions of annealed glass failure
based on tempered glass data.
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3. Probabilistic assessment of glass fracture considering residual stresses

(a) (b)

(c) (d)

Figure 3.70: Joint evaluation of the failure probability of annealed glass based on the master PFCDF
derived from: (a) ST, (b) AT, (c) HD20 and (d) HD40.

As observed, the transferability of the results is maintained. With regard to the relative average
difference, it remained below 10%. Similarly, a shrinkage of the confidence intervals occurred due
to the larger statistical population employed to derive the PFCDF. Figure 3.71 shows the predicted
fracture behaviour of symmetrically tempered glass at H/D = 20 based on asymmetrical tempering
data and large distance tempering tests.

(a) (b)

Experimental
Prediction

Figure 3.71: Joint evaluation of the failure probability of symmetrically tempered glass (H/D = 20)
based on the master PFCDF derived from: (a) AT and (b) HD40.
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3.4. Discussion of the results

An average relative difference up to 10% was observed for this glass type. Figure 3.72 provides the
predicted fracture behaviour of symmetrically tempered glass at H/D = 40 based on asymmetrical
tempering data and short distance tempering tests.

(a) (b)

Experimental
Prediction

Figure 3.72: Joint evaluation of the failure probability of symmetrically tempered glass (H/D = 40)
based on the master PFCDF derived from: (a) AT and (b) HD20.

In this case, the maximum average difference remained at 18%. Figure 3.73 presents the estimated
probability of failure of asymmetrically tempered glass at H/D = 20 based on symmetrical tempering
data and large distance tempering tests.

(a) (b)

Experimental
Prediction

Figure 3.73: Joint evaluation of the failure probability of asymmetrically tempered glass (H/D = 20)
based on the master PFCDF derived from: (a) ST and (b) HD40.

The estimations based on symmetrical tempering data led to an average difference up to 19%. In the
same manner, Figure 3.74 shows the prediction made for asymmetrically tempered glass at H/D = 40
based on symmetrical tempering data and short distance tempering tests.
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3. Probabilistic assessment of glass fracture considering residual stresses

(a) (b)

Experimental
Prediction

Figure 3.74: Joint evaluation of the failure probability of asymmetrically tempered glass (H/D = 40)
based on the master PFCDF derived from: (a) ST and (b) HD20.

In this case, the prediction based on symmetrical tempering data performed well in the left-hand
tail region but exhibited larger deviations at larger probabilities of failure. Altogether, the maximum
average error referred to 15%. Finally, Figure 3.75 sets out the comparisons between the predictions
and the experimental data of each analysed glass type based on the joining of all the experimental
batches.

(a) (b) (c)

(d) (e)

Figure 3.75: Joint evaluation based on the merging of all the experimental tests to predict the failure
probability of: (a) AA, (b) STHD20, (c) STHD40, (d) ATHD20, and (e) ATHD40.

As observed, the derived master PFCDF permitted to reliably represent the probability of failure of
all the investigated glass types. In this case, the predicted failure probabilities showed an average
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3.5. Conclusions

error up to 10% as compared to experimental measurements. Additionally, experimental data broadly
fell within the confidence intervals meaning that reliable predictions were obtained. Thus, the derived
PFCDF was considered appropriate to predict the fracture behaviour of annealed and tempered glass.

Taken together, the derived master PFCDFs permitted a more reliable representation of the probability
of failure of the investigated glass types due to the larger data points employed. Additionally, the
average relative difference remained about 10%. Consequently, the versatility of the procedure for
predicting the fracture behaviour of annealed and tempered glass was verified.

3.5 Conclusions

A methodology to assess the failure of pre-stressed glass components has been presented and validated
in this chapter. The main conclusions are set out below:

• A statistical-numerical model to evaluate the fracture probability of tempered glass components
was presented. The model accounts for any non-uniform residual stress distribution that may
arise during the manufacturing or heat treatment process of glass. The model is able to predict
the probability of failure of a component considering the local stress distribution when an external
bending load is applied. This model makes the ad hoc design of heat treatment processes early in
the production cycle possible, based on both, the operational load distribution and the required
failure probability specified by the client.

• The transferability between the failure cumulative functions of annealed and tempered glass
exhibiting different residual stress patterns was confirmed. As a result, a PFCDF independent
from the experimental sample shape, size and load was derived by means of the GLM. Therefore,
the failure characterisation of annealed or tempered plates was proved to be valid to assess the
fracture design of either glass type. This meant that for the analysed case studies, the failure
mode remained unaltered irrespective of the initial residual stress distribution. Consequently,
the need for resource-heavy large-scale experimental programs is reduced, which was previously
the main drawback of assessing the in-service behaviour of pre-stressed glass.

• Once the transferability from one glass type to another was confirmed, all the experimental tests
were merged by means of the joint statistical evaluation. As a result, a master Primary Failure
Cumulative Damage Function (PFCDF) was calculated. The joint assessment facilitated a more
reliable prediction of the fracture behaviour of annealed and tempered glass. Overall, average
relative differences between the predicted and experimental data were below 10%. Thus, the
versatility of the procedure was verified.

• Regarding failure criteria, different approaches were adopted, namely, the maximum principal
stress and the PIA criteria. Both showed analogous predictive behaviour for the analysed case
studies, with differences between them below 2%. The maximum principal stress criterion was
therefore selected due to its easier implementation. Nonetheless, further efforts might be needed
to obtain more in-depth knowledge about the influence of the failure criterion selection when
considering residual stresses.

• Of particular note was the scatter band of the experimental results. Fracture strength data
ranged from 50 and 250 MPa, resulting in a dispersion of 200 MPa. Thus, an enhancement of
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the model could be expected if the number of tested samples was increased. This great variation
in glass strength would suggest that statistical evaluation should be a mandatory step in the
design and assessment of structural pre-stressed components.

161





Chapter 4

Conclusions and future work

The main objective of this study was to provide a numerical methodology to predict the in-service
behaviour of glass plates subjected to bending loads considering the residual stresses developed during
the glass cooling process. Two main contributions were developed in the course of the research::

• A sequentially coupled FSI numerical methodology for calculating residual stresses in glass plates
subjected to non-uniform cooling during the tempering process.

• A probabilistic methodology to assess the in-service behaviour of heat treated glass components
considering the residual stress pattern.

Hereafter, the general conclusions of the thesis are presented together with insights for future work.

4.1 Conclusions

A one-way coupling FSI model consisting of a CFD model and a FEM model was defined with the
view to calculating residual stress distributions after the heat treatment process. It was found that
local flow phenomena during heat treatment process play a vital role in residual stress development in
glass plates. Therefore, non-uniform cooling techniques need to be considered to obtain representative
residual stress distributions. In addition, the proposed numerical FSI procedure was validated in both,
single jet cooling laboratory tests and an industrial case study composed by a multiple-nozzle array.

Subsequently, several computational cost reduction techniques were evaluated to optimise the efficiency
of the methodology. Firstly, the influence of volumetric radiation on residual stresses was studied. As
the air jet velocity was increased or the thickness of the parts decreased, the cooling rate increased and
the effect of radiation on the residual stress pattern lessened. For this reason, the analysed case studies
showed a similar residual stress pattern when radiation was disregarded. Nevertheless, these findings
cannot be extrapolated to all tempering case studies, as discrepancies might appear when lower air flow
velocities or higher thickness are defined. These results do, however, provide support for the hypothesis
that radiation could be disregarded when low thickness glass is subjected to large heat extractions. In
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the present study, this was true for any plate thickness of up to 6 mm. For thicker components though,
volumetric radiation might play an important role in thermal distribution within the material and a
more thorough analysis may be required. Notwithstanding, the presented FSI methodology continues
to be useful for analysing thicker components or low cooling rate applications as it can account for
volumetric radiation. Nonetheless, following the proposed hypothesis of disregarding radiation for
large cooling rate situations, a reduction of 75% of the total computational time was achieved. This
is a significant outcome, considering that the main drawback of the FSI one-way procedure, is the
computational cost.

Secondly, the existence of a critical temperature was verified. The influence of structural relaxation
on the volumetric expansion of glass lost traction at 400 ◦C. Thus, when the hottest point of the plate
attained this temperature, the critical temperature was reached and the subsequent cooling technique
no longer influenced residual stress development. In other words, residual stresses became cooling rate
independent within the range from natural to forced convection cooling. This hypothesis resulted in
an additional saving of 50% of the computational cost, bringing about a total reduction of around 87%
of the computational time as compared to the initially proposed procedure.

The assumption of considering steady or transient HTC introduced a larger discrepancy into the
analysis. The approach could be valid in particular areas of interest, as differences in specific locations
of the quenched part remained low. However, greater differences in the HTC and residual stress
patterns were observed in the regions where crossflow was observed, namely, the dry regions. Even
if the air speed through the perforated metal sheet was constant, the large drop in temperature of
the plate during the tempering process caused a variation in the temperature difference between the
target surface and the impinging air over time. Consequently, the thermophysical properties of air also
varied which had a direct impact on the interacting jet flow regime and the resultant convective HTC.
In this sense, laboratory tests quenched by a single jet on each side of the specimens could lead to
unrepresentative findings as no crossflow phenomena occurred. Hence, the nature of the flow in each
particular case should be first addressed.

Accordingly, the proposed numerical procedure encompasses both, a CFD model without volumetric
radiation to capture the transient local flow phenomena until the critical temperature is attained,
and a thermal model where a constant in time and spatially uniform HTC is applied. As a result,
the procedure was found to reliably model low thickness quenching processes in both, laboratory and
industrial environments.

On the other hand, a probabilistic assessment of the risk of failure of tempered glass components
subjected to bending loads was carried out. For this purpose, dissimilar non-uniform residual stress
patterns developed during the heat treatment process were taken into account.

The GLM was used to derive the corresponding PFCDFs. The aim was not to pinpoint the specific
mechanism that contributes to fracture, but to consider all the variables influencing the entire flaw
population. In this way, the transferability of the results based on annealed and tempered glass
exhibiting different residual stress patterns was verified. This is a noteworthy outcome, as it eliminates
the need for the characterisation of each type of glass. As a result, the total experimental effort required,
as well as the involved economic cost, can be significantly reduced.

Similarly, the joint assessment of the performed experimental work permitted the calculation of master
PFCDFs, which led to a more reliable prediction of the fracture behaviour of annealed and tempered
glass. Overall, average relative differences of below 10% were observed between the predicted and
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experimental data. The wide scatter bands exhibited by the experimental results highlight the need
to test a representative amount of samples to assess glass fracture. It was proved that, if the fracture
mode and failure criterion remained unaltered, the joint assessment could reduce the amount of tests
required for a specific glass type by merging diverse experimental data from already performed tests.
In this way, the versatility of the procedure was confirmed. Thus, the insights gained from this study
can contribute to the development of a data-base, which becomes more reliable as the stored data
grows.

In summary, the results demonstrate that the presented methodology can predict the in-service be-
haviour of glass components from an early stage of the manufacturing process, namely, the design stage.
Representative residual stress distributions developed during the tempering process of low thickness
parts were also successfully obtained. Similarly, the risk of failure for different tempering scenarios was
also estimated by means of statistical assessment. The use of this methodology can therefore assist
designers in defining efficient heat treatment procedures to obtain the required tempering state based
on ad hoc in-service conditions. Consequently, the proposed numerical methodology can minimise
the need for the design, manufacturing and testing of prototypes, which would result in a significant
reduction in manufacturing costs and cycle time.

4.2 Future Work

The present research has contributed to enhancing the understanding of residual stress development
during the tempering process and highlighted its importance for subsequent failure assessment. Nev-
ertheless, this research has opened up many issues for further investigation.

With regard to the numerical FSI model, turbulence is known to have a great influence on the heat
transfer performance of jet impingement applications. With this in mind, continued efforts should
be made to further calibrate the RANS turbulence models that have been employed. Additionally,
numerical solutions, such as those based on LES, should be tested. Such methods require fine grids,
and thus, low time step sizes, to solve the scales of turbulence of the flow. Consequently, they involve
a high computational cost. Nevertheless, its impact on the residual stress development during heat
treatment process could be worthy of exploration.

Additionally, further research should be undertaken to explore the feasibility of diverse cooling strate-
gies for industrial applications. Cooling techniques involving spray mist cooling or steam on moving
glass plates could result in effective tempering results on even thinner glass plates, due to the high
latent heat of vaporisation of water droplets. Likewise, the design of cooling strategies encompassing
pulsed jets, swirling jets, or interrupt quenching techniques could be of great interest. More impor-
tantly, the consideration of local flow phenomena might prove effective in the prediction of in-process
breakage of components during cooling.

In the assessment of failure of pre-stressed glass, bending loads were considered to be the main loads
acting on glass components. Nevertheless, a natural progression of this work would be to extend the
analysis to fatigue, thermal shock, and impact loading configurations. Similarly, damage to the glass
surface might result from many factors, such as, inappropriate usage, cleaning of building façades or
solar panels, unexpected impacts, or the erosive action of natural weathering. This damage usually
results in surface scratches, which may have a direct effect on the structural performance of components.
Further investigation in this field could greatly assist the development of predictive models to determine
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the in-service behaviour of tempered glass with noticeable surface damage. In this way, the structural
integrity of tempered glass, which plays a vital role in the daily life of people, could be further assessed.

Finally, this methodology can be applicable for not only the glass industry, but also the heat-treating
industry as a whole. There are a significant number of processes in which residual stresses and work-
piece distortion are a concern for subsequent in-service analysis. Thus, the expected benefits from the
implementation of this methodology include higher part quality, increased productivity, the elimina-
tion or decrease of scrap, and the removal of costly trial-and-error prototype testing or heat treatment
operations. In the same vein, many engineering problems are focused on predicting microstructural
distributions in heat treated parts, which in fact, is strongly linked to thermal history and local tem-
perature distribution. Thus, microstructural variation within the part after the heat treatment process
could be an additional implementation. Taken together, these are important issues for future research.

4.3 Scientific contributions

A. Iglesias, M. Martinez-Agirre, I. Torca, I. Llavori, and J.A. Esnaola. "Numerical methodology based
on fluid-structure interaction to predict the residual stress distribution in glass tempering considering
non-uniform cooling". In: Computers & Structures 264, 2022.
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