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# Sparse Sampling-Based View Planning for Complex Geometries 

Benat Urtasun ${ }^{\odot}$, Imanol Andonegui® ${ }^{\bullet}$, and Eider Gorostegui-Colinas ${ }^{\odot}$


#### Abstract

In this article, an automatic sampling-based view planning algorithm is proposed, for accurate 3-D reconstruction of complex geometry parts present in manufacturing. The initial viewpoint sampling method is able to lower the complexity of the algorithm by creating a sparse visibility bipartite graph relating the targeted surface patches, with the potential viewpoints [camera poses defined in SE(3)], which are contained in the surroundings of the object. This graph is used to sample and simulate a subset of viewpoints, employing an iterative greedy parallel set cover which weights the coverage of the sparse and simulated visibility. This method prematurely rejects poor candidates and prioritizes the viewpoints providing an increased coverage, with no expensive preprocessing of the 3-D models. A randomized Greedy heuristic with local search has been proposed to maximize the coverage, while minimizing the total inspection time, first with the set cover of the simulated viewpoints, and second with the sequencing of the viewpoints and robot positioning with obstacle avoidance. Furthermore, the performance of the system is demonstrated on a set of complex benchmark models from the Stanford and MIT repositories, yielding a higher coverage with a lower computational runtime compared with existing sampling-based methods. The validation of the full system has been carried scanning a Stanford Dragon positioned with a 12-axis kinematic chain composed of two robots.


Index Terms-Cameras, clusterization, combinatorics, Greedy, metaheuristics, optimization, robotics, sensor deployment, smart sensors, surface reconstruction, traveling salesman problem (TSP), view planning.

## I. Introduction

## A. Motivation

AUTOMATED inspections have gained significance within the smart manufacturing context as they are necessary for many downstream applications or quality assurance. These systems are commonly required to inspect a surface that will ensure the fulfillement of the required specifications. Usually, the complete coverage of the surface of interest requires a set of capture from different viewpoints. The associated camera network design or the automation of the robotic inspection can be a lengthy process with many delays. The automatic reso-
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lution of this aspect is called a view planning problem (VPP), which revolves on the maximization of the coverage of the surface to be inspected while simultaneously reducing the total inspection time. Considering that increased coverage benefits from a higher number of capture points and minimizing the time involves its reduction, the simultaneous optimization of both objectives is not trivial. This work addresses this problem with contributions (Section I-D) that enable the minimization of computation and execution time of the inspection, facilitating the inspection of complex geometries in a reduced time.

## B. Related Works

Typically, the solution to the VPP for an unknown 3-D object is handled with a next best view (NBV) approach. This method determines iteratively the subsequent position that will reveal the greatest possible portion of the component's surface or its immediate environment for the robot. Some methods recur to octomaps which chart the surroundings of the occupied, empty, and unknown space, to estimate a probabilistic map of the information gain [1], enabling the determination of the upcoming pose. Even if this strategy is useful for reverse engineering and path finding of robots [2], [3], [4], among other applications, it requires an intermittent online capture and processing, artificially extending the process and
incurring in other inefficiencies. Approaching the VPP with an approximate model that enables the simulation of the inspection allows the usage of different heuristics and methods to attain a predictable result.

Depending on the final goal, many specification criteria have been utilized. For instance, in a surface reconstruction problem the minimum sampling density and variance of the point clouds are considered [5], and in a network placement problem, the main objective is to make a complete coverage of the scene [6] with the minimum number of viewpoints.

The classical sampling-based VPP, which employs an approximate model of the targeted surface, such as the one exposed by Scott [5], starts with the sampling of viewpoints, its subsequent simulation, and the final set cover ensuring the maximum coverage. The sampling of the viewpoints starts by decimating [7] or resampling [8] the surface mesh, which yields another mesh with a different distribution and density of the primitives. This mesh is used to sample the surface points by selecting the vertices or the barycenters of the mesh primitives. These points are used to sample a set of a priori ideal viewpoints with a normal incidence angle from a distance corresponding to the maximum optical resolution, which is defined as the center of the depth of field (DOF), as described in Algorithm 1.

```
Algorithm 1 Sample Offset DOF [5]
    function SAMPLEOFFSETDOF(Mesh, \(z_{f}, z_{n}, n_{\text {cams }}\) )
        Mesh \({ }^{\prime} \leftarrow\) ResampleMesh(Mesh,\(n_{\text {cams }}\) )
        \(P, N \leftarrow\) Sample Barycenters \(\left(\right.\) Mesh \(\left.^{\prime}, n_{\text {cams }}\right)\)
        Cams \(\leftarrow \emptyset\)
        for each \(p_{i} \in P\) do
            \(o_{i} \leftarrow p_{i}+n_{i}\left(z_{f}+z_{n}\right) / 2\)
            Cams \(\leftarrow \operatorname{Cams} \cup \operatorname{ToFrame}\left(o_{i},-n_{i}\right)\)
        return Cams
```

Other viewpoint sampling methods such as the one exposed by Jing et al. [9], summarized in Algorithm 2, generate a volume surrounding the object, computed by calculating the perpendicular at the surface points of the object, and adding the minimum and maximum distance of the DOF. This 3-D volume is used to randomly sample the origins of the viewpoints, and their orientations are determined with a potential function of the neighboring surface normals.

```
Algorithm 2 Sample Potential Field [9]
    function SAMPLEPotentialField (Mesh, \(z_{f}, z_{n}, n_{\text {cams }}\) )
        Mesh' \(\leftarrow\) ResampleMesh (Mesh,\(\left.n_{\text {cams }}\right)\)
        \(V \leftarrow \operatorname{dilate}\left(\right.\) Mesh \(\left.^{\prime}, z_{f}\right)-\operatorname{dilate}\left(\right.\) Mesh \(\left.^{\prime}, z_{n}\right)\)
        \(O_{\text {cams }} \leftarrow \operatorname{RandomSampling}\left(V, n_{\text {cams }}\right)\)
        Cams \(\leftarrow \emptyset\)
        for each \(o_{i} \in O_{\text {cams }}\) do
            \(v_{i} \leftarrow\) potentialField \(\left(o_{i}\right)\)
            Cams \(\leftarrow\) Cams \(\cup \operatorname{ToFrame}\left(o_{i}, v\right)\)
        return Cams
```

The resulting set of viewpoints is then simulated considering the visibility, as well as the incident angle $\theta$, as illustrated in Fig. 3(a), among other factors, resulting in a visibility vector of the surface points for each viewpoint, $\overrightarrow{A_{i}}$. The visibility of the $N$ viewpoints, regarding $M$ surface points conforms a visibility matrix, $\mathbf{A}_{\text {vis }}=\left(\overrightarrow{A_{1}}, \ldots, \overrightarrow{A_{N}}\right)$, which
can be interpreted as a bipartite graph relating both disjoint sets, as formulated by Tarbox and Gottschlich [10]. This data structure, which can be interpreted as a bipartite graph, enables a combinatorial formulation of the VPP as a set cover problem (SCP), to maximize the coverage of the surface with the minimum number of viewpoints.

Considering that the total area to cover is finite, the likelihood of visualizing the same surface patches increases as the number of viewpoints rises. The diminishing returns of this problem is one aspect of its submodularity associated with the total overlap of the visibility [11]. Therefore, the coverage and number of viewpoints are two conflicting objectives which must be approximated in a reasonable time scale. The optimization of the problem has been previously solved employing well-established metaheuristics such as, greedy [12], linear programming [13], Lagrangian relaxation [14], simulated annealing [15], particle swarm optimization [16], and genetic algorithms [17].

The conventional greedy set cover [12], described in Algorithm 3, repeatedly selects the next column (viewpoint) of $\mathbf{A}_{\text {vis }}$, which maximizes the coverage of the remaining uncovered points, until the whole set is covered in $O(\log n)$, [18]. Its unweighted cost, as well as the deterministic selection criteria, precludes the exploration of alternative solutions, which can be improved with a randomized selection [19]. Another aspect to consider is that its parallelization is able to reduce the runtime with a similar solution, so long the problem is subdivided into buckets of maximal near-independent sets [20]. The set cover yields a set of unordered inspection frames which might be used to position static cameras or generate an inspection trajectory, minimizing the inspection time and considering the kinematic constraints of the robot and camera attached to the robot wrist, by employing a combinatorial optimization known as the traveling salesman problem (TSP).

```
Algorithm 3 Greedy Set Cover
    function \(\operatorname{GreedySetCover}\left(A=\left\{A_{1}, \ldots, A_{n}\right\}\right)\)
        Sol \(\leftarrow \emptyset\)
        while \(\mid\) Uncovered \((\) Sol \() \mid>0\) do
            Select \(j\) that maximizes \(\mid A_{j} \cap U\) ncovered \((\) Sol \() \mid\)
            Sol \(\leftarrow \operatorname{Sol} \cup j\)
        return Sol
```

One of the main drawbacks of all these systems is that they do not use complex geometries instances in the exposed results, as well as a typical runtime to solve the problem on the order of minutes [5], [16], [21], [22].

Considering that the simulation of the viewpoints takes a significant share of the total runtime of this problem, the sampling of an optimal subset of viewpoints is an important aspect of the problem. Most of the conventional viewpoint sampling methods are able to restrict its sampling space, but they do not take into account any information from the surrounding geometry, which limits their ability to extrapolate the mutual visibility of the viewpoints. The occlusion ratio of a point should a priori correlate to the number of incident cameras in a visibility matrix, but it does not retain any spatial information to prioritize the sampling of viewpoints associated with complex surface patches. Some pseudoillumination
models, employed in 3-D rendering to shade the surfaces, such as ambient occlusion [23], map a scalar field in the surface, by computing the ratio of occluded local random rays. This yields a scalar field associated with the vertices or faces of the model, with high values related to concave regions, internal geometries, or high curvature regions. However, this mapping of the surface is nevertheless unable to determine the best location of the viewpoints for each surface patch.

All the mentioned studies expose different methods to solve the problem, but they typically involve an expensive mesh preprocessing which is prone to alter the original surface and its topology, introducing defects such as normal inversion affecting the visibility and accuracy of the simulation. Another factor to take into account is the extended computational times exposed by these studies, which impose restrictions on the scale and complexity of the inspected part. Furthermore, the minimization of the inspection time focuses mainly on the SCP without considering the sequencing of the viewpoints restricted by the axes of the robot positioning the sensor and its workspace. The contributions addressing these shortcomings are enumerated in Section I-D.

## C. Problem Formulation

The VPP consists on the determination of a minimum set of scanning viewpoints $\mathbf{C}_{\mathbf{p}}$ to cover a surface. The surface of the inspected part, $S$ is composed of a set of vertices in $\mathbb{R}^{3}$, and a collection of polygons, which are defined as an adjacency list of vertices. Another aspect to consider is that the set of viewpoints must be contained in a space belonging to the special Euclidean group $\operatorname{SE}(3)$ [24] and surrounding $S$. The coverage of $S$ by $\mathbf{C}_{\mathbf{p}}$ must also fulfill a set of specification parameters $\gamma$, which have been defined in this article as: 1) the minimum density, defined as the maximum distance between the points, $\delta_{\max }[m]$ and 2) the maximum incident angle of the camera toward a point, noted as $\theta_{\text {max }}$.

The combinatorial approach of the VPP requires the discretization of both $S$ and $\mathbf{V}_{\mathbf{c}}$ (space of possible camera poses), yielding a set of $M$ points or polygons $\mathbf{P}=\left\{p_{1}, \ldots, p_{M}\right\}$, and $N$ viewpoints, $\mathbf{C}=\left\{c_{1}, \ldots c_{N}\right\}$ with $\mathbf{C}_{\mathbf{p}} \in \mathbf{C}$. The determination of the visibility of a point $p_{i}$, regarding a viewpoint $c_{j}$, can be formulated as a binary scalar (0-nonvisible and 1visible), $a_{i j}$ that takes into consideration the direct line of sight and the specification compliance. Therefore, the computation of the visibility of a viewpoint viewpoint $c_{j}$, regarding the whole set of points $\mathbf{P}$, can be defined as a binary visibility vector, $\overrightarrow{A_{j}}=\left(a_{1 j}, \ldots, a_{M j}\right)^{T}$, with $a_{i j}$ being the visibility of $p_{i}$ regarding $c_{j}$. The combination of all the viewpoint visibility vectors conforms a binary visibility matrix [10], with the points and the viewpoints corresponding to the rows and columns, respectively, noted as $\mathbf{A}_{\text {vis }}=\left(\overrightarrow{A_{1}}, \ldots, \overrightarrow{A_{N}}\right)_{|\mathbf{P}| \times|\mathbf{C}|}$.

Note that $\mathbf{A}_{\text {vis }}$ can be represented as a bipartite graph of two disjoint sets, $\mathbf{P}$ and $\mathbf{C}$. Fig. 1 shows their symbolic relation in (a), as well as its bipartite graph in (b), with the vertices on the top symbolizing the viewpoints, the points below, as well as the edges representing their visibility. The visibility matrix of this figure is shown as follows.

Consequently, we can define the VPP as the joint minimization of (1) the number of viewpoints $\left|\mathbf{C}_{\mathbf{p}}\right|$ with $\mathbf{C}_{\mathbf{p}} \in \mathbf{V}_{\mathbf{c}}$

(a)

(b)

Fig. 1. Visibility as a bipartite graph. (a) Symbolic representation of the visibility with two cameras covering a surface discretized in four points and the dotted line showing the visibility of each point toward the cameras. (b) Bipartite visibility graph corresponding to the left side in this figure.
and (2) the ratio of uncovered points of $\mathbf{P}$, subjected to the visibility and specification compliance $\gamma$ as follows:

$$
\begin{equation*}
\min _{\mathbf{C}_{\mathbf{p}} \in \mathbf{V}_{\mathbf{c}}}\left(f\left(\mathbf{C}_{\mathbf{p}}\right),\left|\mathbf{C}_{\mathbf{p}}\right|\right) \quad \text { with } f\left(\mathbf{C}_{\mathbf{p}}\right)=1-\frac{1}{M} \sum_{i}^{M} \bigcup_{j}^{N} \stackrel{\rightharpoonup}{A_{j}} \tag{1}
\end{equation*}
$$

Note that $f\left(\mathbf{C}_{\mathbf{p}}\right)$ represents the ratio of uncovered points considering the union of the visibility vectors of $\mathbf{C}_{\mathbf{p}}$.

## D. Contributions

A sampling-based view-planning system is exposed with a set of distinct contributions aimed at reducing the runtime of the VPP and the total inspection time of the robot.

1) A novel sampling view-planning that employs a sparse representation of the underlying visibility, reducing the sampling space with a clusterization preserving the relation between the space of the viewpoints and the surface.
2) A sampling and simulation algorithm that does not require any expensive preprocessing of the 3-D model, yielding typical runtimes close to 1 s .
3) An improved greedy heuristic for the SCP and robot traveling salesman (rTSP) problem, with a randomized local search, analogous to GRASP [19], to minimize the time to traverse the viewpoints $\equiv$ he robot.
4) Results validated with a set of 20 tomplex benchmark models demonstrating a higher coverage with a lower runtime compared to existing sampling-based methods, as well as the evaluation of the full system scanning a Stanford Dragon with two robots.

## II. Proposed Method

Based on the submodular property of the VPP [11], a set of assumptions can be established to approximate the underlying visibility matrix, which can be used for efficient sampling of the simulated viewpoints.

Taking into account that this is a sampling-based viewplanning, the proposed method estimates a visibility matrix which serves as the basis for the optimization of the objectives to attain the maximum coverage and minimum inspection time. An overview of the system is displayed in Fig. 2, starting by sampling the surface (Section II-A), which does not require an expensive pre-processing of the mesh. A subsequent estimation of the visibility yields a sparse visibility matrix


Fig. 2. System overview.
(Section II-B2), which is employed to iteratively select a set of viewpoints (Section II-B3), weighing both the sparse and simulated visibility (Section II-B1), taking into account the accessibility of the robot (Section II-C). The resulting set of viewpoint vectors links $\mathbf{P}$ on a dense visibility matrix, which serves as the basis for the minimization of the total inspection time (Section II-D), first by reducing the set of viewpoints that ensures the coverage by employing a Greedy randomized SCP (Section II-D1) and a subsequent reordering of the viewpoints, taking into account the robot (Section II-D2), in a problem known as the RTSP.

## A. Surface Point Sampling

As previously stated, depending on the specification parameters of resolution and inherent variable sampling density of most surface reconstruction algorithms employed in the generation of the 3-D models, it is necessary to produce a uniform point sampling of the surface, $S$. In this system, a modified version of the algorithm exposed by Corsini et al. [25], has been implemented, starting with a Monte Carlo point sampling of the surface with a higher resolution of the predefined $\delta_{\max }$, typically by a factor of 10 . A subsequent subsampling is carried out by iteratively selecting random points and discarding the neighboring ones at $\delta_{\text {max }}$ radius. The neighboring points are typically selected, employing spatial indexers, such as kdtrees [26], or hash tables [27], among others methods. The iterative selection terminates when the projected number of points, based on the area is reached, or no points remain on the uncovered list.

## B. Visibility Calculation

The determination of the visibility in this scenario starts by the determination of the sparse visibility matrix and the subsequent iterative selection of viewpoints and camera simulation. Note that in this scenario, Section II-B1 is exposed before Section II-B2 to present the view frustum.

1) Camera Simulation Employed 3-D Camera: The employed scanner in this work is a precalibrated Gocator 3520 , composed of two $5-\mathrm{MP}$ cameras and a $100-\mathrm{W}$ blue light fringe projector, allowing for the 3-D measurement, so long the projector has the co-visibility of one camera, enabling the reduction of the shadows and mutual occlusions present in complex geometries. It is based on a structured light phase-shifting scanner, projecting a set of shifted sinusoidal patterns, which ultimately allows the pixelwise association between the cameras and the projector. This enables the triangulation of the scanned surface points, taking


Fig. 3. Visibility evaluation. (a) Pinhole view-frustum with a DOF between $z_{n}$ and $z_{f}$, FOV with $\varphi_{x}$ and $\varphi_{y}$. A ray directed from the focal point toward $p$ with an incident angle $\theta_{p}$ is drawn with a dotted line. (b) Stereo camera and projector relative position with a baseline $b$ and vergence angle $\theta_{v}$.

TABLE I
Gocator 3520 View-Frustum Parameters

| $\varphi_{\mathbf{x}}$ | $\varphi_{\mathbf{y}}$ | $\mathbf{z}_{\mathbf{n}}$ | $\mathbf{z}_{\mathbf{f}}$ | $\mathbf{R}_{\mathbf{x}}$ | $\mathbf{R}_{\mathbf{y}}$ | $\mathbf{b}$ | $\theta_{\mathbf{v}}$ | $\delta_{\mathbf{m i n}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $30^{\circ}$ | $40^{\circ}$ | 280 mm | 430 mm | 1944 | 2592 | 180 mm | $14^{\circ}$ | 0.08 mm |
|  |  |  |  |  |  |  |  |  |

into account the calibrated optics and their relative positions, as illustrated in Fig. 3(b).

As a result, a conservative visibility evaluation of the scanner fuses the visibility of each device as a combination of the visibility of the projector and the cameras. Therefore, the visibility of a point $p$ is defined as $v=v_{\text {proj }} \cap\left(v_{c 1} \cup v_{c 2}\right)$ with $v_{\text {proj }}, v_{c 1}$ and $v_{c 2}$, being the separated visibility of the projector and both cameras respectively.

The visibility of each device toward the surface points has been assessed individually through a three-step process. First, by examining the view-frustum containment of each point [28]; second, by evaluating specification compliance; and finally, by ensuring an unobstructed line of sight.

A pinhole model has been used to describe the view-frustum of each camera, as well as the projector. Fig. 3(a) displays the view-frustum as a truncated pyramid in a darker shade, with $\varphi_{x}$ and $\varphi_{y}$ being the field of view (FOV) constrained by the sensor rectangular shape in the horizontal and vertical axes, respectively. The minimum optical resolution is ensured by constraining the DOF, between $z_{n}$ and $z_{f}$. The relative position of the stereo camera with the projector is shown in Fig. 3(b), being $\theta_{v}$, the vergence angle in the $X Z$ plane and $b$, the distance between the cameras. Table I depicts the parameters associated with the Gocator 3520, assuming the same view-frustum for the three devices, with $R_{x}$ and $R_{y}$ being their resolution.
Note that the maximum incidence angle depends on the reflectance of the surface, the exposure, and aperture among other factors which has been determined empirically, yielding a value of $\theta_{\max }=70^{\circ}$.

The specification compliance of the minimum resolution, $\delta_{\text {max }}$, has been estimated with a similar approach to the one exposed by Scott [5], which can be approximated with the following equation:

$$
\begin{equation*}
\delta_{p}=\frac{R_{p} \Delta \varphi}{H\left(\theta_{p}<\theta_{\max }\right) \cos \theta_{p}} . \tag{2}
\end{equation*}
$$

where $R_{p}=z_{p} /\left(\cos \varphi_{p}\right)$ is the distance between $p$ and the focal point, $\Delta \varphi=\min \left(\left(\varphi_{x} / R_{x}\right),\left(\varphi_{y} / R_{y}\right)\right)$ is the minimum angular resolution of the sensor, $H\left(\theta_{p}<\theta_{\text {max }}\right)$ being the Heaviside step function with $\theta_{\text {max }}$ being the maximum incidence angle, and $\left(\cos \theta_{p}\right)^{-1}$ modeling the Lambertian reflectance associated with the incidence $\theta_{p}$, as shown in Fig. 3(a).

Another aspect to consider is the computation of the direct line of sight of the cameras, which is known to be a complex problem [29], which can limit the scale and complexity of the VPP. The two main ways to solve this problem consist of the ray casting of the optical rays originating from the sensor to the scene, and alternatively the projection of the world into the plane of the sensor.
Using the ray casting to estimate the visibility implies the evaluation of the intersection between each ray with all the geometric primitives of the scene. The alternative, based on the $Z$-buffer method [30] has an exponential decay [31] in its precision, and the rasterization of the projection implies that the framebuffer resolution must be sufficiently small to visualize the specified surface resolution, $\delta_{\text {max }}$.

In this article, a ray-tracing technique, such as Embree [32], has been integrated to project rays from the camera toward the remaining points within the view-frustum. This process adheres to specification compliance and effectively separates the visibility runtime from the sensor's resolution.
2) Sparse Visibility Matrix: The sparse visibility matrix is based on the extrapolation of the visibility of the neighboring viewpoints. The visibility from a point pos, surrounding the surface is illustrated in Fig. 4(a) showing the visible surface points with solid rays, which are restricted by the direct line of sight, DOF, and their respective incident angle. Therefore, if two of the remaining rays are contained in the FOV of a viewpoint, both of their respective surface points will be visible. For instance in Fig. 4(a), a $45^{\circ}$ FOV camera with its optical axis aligned with the ray of $p_{1}$ will also visualize $p_{2}$. The same idea can be extended for the viewpoints located on an Euclidean radius around pos. The sparse visibility matrix can be defined as an approximation of the dense visibility matrix described in Section I-C; however, it exhibits two clear differences. The first one lies in the fact that it relates the visibility toward a random subset of $\mathbf{P}$ denoted by $\mathbf{P}_{\text {sp }}$. The second one is that it has an explicit partition of the viewpoints. This is due to the way the visibility is extrapolated with a spatial indexation of the viewpoints, as it will be explained later. Therefore, the sparse visibility matrix can be denoted as follows: $\mathbf{A}_{\text {sp }}=\left(\mathbf{A}_{\mathbf{1}}, \ldots, \mathbf{A}_{\mathbf{n}}\right)$, where $\mathbf{A}_{i_{|\mathbf{P s p}| \times\left|\mathrm{G}_{\mathrm{i}}\right|}}$ is the submatrix of the extrapolated visibility of a subset of viewpoints $\mathbf{C}_{\mathbf{i}}$, regarding $\mathbf{P}_{\mathrm{sp}}$. The sparse visibility matrix is built based on the efficient extrapolation of the local visibility, starting with the sampling of a collection of viewpoint axes from each surface point, and the subsequent extrapolation of the visibility.
a) Point visibility sampling: The first phase involves sampling a set of optical axes associated with the points on the surface with a direct visibility. The process starts by selecting a random fraction $\kappa$ of $\mathbf{P}$, denoted by $\mathbf{P}_{\text {sp }}$. For each point $p$ in $\mathbf{P}_{\mathrm{sp}}$, a subset of fixed vectors is sampled, representing the optical axes of potential viewpoints directed to $p$. To ensure

(a)

(b)

Fig. 4. Camera sampling. (a) Symbolic representation of the omnidirectional visibility from a point in space pos, casting rays to the visible points in solid lines conditioned by the distance, incident angle, and the occlusions. (b) Point visibility sampling volume, representing a partial spherical cone, with its vertex and axis coincidental to $p$ and surface normal, $n$, respectively.


Fig. 5. Optical axes grid parameters in $\mathbb{R}^{3}$ for $r_{p}$ and the latitude $\gamma$ and longitude $\lambda$ of $k_{p}$ regarding the frame of the object.
the visibility of an optical axis $k_{p}$ toward $p$ with its normal $n_{p}$, a point visibility space is defined with two equations depending on the pinhole parameters of the camera and $k_{p}$ : 1) $z_{n} \leq k_{p}^{T} n_{p} \leq z_{f}$ and 2) $\left(k_{p} /\left(\left|k_{p}\right|\right)\right)^{T} n_{p}>\cos \theta_{\max }$, representing DOF containment and feasible angle of incidence. This volume has the shape of a partial spherical cone, with its vertex and axis coincidental to the point $p$ and surface normal, $n_{p}$, respectively. The maximum and minimum radii correspond to the DOF range, and the cone half-angle is associated with the maximum incidence angle, $\theta_{\text {max }}$, as illustrated in Fig. 4(b). A set of vectors pointing to $p$ is sampled from this volume with a 3-D uniform grid and a $\Delta d$ resolution. The direct line of sight is evaluated by ray casting from $k_{p}$ toward $p$, discarding the occluded ones. Based on the experiments, the following grid sampling resolution gives good results:

$$
\begin{equation*}
\Delta d=\frac{1}{3}\left(\frac{z_{f}+z_{n}}{2}\left(\tan \varphi_{x}+\tan \varphi_{y}\right)+z_{f}-z_{n}\right) . \tag{3}
\end{equation*}
$$

$\Delta d$ represents an average of the DOF, and the dimensions corresponding to the mid-plane cross section of the viewfrustum.
b) Visibility extrapolation: The second phase consists of the extrapolation of the visibility of the neighboring optical axes. Considering that each optical axis is linked to a surface, the extrapolation has been carried out in two steps. The first one consisting of the binning of the optical axes employing a grid which partitions the Euclidean space $\mathbb{R}^{3}$, and the orientation space with spherical coordinates, as shown in Fig. 5.

The grid is built by indexing the optical axes, assigning five integer scalars (three for position and two for orientation) to each optical axis, which are then sorted first by the Euclidean position, and subsequently by the orientation. This effectively groups the optical axes belonging to the same orientation bin, denoted by ORI_contained on an Euclidean bin, denoted by POS. As a resul $\equiv$ the consecutive elements with the same


Fig. 6. Hierarchical binning is depicted with a two-level spatial indexing of the optical axes, with an Euclidean POS, and orientation ORI partitioning, corresponding to the first and second levels, respectively. The left side of the figure shows that each orientation bin contains a set of optical axes which are linked to a single point each. The right side displays the centroids of the axes of each bin linked to all incident points of ORI.


Fig. 7. Rays directed to the points illustrated in Fig. 4(a) from pos partitioned in $60^{\circ}$ bins with the axes centroids of each bin in blue.
orientation belong to the same bin. The left side of Fig. 6 displays the relation of the ordered optical axes, denoted by CAMS, contained in the orientation and position bins. So long, the Euclidean and angular resolution of the grid, $\Delta d$ and $\Delta \beta$, respectively, are sufficiently small, all the optical axes contained in the same orientation and position, bin will have similar $r_{p}$ and $k_{p}$ vectors, resulting in a comparable visibility. Therefore, the centroid of the optical axes of each orientation bin inherits the predominant visibility of the bin. The right side of Fig. 6 displays the centroids of the orientation bin inheriting the visibility of the surface points from the optical axes. Experiments have shown that the Euclidean resolution of the grid $\Delta d$, described in (3) gives good results, as well as the following angular resolution: $\Delta \beta=\min \left(\varphi_{x}, \varphi_{y}\right) / 4$. The centroid of the optical axes is determined as follows: $r_{C}=(1 / n) \sum_{i=0}^{n} r_{i}$ and $k_{C}=\left(\sum_{i=1}^{n} k_{i}\right) /\left(\left|\sum_{i=1}^{n} k_{i}\right|\right)$.

Note that the ordered list of points of the spatial binning and the strides of the orientation bins associated with the clustered camera centroids can be seamlessly copied to the row and column index buffers of a binary compressed row sparse (CRS) matrix, respectively. The resulting CRS matrix conforms an approximation of $\mathbf{A}_{\text {vis }}$ with a lower density. Considering that the hierarchical binning groups the camera centroids by Euclidean bins, the sparse visibility matrix can be as noted as a set of $n$ column blocks corresponding to the Euclidean bins POS, denoted by $\mathbf{A}_{\text {sp }}^{\prime}=\left(\mathbf{A}_{1}, \ldots, \mathbf{A}_{\mathbf{n}}\right)$.

One of the drawbacks of the binning is that the resulting clusterization depends on the origin of the spatial partition. For instance, a cluster of optical axis can be divided, resulting in two contiguous centroids, instead of one that clusters the group. Fig. 7 shows a set of outgoing rays from pos directed to the points shown Fig. 4(b), with an angular partition of $\Delta \beta=60^{\circ}$, represented with dotted lines, and their respective centroids drawn in blue.

In this example, the viewpoint aligned with $V_{\text {ori }_{1}}$ will probably see most of the points visualized by $V_{\text {ori2 }}$, but


Fig. 8. Bipartite graph relating the visibility of the viewpoints on top and the points at the bottom related to Fig. 4(a). The gray edges are associated with the binning, and the black ones to the extrapolation. The dotted lines denote the orientation adjacency of the viewpoints.
none of the points corresponding to $V_{\text {ori }_{3}}$. Alternatively, $V_{\text {ori }_{2}}$, will probably visualize most of their adjacent ones. This redundant co-visibility of the axis centroids can be used to further increase the number of edges in the sparse bipartite graph. Therefore, the co-visibility of the local axes centroids contained in an Euclidean bin, $K_{\text {bin }}=\left\{k_{1}, \ldots, k_{m}\right\}$, can be formulated as a symmetric adjacency matrix, denoted by: $\mathbf{A}_{\text {cams }}=$ $\left(\ldots e_{i j} \ldots\right)_{m \times m}$, with $e_{i j}=k_{i}^{T} \cdot k_{j}>\cos \Delta \beta$. The extrapolation of the visibility within the Euclidean bin, has been carried out with a graph composition of the sparse visibility matrix, $\mathbf{A}_{\text {sp }}$ and the optical axis orientation adjacency matrix $\mathbf{A}_{\text {cams }}$, with the following binary matrix multiplication, $\mathbf{A}_{\text {sp }}=\mathbf{A}_{\text {sp }}^{\prime} \times$ $\mathbf{A}_{\text {cams }}$, with $\mathbf{A}_{\text {sp }}$ being the final sparse visibility matrix. Fig. 8 shows a visibility graph corresponding to Fig. 4(a), with the upper row corresponding to a set of viewpoint nodes and their mutual adjacency represented by the dotted edges. As a result, the nodes in the bottom are associated with the points $\mathbf{P}$, which are connected to the viewpoints $\mathbf{C}$, either by the initial binning with gray edges or by the subsequent extrapolation in black.

The following expression shows the graph composition of the visibility extrapolation illustrated in Fig. 8, corresponding to Fig. 4(a):

$$
\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{4}\\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1
\end{array}\right) \times\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)=\left(\begin{array}{cccc}
1 & \mathbf{1} & 0 & 0 \\
1 & \mathbf{1} & 0 & 0 \\
\mathbf{1} & 1 & \mathbf{1} & 0 \\
\mathbf{1} & 1 & \mathbf{1} & 0 \\
\mathbf{1} & 1 & \mathbf{1} & 0 \\
0 & \mathbf{1} & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1
\end{array}\right) .
$$

The generation of the sparse visibility is summarized in Algorithm 4.

```
Algorithm 4 Build Sparse Visibility
    function BuildSparseVisibility( \(\mathbf{P}, \theta_{\text {max }}\), Camp Pars, \(\kappa\) )
        \(\mathbf{P}_{\text {sp }} \leftarrow\) SubsamplePoints \((\mathbf{P}, \kappa)\)
        \(\triangleright\) Sample and ray-cast optical axes for each point (Section II-B2a)
        Axes \(\leftarrow\) PointVisibility \(\left(\mathbf{P}_{\text {sp }}, \theta_{\text {max }}\right.\), Cam Pars \()\)
        Centroids, \(\mathbf{A}_{\text {sp }}\), Bins \(\leftarrow\) VisibilityExtrapolation \(\left(\mathbf{P}_{\text {sp }}\right.\), Axes \()\)
        \(\triangleright\) Optical axes centroids to viewpoints
        \(\mathbf{C} \leftarrow\) ToFrames (Centroids)
        \(\triangleright\) Filter invalid Robot viewpoints
        \(\mathbf{C} \leftarrow\) FilterInvalidViewpoints(C)
        return \(\mathbf{P}_{\text {sp }}, \mathbf{C}, \mathbf{A}_{\text {sp }}\)
```

Note that the viewpoints are calculated from the centroids with a random rotation of the $z$-axis in line 5 of Algorithm 4.
3) Greedy Iterative Selection: The sampling and simulation of the viewpoints are based on a greedy set cover (alg. 3), weighting the coverage globally, with a local parallel selection. The selection penalizes the number of covers of each point by weighting both the extrapolated visibility $\left(\mathbf{A}_{\text {sp }}\right)$, and the simulated viewpoints, up to a minimum number of covers, $\min _{\text {cov }}$. Considering that the neighboring viewpoints, contained in the same Euclidean bin (POS), have a higher overlap of the surface visibility, compared with the farthest ones, it enables its parallel selection in buckets of maximal nearindependent sets [20], approximating the sequential greedy set cover solution with a shorter runtime. The proposed method to sample and simulate the viewpoints is exposed in Algorithm 5.

```
Algorithm 5 Sparse Iterative Sampling
    function SparseIterativeSampling( \(\mathbf{P}\), min \(_{\text {cov }}\), CamPars)
        \(\triangleright\) Initialize \(\mathbf{P}\), Centroids and Sparse visibility, alg. 4
        \(\mathbf{P}_{\text {sp }}, \mathbf{C}, \mathbf{A}_{\text {sp }} \leftarrow\) BuildSparseVisibility \(\left(\mathbf{P}, \theta_{\max }\right.\), CampPars, \(\left.\kappa\right)\)
        \(\triangleright\) Initialize camera viewpoints, visibility matrix, and coverage vector
        Cams \(\leftarrow \emptyset, \quad \mathbf{A}_{\text {vis }} \leftarrow \emptyset \quad \operatorname{Cov} \leftarrow \emptyset\)
        \(\triangleright\) Iterative selection and camera simulation
        while True do
            \(\triangleright\) Weighted uncovered points vector
            \(\overrightarrow{U n c o v} \leftarrow \max \left(0,1-\frac{\overrightarrow{C o v}}{m i n_{c o v}}\right)\)
            \(C_{a m s}{ }^{\prime} \leftarrow \emptyset\)
                \(\triangleright\) Greedy parallel selection
                for each \(\mathbf{A} \in \mathbf{A}_{\text {sp }}\) do
                    \(\triangleright\) Remaining weighted coverage
                    \(\overrightarrow{\text { UncovCams }} \leftarrow A^{T} \times\) Uncov
                    Select \(i\) maximum row of UncovCams
                    if \(\overrightarrow{U n c o v C a m s}_{i} \geq 1\) then
                    Discard \(i^{\text {th }}\) camera in \(A\)
                        Cams \(^{\prime} \leftarrow\) Cams \(^{\prime} \cup \mathbf{C}_{i}\)
                if \(C a m s^{\prime}==\emptyset\) then
                    break
                \(\mathbf{A}_{\text {vis }}^{\prime} \leftarrow\) CameraSimulation \(\left(\mathbf{P}\right.\), Cams \(^{\prime}\), CamPars)
                \(\triangleright\) Save viewpoints and simulated visibility
                Cams \(\leftarrow\) Cams \(\cup\) Cams \(^{\prime}, \quad \mathbf{A}_{\text {vis }} \leftarrow \mathbf{A}_{\text {vis }} \cup \mathbf{A}_{\text {vis }}^{\prime}\)
                Add the dense and sparse coverage of \(\mathbf{P}_{\mathbf{s p}}\) to \(\stackrel{\rightharpoonup}{C o v}\)
        return Cams, \(\mathbf{A}_{\mathbf{v i s}}\)
```

After calculating the sparse visibility matrix with Algorithm 4 in line 2, the vector $\overrightarrow{\operatorname{Cov}}$, which counts the accumulated covers of each point of $\mathbf{P}_{\text {sp }}$ is initialized, as well as the final set of viewpoints, Cams and the simulated visibility matrix $\mathbf{A}_{\text {vis }}$ of $\mathbf{P}$. The iterative selection starts by initializing the vector $\overrightarrow{\text { Uncov }}$, which negatively weights the accumulated covers of each point of $\mathbf{P}_{\text {sp }}$, up to a minimum number of covers, $\min _{\text {cov }}$, as shown in line 5. The parallel selection within each bin POS, starts by calculating the weighted new coverage $\overrightarrow{\text { UncovCams }}$, of each viewpoint in line 8 , with $\mathbf{A}$, being the block of $\mathbf{A}_{\text {sp }}$ corresponding to the viewpoints contained in POS. Afterward, the viewpoint with the maximum value, greater or equal to one, is saved. The parallel selection, yields at most a viewpoint for each bin, which is then simulated in line 15 and saved in $\mathbf{A}_{\text {vis }}$. The accumulated coverage of the points $\overrightarrow{\mathrm{Cov}}$, is updated with the summation of the dense and sparse visibility of Cams'. This process is repeated until no viewpoints are selected.

## C. Robot Accessibility Testing

The accessibility of the viewpoints is evaluated based on the existence of a valid robot configuration with no collision.

A fast inverse kinematic (IK) solver, such as IK ${ }^{\circ} \mathrm{S} \mathrm{T}$ [33], has been employed returning, the complete set of $\equiv$ tions. The sampling of robot configurations for kinematic chains with more than six degrees of freedom has been carried out with two different methods. In the case of the external positioning axis, a random or uniform sampling for each redundant axis is sufficient, and for multiple robotic arms, a Cartesian bounding box is defined to randomly sample the possible configurations, as described in the results.

The resulting robot configurations are subsequently tested for any intersection of the robot with the scene. The collision detection is typically handled using a two-phase approach consisting of an initial broad phase and a subsequent narrow phase. The broad phase employs a simplified primitive geometry of the objects to discard the evaluation of distant objects. Some implementations use the sort and sweep algorithm to evaluate the overlap of the projected bounds of the primitives into the three axes. While other approaches recur to a parallel spatial cell subdivisions to evaluate the collision of objects contained in the same cell. The second phase computes the exact contact points of the intersected geometry. A collision detection library, such as FCL [34] has been implemented in this instance with both the bro $\equiv$ nd narrow phases.

## D. Inspection Time Optimization

After simulating the visibility of the sampled viewpoints, the problem must be able to minimize the total inspection time, maximizing the coverage. The joint optimization of both problems is notoriously hard which has motivated the division of the problem in two steps. The first one consists of the minimization of the number of selected viewpoints on an SCP, analogous to the greedy set cover Alogirthm 3. And, a second phase aims at minimizing the time to visit each viewpoint by simultaneously reordering them considering the robot configurations, which is a variation of the TSP, known as the RTSP. Since the solution of both problems can be formulated as an ordered list, a sequential greedy insertion [12], can be employed in an iterative manner. Some heuristics, such as GRASP [19], add some randomization to the greedy heuristic by choosing among the $k$ candidates for the solution, instead of the best one. The proposed generic resolution of both problems is displayed in Algorithm 6, consisting of the generation of an initial solution $S$, conformed as an ordered list. This solution is iteratively optimized, by employing a similar scheme to a variable neighborhood search (VNS) [35], first by discarding $g$ elements and a subsequent randomized insertion of the $k$ nearest neighbors. The resulting solution $S^{\prime}$ is preserved so long it improves $S$. The local search is terminated after $t_{\max }$ seconds, or $l_{\max }$ iterations with no improvements. To enable the adaptation of the generic optimization scheme, to the SCP and RTSP, the following functions must be altered accordingly, RandomizedGreedyInsertion, discardGRandom, as well as compareSolution. The adaptation of the proposed scheme is detailed in the following sections.

1) SCP: Both the initial solution shown in line 2 , as well as the insertion of the local search in line 6 from Algorithm 6, have been implemented with Algorithm 7, considering the previously calculated visibility matrix, $\mathbf{A}_{\text {vis }}=$
```
Algorithm 6 Greedy Variable Neighborhood Search
    function RandomizedGreedyVNS(A \(\left.=\left\{A_{1}, \ldots, A_{n}\right\}, k, g\right)\)
        \(\triangleright\) Initial solution
        \(S^{\prime} \leftarrow\) RandomizedGreedyInsertion \((\mathbf{A}, \emptyset, k)\)
        \(S \leftarrow S^{\prime}, l \leftarrow 1\)
        while \(l \leq l_{\max } \cap t<t_{\max }\) do
            \(S^{\prime} \leftarrow \operatorname{discardGRandom}\left(S^{\prime}, g\right)\)
            \(S^{\prime} \leftarrow\) RandomizedGreedyInsertion \(\left(A, S^{\prime}, k\right)\)
            if compareSolution \(\left(S^{\prime}, S\right)\) then \(S \leftarrow S^{\prime}, l \leftarrow 1\)
            else \(l \leftarrow l+1\)
        return \(S\)
```

$\left(\overrightarrow{A_{1}}, \ldots, \overrightarrow{A_{N}}\right)_{|\mathbf{P}| \times|\mathbf{C}|}$. Note that the insertion of viewpoints stops after reaching a coverage ratio, $\eta_{\text {vis }}$ is reached as shown in line 2 . It starts by determining the number of uncovered points of the solution $S$ of each viewpoint, resulting in the vector Covers. Subsequently, a column among the $k$ maximums of $\overline{\text { Covers }}$ is choosen. The random removal of $g$ elements in the unordered solution $S$, discardGRandom follows a uniform distribution. The iterative local search saves the solution $S^{\prime}$, so long it has a lower cardinality regarding the best $S$, or an improved coverage with the same cardinality.

```
Algorithm 7 Randomized Greedy SCP
    function RandomizedGreedyInsertionSCP \(\left(\mathbf{A}_{\text {vis }}=\left\{A_{1}, \ldots, A_{N}\right\}\right.\),
    \(S, k)\)
        while \(\frac{1}{M}|\operatorname{Uncovered}(S)|>1-\eta_{\text {vis }}\) do
            \(\triangleright\) New covers for each viewpoint
            \(\stackrel{\rightharpoonup}{\text { Covers }} \leftarrow\left(\ldots, \mid \text { Uncovered }(S) \cap A_{j} \mid, \ldots\right)_{j \in\{1, \ldots, N\}}\)
                Pick random \(j\) column within the \(k\) maximums of \(\overrightarrow{\text { Covers }}\)
                \(S \leftarrow S \cup j\)
        return \(S\)
```

2) Robot Traveling Salesman Problem: The minimum set of viewpoints with a coverage ratio of $\eta_{\text {vis }}$ that complies with the specifications must be sequenced to minimize the time to visit each viewpoint. The scanning space, or task space, $T$, is contained in $\operatorname{SE}(3)$, which is associated with the end effector of the robot. The projection of the robot space $R$, onto $T$, known as the forward kinematic (FK), is unique, but its opposite, the IK, does not share the same property. Nonholonomic robots, as well as singular points in $T$, might even have infinite IK solutions. Consequently, every target $t_{i}$ within the set $T$ forms a cluster of robot configurations denoted as $R_{i}=\left\{r_{i j}\right\}$, thereby extending the TSP to a Clustered TSP (CTSP).

In most industrial inspections, the start of any robot routine coincides with the end on a "home" configuration, $r_{\text {home }}$, conforming a Hamiltonian tour traversing all the viewpoints. The RTSP is a particularization of the CTSP, which in some approximations leverages the duality of the robot and task space to reduce the complexity of the problem [36]. Fig. 9(a) displays the Hamiltonian tour on a TSP graph in the task space, and b represents the corresponding RTSP.
The complete set of clusters, including home, is defined as $\mathbf{A}=\left\{A_{0}, \ldots, A_{N-1}\right\}$, with each cluster $A_{i}$ composed by a varying number of robot configurations, with $A(i, j)=a_{i j}$, being the robot configuration $j$ of the target $i$. A tour $S$ is defined as an ordered list of $M$ pairs, $\{x, y\}$, with $x$ and $y$ being the set point number and its associated configuration respectively.


Fig. 9. Scan sequencing. (a) TSP. (b) Robot-TSP.

The time to transition from a robot configuration $\overrightarrow{a_{i j}}$ to $\overrightarrow{a_{k l}}$ is defined as: $\operatorname{cost}\left(\overrightarrow{a_{i j}}, \overrightarrow{a_{k l}}\right)=\max \left(\left|\overrightarrow{a_{i j}}-\overrightarrow{a_{k l}}\right| \oslash \vec{\omega}\right)$, with $\vec{\omega}$ being the axes velocities of the robot and $\oslash$ the elementwise vector division. As a result, the cost of a tour $S$ is the summation of all the segment costs. And, the function compareSolution of line 7 in Algorithm 6 for the RTSP determines if $S^{\prime}$ has a lower cost compared with $S$.

Adapting the function RandomizedGreedyInsertion for the RTSP has resulted in Algorithm 8, which assigns a random configuration of A when the sequence is empty, and then iteratively chooses the configurations that are among the $k$ minimum costs of the unvisited target configurations.

The implementation of discardGRandom for the RTSP, defined in line 5 from Algorithm 6, erases a set of $g$ contiguous elements of the circular sequence, yielding a unique gap for the subsequent insertions.

```
```

Algorithm 8 Randomized Greedy Insertion RTSP

```
```

Algorithm 8 Randomized Greedy Insertion RTSP
function RandomizedGreedyinsertionRTSP $\left(\mathbf{A}_{\text {vis }}=\left\{A_{1}, \ldots, A_{N}\right\}\right.$,
function RandomizedGreedyinsertionRTSP $\left(\mathbf{A}_{\text {vis }}=\left\{A_{1}, \ldots, A_{N}\right\}\right.$,
$S, k)$
$S, k)$
$\triangleright$ Hamiltonian cycle enables random start
$\triangleright$ Hamiltonian cycle enables random start
if then $|S|==\emptyset$
if then $|S|==\emptyset$
pick random $i \in\{0, \ldots, M-1\}$ and $j \in\left\{0, \ldots,\left|R_{i}\right|-1\right\}$
pick random $i \in\{0, \ldots, M-1\}$ and $j \in\left\{0, \ldots,\left|R_{i}\right|-1\right\}$
$S_{0} \leftarrow\{i, j\}$
$S_{0} \leftarrow\{i, j\}$
$\triangleright$ Insert in the first gap, next
$\triangleright$ Insert in the first gap, next
curr $\leftarrow$ firstBeforeNull $(S), \quad$ next $\leftarrow($ curr +1$) \% M$
curr $\leftarrow$ firstBeforeNull $(S), \quad$ next $\leftarrow($ curr +1$) \% M$
repeat
repeat
$\triangleright$ Costs from $S_{\text {curr }}$ to remaining viewpoint configurations
$\triangleright$ Costs from $S_{\text {curr }}$ to remaining viewpoint configurations
Costs $=\left\{\left\{\operatorname{Cost}\left(S_{\text {curr }},\{i, j\}\right)\right\}_{\forall i \in\{\{0, \ldots, M-M\}-S), \forall j \in\left\{0, \ldots,\left|R_{i}\right|-1\right\}}\right.$
Costs $=\left\{\left\{\operatorname{Cost}\left(S_{\text {curr }},\{i, j\}\right)\right\}_{\forall i \in\{\{0, \ldots, M-M\}-S), \forall j \in\left\{0, \ldots,\left|R_{i}\right|-1\right\}}\right.$
Costs $=\left\{\left\{\operatorname{Cost}\left(S_{\text {curr }},\{i, j\}\right)\right\}\right.$ vie $\left.(0, \ldots, \ldots H\}-S\right), \forall j \in 0, \ldots, \mid R$
Pick random $\{i, j\}$ among $k$ minimums in Costs
Costs $=\left\{\left\{\operatorname{Cost}\left(S_{\text {curr }},\{i, j\}\right)\right\}\right.$ vie $\left.(0, \ldots, \ldots H\}-S\right), \forall j \in 0, \ldots, \mid R$
Pick random $\{i, j\}$ among $k$ minimums in Costs
$\triangleright$ Add to sequence
$\triangleright$ Add to sequence
$S_{\text {next }} \leftarrow\{i, j\}$
$S_{\text {next }} \leftarrow\{i, j\}$
curr $\leftarrow$ next,$\quad$ next $\leftarrow($ curr +1$) \% M$
curr $\leftarrow$ next,$\quad$ next $\leftarrow($ curr +1$) \% M$
until $S_{\text {next }} \neq 0$
until $S_{\text {next }} \neq 0$
return $S$

```
```

        return \(S\)
    ```
```


## III. Experiments and Results

The evaluation of the proposed method has been conducted in two phases. The first one compares the view-planning system without the robot. The second phase benchmarks the full system with two robotic arms and a printed Stanford Dragon.

## A. Synthetic View Planning

To evaluate the performance of the contributions, regardless of the employed kinematic chain, a set of four models from the Stanford repository and 16, from the MIT CSAIL Textured Models Database has been simulated throughout the pose generation, simulation, and the Greedy Set Cover exposed in Algorithm 3 selecting up to 20 viewpoints. The quantitative evaluation has been carried out by employing the area under


Fig. 10. Coverage sequence up to 20 viewpoints comparing the proposed method (sparse) and two alternative methods. (a) Comparison between three models of the dataset. (b) Average of the whole dataset.
the curve (AUC) [37], measuring the accumulated information gain of the final Greedy selection sequence.

The minimum resolution is $\delta_{\max }=0.001 \mathrm{~m}$ with a maximum incidence angle, $\theta_{\max }=70^{\circ}$, employing the camera parameters associated with the Gocator3520, as shown in Table I.

Two alternative pose generation methods have been compared, the first one proposed by Scott [5], implemented with Algorithm 1, and a second exposed by Jing et al. [9] following Algorithm 2. Both methods sample a predetermined number of viewpoints based on the resolution and the area of the mesh as: $n_{\text {cams }}=(1 / 20)\left(\operatorname{area}_{\text {model }} / \delta_{\text {max }}^{2}\right)$. Since both methods require a mesh resampling, the method exposed by Schroeder et al. [7] has been used, which is implemented in VTK with the operator vtkDecimatePro [38]. Note that the presente $\equiv$ (thod employs the following parameters: $\kappa=0.25$ and $\min _{\text {cov }}=15$.

Table II displays the results of the 20 models and the three methods, reporting the coverage of 2,4 , and 6 viewpoints, as well as the AUC and the runtime in seconds. Note that to reduce the randomness, the results are averaged in ten runs, executed in a laptop with a Ryzen 95900 HX with 16 parallel threads in eight cores and 32 GB of RAM. Fig. 10(a) illustrates three instances of the coverage sequence, and Fig. 10(b) displays the average of the whole set.

## B. Real Tests

1) Setup: The tests have been carried out with a kinematic chain composed of two manipulators with six axes, consisting of an ABB IRB $6700235 / 2.65$ carrying the scanner and an ABB IRB4600 60/2.05 with a printed Stanford Dragon tied to the 6th axis, as illustrated in Fig. 11. To replicate the real setup in the simulation, the kinematic chain shown in Fig. 11 has been calibrated employing common methods. The FK of both robots, associated with the frames of their flanges regarding their respective bases, ${ }^{\mathrm{rob}} T_{\mathrm{FL}}$, have been determined using the nominal DH parameters of both robots. The relative position of their bases, ${ }^{\text {rob }}{ }_{\text {cam }} T_{\text {rob }_{\text {part }}}$ has been calibrated following the default method provided by the robot controller with an error of 2.2 mm . As for the hand-eye calibration associated with the relative position of the scanner coordinate system, ${ }^{\mathrm{FL}_{\text {cam }}} T_{\text {cam }}$, centered in the projector focal point, regarding the flange of its robot, it has been estimated with the quaternion method [39], with a set of 12 captures employing a checkerboard pattern, yielding a square error of 0.278 mm and $0.012^{\circ}$. The frame of the inspected part regarding the flange of the robot, ${ }^{\text {rob }{ }_{\text {part }}} T_{\text {part }}$, has been determined by averaging the registration of the model


Fig. 11. Setup and approximate frames of the kinematic chain carrying the scanner and the part.
with six captures yielding an average error of 15.67 mm and $0.44^{\circ}$.
2) Reconstruction Analysis: The employed parameters of the system are presented in Table III.

The resulting sampling has simulated 474 poses for a set of 32671 surface points. The final selection has employed the randomized Greedy SCP with 16 instances in parallel for 10 s , selecting the best solution. Fig. 13(a) shows the comparison- of the resulting sequence of the conventional Greedy SCP, as well as the corresponding aceumulated visibility of the seanned point clouds. The solution is composed of $s$, ppoints which have been sequenced, employing the RTS $\equiv$ Jorithm described in Section II-D2. The 12 axes robot configurations of the capture poses have been sampled, first by selecting a random pose of the viewpoint on a Cartesian bounding box of $0.5 \times 0.5 \times 0.5 \mathrm{~m}$ to determine the corresponding frame of the other robot. The dense path with obstacle avoidance of the resulting sequence of robot configurations has been planned with RRT-Connect [40] implemented in OMPL [41], which has been subsequently post-processed to genera $\equiv$ vo robot programs compatible with the controller enabling a synchronized execution. The accumulated errors of the kinematic chain alter the resulting pose which provokes a deviation from the simulated visibility. The Cartesian deviation of the robot has been measured by registering the point cloud from the theoretical frame of the model, regarding the model itself. The total overlap of the point clouds has been determined, first by discarding the points that do not attain the minimum resolution, $\delta_{\text {max }}$, determined by a minimum number of neighbors, $\min _{\mathrm{NN}}$, within a radius, $r=2 \delta_{\max }$, employing the following expression: $\min _{\mathrm{NN}}=\left(\pi r^{2}\right) / \delta_{\max }^{2}$. And, second by estimating the number of points of the simulated point cloud within a $2 \delta_{\text {max }}$ distance of the registered capture. Fig. 13(b) shows the registration-distance with the resulting overlap. The seven captures of the inspection are presented in the columns of Fig. 12, with the top and middle rows displaying the projected point clouds of the simulated and scanned viewpoints. The third row displays the model with the point cloud overlapped to the simulated in red, and the non-overlapping in green, as well as the synthetic points which are not scanned in blue. The surface reconstruction of the model has followed a conventional method consisting of the prealignment of the clouds to the

TABLE II
Comparison on Models From Stanford and Mit Repositories，Reporting the Absolute Coverage of 2，4，and 6 Cameras，the auc Up to 20 Cameras and the Total Runtime．All Results Are Averaged With Ten Runs

|  |  | Armadillo | Buddha |  | （ ${ }^{2} 0^{2}$ <br> Dragon |  | Bowl | Bust | Column | Flowerpot | Gargoyle | Goblet |  | dion | Mural | Obelisk | ${ }_{0 w l}^{8}$ | Plaque |  | Thinker | $8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { 玉 } \\ & \text { ज⿹\zh26灬 } \\ & \text { N } \\ & 0 \\ & 0 \end{aligned}$ | C2 | 0.524 | 0.484 | 0.573 | 0.526 | 0.585 | 0.392 | 0.508 | 0.444 | 0.375 | 0.539 | 0.376 | 0.410 | 0.448 | 0.638 | 0.337 | 0.492 | 0.750 | 0.293 | 0.533 | 0.311 |
|  | C4 | 0.781 | 0.717 | 0.853 | 0.749 | 0.878 | 0.651 | 0.801 | 0.713 | 0.601 | 0.829 | 0.582 | 0.717 | 0.707 | 0.849 | 0.582 | 0.807 | 0.905 | 0.507 | 0.805 | 0.535 |
|  | C6 | 0.887 | 0.819 | 0.960 | 0.858 | 0.953 | 0.819 | 0.930 | 0.845 | 0.740 | 0.923 | 0.703 | 0.881 | 0.839 | 0.925 | 0.742 | 0.919 | 0.958 | 0.633 | 0.913 | 0.669 |
|  | AUC | 0.774 | 0.719 | 0.832 | 0.754 | 0.836 | 0.705 | 0.798 | 0.730 | 0.642 | 0.803 | 0.610 | 0.744 | 0.728 | 0.828 | 0.641 | 0.791 | 0.871 | 0.554 | 0.790 | 0.585 |
|  | $\mathrm{T}[\mathrm{s}]$ | 2.001 | 6.988 | 0.274 | 5.120 | 0.723 | 0.910 | 2.184 | 2.454 | 5.321 | 1.236 | 2.184 | 7.015 | 3.160 | 2.992 | 8.712 | 0.611 | 1.248 | 10.533 | 1.047 | 0.867 |
| $\begin{aligned} & n \\ & \vdots \\ & \vdots \\ & 0 \\ & n \end{aligned}$ | C2 | 0.587 | 0.487 | 0.627 | 0.535 | 0.610 | 0.488 | 0.530 | 0.460 | 0.390 | 0.545 | 0.414 | 0.424 | 0.488 | 0.637 | 0.308 | 0.494 | 0.815 | 0.289 | 0.566 | 0.326 |
|  | C4 | 0.851 | 0.727 | 0.894 | 0.752 | 0.898 | 0.705 | 0.822 | 0.762 | 0.651 | 0.844 | 0.622 | 0.749 | 0.747 | 0.800 | 0.543 | 0.804 | 0.926 | 0.543 | 0.848 | 0.569 |
|  | C6 | 0.944 | 0.833 | 0.978 | 0.864 | 0.975 | 0.888 | 0.948 | 0.927 | 0.778 | 0.934 | 0.764 | 0.891 | 0.874 | 0.909 | 0.706 | 0.930 | 0.978 | 0.712 | 0.921 | 0.733 |
|  | AUC | 0.826 | 0.728 | 0.855 | 0.757 | 0.851 | 0.763 | 0.811 | 0.778 | 0.680 | 0.812 | 0.659 | 0.755 | 0.758 | 0.813 | 0.614 | 0.795 | 0.894 | 0.615 | 0.808 | 0.626 |
|  | T ［s］ | 2.088 | 6.892 | 0.372 | 5.708 | 0.781 | 1.251 | 2.279 | 2.668 | 6.046 | 1.335 | 2.347 | 7.688 | 3.373 | 3.381 | 9.645 | 0.847 | 1.355 | 11.596 | 1.150 | 1.230 |
| $\begin{aligned} & \overrightarrow{0} \\ & 0 \\ & 0 \\ & 0 . \\ & 0 \end{aligned}$ | C2 | 0.611 | 0.516 | 0.621 | 0.592 | 0.642 | 0.501 | 0.571 | 0.510 | 0.401 | 0.572 | 0.426 | 0.403 | 0.497 | 0.624 | 0.338 | 0.507 | 0.817 | 0.336 | 0.592 | 0.355 |
|  | C4 | 0.864 | 0.784 | 0.908 | 0.809 | 0.950 | 0.751 | 0.865 | 0.843 | 0.703 | 0.854 | 0.657 | 0.711 | 0.780 | 0.853 | 0.605 | 0.824 | 0.959 | 0.611 | 0.857 | 0.636 |
|  | C6 | 0.967 | 0.880 | 0.983 | 0.895 | 0.993 | 0.912 | 0.975 | 0.957 | 0.851 | 0.943 | 0.811 | 0.890 | 0.899 | 0.957 | 0.778 | 0.939 | 0.995 | 0.818 | 0.941 | 0.800 |
|  | AUC | 0.842 | 0.769 | 0.859 | 0.795 | 0.871 | 0.784 | 0.837 | 0.815 | 0.727 | 0.823 | 0.699 | 0.746 | 0.776 | 0.838 | 0.664 | 0.804 | 0.908 | 0.685 | 0.826 | 0.680 |
|  | T ［s］ | 0.328 | 1.198 | 0.356 | 1.283 | 0.280 | 1.510 | 0.679 | 0.733 | 3.575 | 0.609 | 6.806 | 2.074 | 1.188 | 0.811 | 2.214 | 0.990 | 0.376 | 3.885 | 0.652 | 2.770 |



Fig．12．Comparison of the simulated poses and the resulting point clouds with the first and second rows displaying the projected cloud from the viewpoint of the simulated and scanned pose．The third row displays the resulting cloud registered to the model and its corresponding viewpoint． And，the last row shows the incremental registration of the clouds with the registered cloud in red and the previous ones in blue．

TABLE III
Robot View－Planning Parameters

| Specifications$\delta_{\max } \theta_{\max }$ | Iterative sparse <br> $\min _{\text {cov }} \kappa$ | SCP |  |  |  | RTSP |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\eta_{v i s}$ | $t_{s c p}$ | $g$ | $k$ | $t_{r t s p}$ | $g$ | $k$ |
| $1 \mathrm{~mm} \quad 70^{\circ}$ | $35 \quad 0.2$ | 90\％ | 10 s | 2 | 4 | 10 s | 2 | 4 |

frame of the robot flange carrying the scanned object and a subsequent incremental registration with a modified iterative closest point（ICP）［42］．The ICP has been implemented using the point cloud library［43］，employing a different objective function［44］，and a correspondence estimation based on a normal shooting coupled with normal rejection．The set of registered clouds is the basis for the surface reconstruction
employing the software GOM inspect．Fig． 14 shows the resulting surface of the $\mathrm{m} \equiv$

## IV．DIScussion

The outcome presented in Section III－A reveals an enhanced coverage in the majority of instances compared to the analyzed alternatives with a shorter runtime．The employment of expensive mesh preprocessing penalizes the duration of the alternative methods significantly．The results exposed in Table II shows that some instances，such as the vase，goblet， and bowl improve the coverage by a significant margin， which is likely caused by the deep internal concavity of these containers．Given that the predominant orientation of the faces points to a region where they will not have a direct visibility of the interior，its visibility is restricted to a set of viewpoints with


Fig. 13. Evaluated coverage sequence and displacement errors. (a) Accumulated visibility of the Greedy set cover, and the randomized Greedy with the visibility of the scanner. (b) Overlap ratio of the simulated viewpoints and the registered point cloud, including the registration distance in millimeters.


Fig. 14. Reconstructed model rendered from four perspectives based on the seven registered point clouds.
an incidence angle and region of the viewpoint space that is not effectively sampled by these alternative methods. On the contrary, the proposed method samples a subset of cameras that prematurely discards all occluded candidates, ensuring that the subsequent clusterization preserves them by positively weighting their unique visibility. On the other hand, primarily convex objects with reduced curvature, such as the head and bunny, have an increased co-visibility of the surface, resulting in a comparable coverage. Considering the positive results of the proposed method, future instances of the problem could adapt the sampling and clusterization criteria considering other variables which would a priori enable an improved sampling.

The field test has shown that the full system is able to perform with similar results to the simulated problem, even with an average positioning error of 6 mm , yielding an average overlap of $92 \%$ of the simulated poses regarding the real captures. The accumulated visibility shown in Fig. 13(a) is higher than the simulated one, which could be associated with multiple factors such as a conservative maximum incident angle and the mutual compensation of the visibility of the whole set of point clouds.

Another aspect to consider is that only one instance of the randomized set cover has been exposed, which has enabled the
reduction of one pose with a higher coverage. Future instances of the problem could integrate other objectives in this SCP algorithm factoring the minimum overlap between the captures and the inclusion of other variables to enable the optimization of secondary objectives. The reduced computational cost of the sparse visibility matrix could serve as the basis for the visibility segmentation which could be employed in the positioning of the parts or the design of tooling factoring the visibility. The greedy RTSP employed with the two robotic arms has not been analyzed but it could be extended to systems with multiple independent scanners.

## V. Conclusion

In this article, a novel method for the view planning has been introduced based on the efficient sampling of a predefined 3-D model, by employing a sparse representation of the underlying visibility without any expensive mesh preprocessing.

Experiments on a set of 20 complex models have shown that the presented method is nearly 3 times faster than conventional methods, yielding improved coverage with the same number of viewpoints. This method is able to build a sparse representation of the visibility which enables a premature rejection of poor viewpoint candidates. What is more, at the same time prioritizes the sampling of viewpoints covering complex surface patches, without any expensive mesh preprocessing.

Finally, a modified randomized greedy heuristic has been proposed to solve separately the set cover, as well as the sequencing of the robot scanning poses with satisfactory results. This method has been tested with a stereo-structured light scanner mounted on a robot to scan a complex model positioned by another robot. Despite the significant positioning errors accumulated in the kinematic chain, the resulting coverage of the whole set of captures has produced a higher coverage.
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