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Abstract
Nowadays, new challenges around increasing production quality and productivity, and decreasing energy consumption, are 
growing in the manufacturing industry. In order to tackle these challenges, it is of vital importance to monitor the health 
of critical components. In the machine tool sector, one of the main aspects is to monitor the wear of the cutting tools, as it 
affects directly to the fulfillment of tolerances, production of scrap, energy consumption, etc. Besides, the prediction of the 
remaining useful life (RUL) of the cutting tools, which is related to their wear level, is gaining more importance in the field 
of predictive maintenance, being that prediction is a crucial point for an improvement of the quality of the cutting process. 
Unlike monitoring the current health of the cutting tools in real time, as tool wear diagnosis does, RUL prediction allows 
to know when the tool will end its useful life. This is a key factor since it allows optimizing the planning of maintenance 
strategies. Moreover, a substantial number of signals can be captured from machine tools, but not all of them perform as 
optimum predictors for tool RUL. Thus, this paper focuses on RUL and has two main objectives. First, to evaluate the opti-
mum signals for RUL prediction, a substantial number of them were captured in a turning process and investigated by using 
recursive feature elimination (RFE). Second, the use of bidirectional recurrent neural networks (BRNN) as regressive models 
to predict the RUL of cutting tools in machining operations using the investigated optimum signals is investigated. The results 
are compared to traditional machine learning (ML) models and convolutional neural networks (CNN). The results show that 
among all the signals captured, the root mean squared (RMS) parameter of the forward force ( Fy ) is the optimum for RUL 
prediction. As well, the bidirectional long-short term memory (BiLSTM) and bidirectional gated recurrent units (BiGRU), 
which are two types of BRNN, along with the RMS of Fy signal, achieved the lowest root mean squared error (RMSE) for 
tool RUL, being also computationally the most demanding ones.
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1  Introduction

Nowadays, the manufacturing industry is trying to 
achieve an optimum scenario of production. That sce-
nario includes working to improve the productivity, 
enhance the reliability and availability of engineering 
services, and reduce the costs and downtime on produc-
tion [1]. According to [2], 20% of the time of machine 
tool downtime is due to tool failure, leading to a reduc-
tion of productivity and economic losses. For that reason, 
to fulfill that goal, this industry is working on different 
predictive maintenance strategies to optimize the avail-
ability of the machine tools in the manufacturing indus-
try. These strategies include monitoring the health of 
the components to build data-based models for tool wear 
diagnosis and prognosis. Tool wear diagnosis attempts to 
monitor the actual tool wear, whereas the prognosis aims 
to predict the future wear of the tool.

Tool wear is generated as a result of chemical, ther-
mal, and mechanical interactions between the tool and 
workpiece materials. These interactions are the cause of 
the two main types of tool wear that can define the end 
of tool-life: flank wear and crater wear [3]. The effective-
ness of the process is commonly linked to the degree of 
flank wear. For that reason, this variable is usually taken 
as a wear indicator for the industry [4]. As the tool wear 
affects several critical characteristics, such as the surface 
roughness and dimensional accuracy of the manufactured 
elements, it is a particularly important feature to moni-
tor in machining processes. Besides, it is known that the 
amount of energy needed to manufacture a piece directly 
depends on the degree of tool wear [5].

Remaining useful life (RUL) is usually defined as the 
time remaining for a component to stop performing its 
functional capabilities. In contrast to the tool wear diag-
nosis, the estimation of RUL (or time-to-failure) of a 
component or system is a prognostic method. Prognostics 
are gaining importance over diagnosis in the machinery 
industry, as they help to develop optimum maintenance 
strategies and optimize time and resources.

There are several prognostics prediction methods used 
for determining the RUL of subsystems or components, 
which can be divided in three groups: physics-based, 
data-based, and hybrid [6]:

Physics‑based  These methods consist in building mathe-
matical models based on the failure mechanisms or the first 
principle of damage [7]. They are relatively accurate and 
precise models and easy to validate. However, they require 
an extensive prior knowledge about physical systems, which 
is usually unavailable in practice [8]. Thus, building this 
kind of models for RUL prediction is expensive and time 

consuming, computationally intensive, and with a risk of 
not achieving the desired outcome [9].
Data‑based  In these methods, statistics and computational 
intelligence approaches are used for RUL prediction. 
Although the accuracy and precision of physics-based 
methods are generally higher than data-based ones, they 
are also more difficult to obtain. In contrast, data-driven 
models usually require sufficient historical data for train-
ing models and do not rely on much prior expertise on 
prognostics. For that reason, many data-driven algorithms 
have been proposed in the recent years and good prognos-
tic results have been achieved [8].

Hybrid  These types of methods try to combine the advan-
tages of both physic-based and model-based approaches. 
However, due to the complexity and time needed to 
develop both models, most of the researchers usually just 
develop one of them, and a relatively small number of 
researchers have focused their attention on the hybrid 
approaches [10].

Among the data-based models, machine learning (ML) 
models can be outstood. ML is an evolving branch of 
computational algorithms designed to emulate human 
intelligence by learning from the surrounding envi-
ronment. To feed the data-based ML models, different 
signals must be captured. In the industrial machining 
environment, usually force, acoustic emission (AE), and 
electric current signals are used as source of data [11]. 
Diei and Dornfeld [12] studied both the cutting forces 
and AE signals are closely correlated with the tool wear 
condition of a milling machine. Ferrando et al. [4] also 
showed that AE signals with their corresponding pre-
processing can predict tool f lank wear. On the other 
hand, cutting speed, feed, and the depth of cut are the 
cutting parameters with most influence on the wear of 
the tools [13].

Along with the improvement of computational infra-
structure, deep learning (DL) has become one of the main 
research topics in the field of prognostics. DL is one of 
the sub-branches of ML, having the capacity to capture 
the hierarchical relationship embedded in deep structures 
[14]. In recent years, the literature around this topic has 
considerably grown, showing an increasing interest and 
suggesting a promising future of DL in RUL prediction. 
DL RUL prediction approaches are purely data-driven 
approaches. For this reason, to obtain trustworthy mod-
els, a large database of run-to-fail trajectories should be 
obtained and compared to the observed data [6].

RUL prediction is a well-known topic which have a 
considerable number of papers. Schwabacher [15] was 
the first author to work around this issue back in 2005. 
In the field of tool wear diagnosis and prognostics, some 
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of the popular ML architectures are the artificial neu-
ral networks (ANNs), which includes single/multilayer 
perceptron (MLP), convolutional neural network (CNN), 
and recurrent neural network (RNN):

Single/multilayer perceptron  Single-layer perceptron net-
work is the simplest kind of neural network. It is a single-
layer feed-forward ANN. The inputs are connected directly 
with the output, each connection containing an associated 
weight. The multilayer perceptron (MLP) follows the same 
idea, containing multiple layers instead of just one. Each 
neuron in one layer has directed connections to the neu-
rons of the subsequent layer.

CNN  CNN is a multi-layer feed-forward ANN, first put 
forward by Lecun et al. [16]. It focuses on two-dimen-
sional inputs, using stacking convolutional layers and 
pooling layers to achieve the features learning [6]. It is 
well known for its capability to reveal abstract visual fea-
tures. Whereas the CNN-based approaches have achieved 
excellent results in the machinery fault diagnosis and 
surface integration inspection [17], there are few research 
reports on their application in RUL prediction.

RNN  RNN is a deep architecture that contains feedback 
connections from hidden or output layers to the preced-
ing layers, being able to process dynamic information 
[18]. It can model time sequence data [19]. Some work 
[20] applied RNN for RUL estimation. However, RNN is 
known to have long-term time dependency problems [21], 
where the gradients propagated over many stages tend to 
either vanish or explode. For this reason, long-short term 
memory (LSTM) network has been developed. It con-
trols the information flow using an input gate, forget gate, 
and output gate, being able to solve the long-term time 
dependency issues [22]. LSTM [23] is a type of RNN 
network for sequence learning tasks and has achieved 
remarkable results on speech recognition and machine 
translation. Gated recurrent units (GRUs) are like LSTM 
units, but instead of having 3 gates, they contain 2, the 
reset and update gates. They use less training parameters 
and therefore less memory.

ANNs have been used in different scenarios, such as 
in bearings RUL prediction, RUL prediction in simu-
lated and benchmark datasets, and tool wear prediction. 
Huang et al. [24] utilized the traditional MLP approach 
for predicting the RUL of the laboratory-tested bear-
ings and concluded that the results were better than 
reliability-based approaches. Tian [25] developed an 
ANN method for estimating the RUL of equipment, 
taking the age and multiple condition monitoring meas-
urement values at the present and previous inspection 

points as the inputs, and the equipment life percentage 
as the output. Li et al. [8] developed a DL method for 
prognostics based on CNNs. Dropout technique was 
employed to avoid overfitting problem. The popular 
C-MAPSS synthetic dataset was used. With raw feature 
selection, data pre-processing, and sample preparation 
using time window, good prognostic performance was 
achieved with the proposed method, outperforming 
narrowly LSTM, RNN, and DNN approaches. Wu et al. 
[26] developed a tool wear diagnosis model based on 
singular value decomposition (SVD) and bidirectional 
LSTM (BiLSTM). The cutting force signal was taken as 
the monitoring signal. The current sample period and 
the previous four samples were taken as input data of 
the BiLSTM. The results show that the proposed model 
outperformed other models, such as LSTM, RNN, and 
bidirectional GRU (BiGRU).

Besides the success of the use of ANNs in the men-
tioned scenarios, since tool RUL prognosis is gaining 
more importance, several researchers have been focused 
on this topic in the recent years. Zhou et al. [27] proposed 
a method for predicting tool RUL under variable working 
conditions based on the LSTM network. After extract-
ing the wear characteristics from the process monitoring 
signals and combining them with the cutting condition 
variables, they were able to predict the tool RUL. Zheng 
et al. [22] also proposed a LSTM-based approach for RUL 
prediction, combining LSTM followed by feed-forward 
networks. The model was trained with different working 
conditions on a widely used datasets: milling data set. 
The results showed that LSTM model outperforms other 
approaches.

Zhang et al. [28] predicted the RUL of a cutting tool 
using the Hurst exponent and CNN-LSTM. The data 
employed for RUL prediction was vibration, cutting 
force, and AE, and the results showed an accurate pre-
diction. Zhang et al. [29] using the RMS of vibration 
signals predicted the RUL of a cutting tool of a milling 
machine. The experiment results showed that the LSTM-
based model achieved the best overall accuracy over 
GRU and Elman RNN models. Yao et al. [30] proposed 
a deep transfer reinforcement learning (DTRL) network 
based on LSTM for tool RUL prediction. Force in three 
directions and vibration in three directions were col-
lected. A 6-level wavelet package decomposition (WPD) 
was performed, and the results showed that the model 
was able to predict tool RUL. An et al. [31] proposed a 
hybrid model combining a CNN with a stacked BiLSTM 
and LSTM network, named CNN-SBULSTM, to predict 
the tool RUL in milling process. The results indicated 
that the employed framework is applicable to track the 
tool wear evolution and predict its RUL with the average 
prediction accuracy reaching up to 90%.
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Summarizing, as can be seen in the state of the art, 
RUL is a key topic of research due to the number of 
studies found recently. ML models are being used more 
and more due to their importance. Among them, there are 
very few references of RNN, and there is a wide margin 
to continue investigating in this field, which can improve 
the RUL prediction and consequently reduce the costs in 
the machine tool industry. Thus, the main objectives of 
this paper are the following:

•	 First, in order to obtain faster and lighter models and to 
reduce the complexity and costs related with sensors, 
data extraction, and computation, optimum features to 
predict tool RUL are identified using the RF recursive 
feature elimination (RF-RFE) technique. In the produc-
tion environment of the machining industry, unlike in 
the laboratories, there is a limitation in the number of 
signals that can be captured from the machines. Due 
to the lack of consensus in the state of the art on what 
signals are the optimum ones for cutting tool RUL pre-
diction, in this paper, the impact of 26 different signals 
for the estimation of tool RUL in a turning process is 
investigated.

•	 Second, this paper investigates the performance of 
BiLSTM and BiGRU models for tool RUL prediction 
in a turning process. It has been proved that BiLSTM 
performs better than other models for tool wear predic-
tion [26]. However, while tool wear prediction aims to 
diagnose the condition of the tool, RUL is a prognos-
tics method. To the best of the authors’ knowledge, the 
BiGRU model has never been applied in the field of tool 
RUL prognostics before. The results obtained for these 
two RNNs were compared with uni-directional LSTM 
and GRU, CNNs, MLP, and random forest (RF). Using 
the proposed methodology, the employed models are 
trained, optimized, tested, and compared along with the 
identified optimum features to obtain the lowest RUL 
prediction error.

2 � Materials and methods

This section presents the followed methodology and tech-
niques employed to evaluate the performance of the different 
models and to identify the optimal predicting signals.

2.1 � Methodology

The methodology is depicted in Fig. 1, and it is divided in 
two general phases. The first one, contained in the blue box, 
is employed for the investigation of the optimum features for 
tool RUL prediction. The second one, contained in the gray 

box, is employed for the investigation of the optimum ML 
model using the optimum features.

In the first one, data corresponding to 12 different tools 
was acquired and segmented in N segments of 1 s (where 
0 < i ≤ N) (a detailed experimental procedure can be found 
in Sect. 3). Then, different features ( xj ) were extracted from 
each of the segments and the RUL value ( y ) of each tool was 
calculated. Afterwards, using the RF-RFE technique, the 
best k features were identified for the tool RUL prediction. 
In the second phase, the dataset was split in two different 
sets: training and test sets, containing 8 and 4 tools, respec-
tively (randomly selected), as it is a common procedure to 
split the dataset into 2/3 for training and 1/3 for testing [32]. 
Both sets were standardized. Then, the training set was used 
to train and optimize the models. Later, those models were 
tested using the test set, and the different model results were 
compared using the RMSE metric. All the described steps 
are detailed in the following sections.

2.1.1 � Signal features extraction

A total of 26 different signals were captured with the pur-
pose of predicting tool RUL. Once recorded, all the signals 
were split in N segments of 1 s and the following 5 different 
features were extracted from all of them:

•	 Mean is the sum of a group of numbers divided by the 
amount of numbers of that collection:

•	 RMS is defined as the square root of the mean square 
(the arithmetic mean of the squares of a set of numbers):

•	 Maximum is the maximum value of a group of numbers.

•	 Skewness is a measure of symmetry in a distribution:

•	 Kurtosis is a measure of the “tailedness” of the prob-
ability distribution of a variable:

(1)� =
1

N

N
∑

i=1

xi

(2)RMS =

√

√

√

√
1

N

N
∑
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After extracting these features to the signals, a total of j 
variables were created, being xj each feature extracted from 
each of the signals. xi,j represents a sample of a feature of 
a signal.

After obtaining the desired variables, a value of 250 µm 
was established as the maximum permissible wear of a 
tool, being a reference of maximum flank wear employed 
in industry [33]. For that reason, the signals recorded on 
higher wear values were deleted from the dataset. The RUL 
value, which is the objective value to be predicted ( y ), was 
calculated as the difference between the time when the tool 
reaches 250 µm wear and the current time.

2.1.2 � Dimensionality reduction

Due to the high number of signals captured and the feature 
extraction process explained in Sect. 2.1.1, a total of 130 pre-
dictors were obtained. It is foreseen that not all of them will 
predict the RUL with the same accuracy and some of them 
could be correlated, giving the same information. For that rea-
son, to evaluate which of the features explained better the RUL 
evolution of the tools, RF-RFE algorithm was applied. Thus, 
correlated and redundant features were eliminated reducing the 
number of predictors to k. This algorithm, which is explained 

in detail in Sect. 2.2.2, helps to decrease the training compu-
tational demand of ML algorithms and the prediction error.

2.1.3 � Data split and standardization

After obtaining the best k variables, before training the mod-
els, data was randomly split in two sets: training and test 
sets, containing 8 and 4 tools, respectively. After this, the 
data was standardized. Standardization is a common require-
ment for many ML estimators, as if data does not look like 
standard normally distributed, they might underperform. 
The applied operation standardizes features by removing 
the mean and scaling to unit variance:

where u and s are the mean and standard deviation of the 
training set, respectively.

2.1.4 � Model training and optimization

2.1.4.1  Model training  Once the data was split and standard-
ized, BiLSTM and BiGRU models were trained and tested 
with the features extracted from the RF-RFE algorithm. 

(6)z =
x − u

s

Fig. 1   Graphical description of the followed methodology
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Besides, for comparing their performance with other com-
monly used models, the same procedure was followed with 
LSTM, GRU, CNN, MLP, and RF with a number of 500 trees.

CNN, MLP, and RF models are fed with a two-dimen-
sional array, represented in Fig. 2:

•	 Rows: A single record of the features.
•	 Columns: Different features used to train the models.

However, for the LSTM, BiLSTM, GRU, and BiGRU 
models, the structure of the input data must be modified. 
They are fed with a three-dimensional array, represented 
in Fig. 3:

•	 Rows: A single record of the features.
•	 Columns: Different features used to train the models.
•	 Depth: Number of time-steps used. The time-step value 

indicates the number of previous samples added to the 
actual one.

When training these type of models, three parameters 
must be indicated: the batch size (the number of training 

examples (rows) in one forward/backward pass), the number 
of features, and the time-steps used.

To avoid mixing the final and the start of consecutive 
tools, when training these models, this data structure modi-
fication was applied to each of the tools separately, and then 
all of them were joined again. For RUL prediction, the same 
idea was followed to avoid mixing the final and start of con-
secutive tools in the same batch size, and each of the tool 
RUL was predicted individually.

2.1.4.2  Models’ optimization  To optimize the RUL predic-
tion, different techniques were applied to the DL models:

Early stopping:   When training the models, the main goal is 
to minimize the loss function, being in this case the MSE. 
With the early stopping, the training process is stopped 
when monitored metric stops improving. That metric is 
evaluated at the end of each epoch. The patience value, 
which indicates the number of consecutive epochs in which 
the loss does not decrease needed to terminate the training 
process, is a parameter that must be chosen. This was set 
to 6.

Fig. 2   Data structure to feed 
traditional ML models

Fig. 3   Data structure to feed 
LSTM and GRU models
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Training process hyperparameter optimization:  Using cross-
validation (CV), in the training process, all combinations 
of the predefined hyper parameters fit the selected model 
(see Table 1). The results are compared and the combina-
tion which gives the best results is chosen. This technique 
is explained in detail in Sect. 3.1. In this work, the dataset 
was split in training and test sets, the first one containing 8 
tools and the second one 4 tools. For the model training, the 
number of folds of the CV was set to 4, and the following 
hyperparameters were optimized:

After optimizing the models, they were compared in 
terms of execution time and RUL prediction error using the 
RMSE metric. As the procedure from splitting the data until 
predicting the RUL is stochastic, all the models were trained 
and test for 100 times taking different tools for training and 
testing in each iteration. The final execution time and pre-
diction error results were calculated as the mean of the 100 
iterations.

2.1.5 � Evaluation metric

Besides, to obtain a clearer vision of the performance of 
each individual signal when predicting the RUL of the 

tools, each of the signals was individually used as input for 
each of the models. This process was also repeated for 100 
times and the mean and standard deviation of the results 
was calculated.

The metric used to evaluate the performance of the mod-
els is the RMSE, which is defined as follows:

where ŷi is the predicted value, yi the observed values, and 
n is the observed sample size.

2.2 � Materials

In the following sections, a detailed description of the 
employed techniques in the followed methodology is 
presented.

2.2.1 � Cross‑validation

In normal ML models, the available data is divided into 2 
sets, the training and testing sets. This is a common proce-
dure to ensure that the model can predict previously never 
seen data. However, in case of wanting to optimize model 
hyperparameters, this procedure is no longer valid, as there 
is a risk of overfitting on the test set because the parameters 
can be tweaked until the estimator performs optimally.

To solve this problem, a great solution to this problem 
is the CV procedure, which is represented in Fig. 4. With 
this procedure, a validation set is not any longer needed. 
Data is partitioned in 2 sets: training and test set. Then, the 
training set is partitioned in k smaller sets and the following 
procedure is followed to train the model and choose the best 
hyperparameters:

(7)RMSE =

√

√

√

√
1

n

N
∑

i=1

(̂yi − yi)
2

Table 1   Optimized hyperparameters for DL models

Hyperparameter Values

Number of layers From 1 to 4
Number of neurons From 1 to 5
Batch size [34] 8, 16, 32, 64
Activation function Rectified linear unit (ReLu), linear, 

sigmoid and hyperbolic tangent 
(Tanh)

Learning rate [35] [36] 0.01, 0.05, 0.1

Fig. 4   Hyperparameter selec-
tion through CV diagram
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•	 The model is trained using k − 1 of the sets of the training 
data.

•	 The model is evaluated on the remaining set of the data.

This procedure is repeated k times for each of the pos-
sible hyperparameter combinations. This approach is also 
computationally more expensive.

2.2.2 � RF‑RFE

High-dimensional data usually reduces the efficiency of the 
predictive models, as it often contains a lot of redundant and 
irrelevant information [37]. In order to avoid this drawback, it is 
necessary to select a subset with most discriminative features. 
In this study, the redundant and highly correlated set of features 
generated from the feature extraction of all the sensors is reduced 
and optimized using the RFE. The RFE technique implements 
a backward selection of the generated features by ranking their 
importance to an initial model using all the predictors [38]. It 
is a greedy optimization procedure used to find the superlative 
performing subset of features. This technique requires a model 
to estimate the ranking of the input features. Compared with 
other models such as SVM or logistic regression, used in [39], 
RF has been proven to be more effective, being able to use fewer 
features to get a higher classification accuracy [40]. Thus, RFE 
based on RF (RF-RFE) is a feature selection method that com-
bines RF to estimate the error for each recursive feature deleted, 
and RFE, whose process is explained in Fig. 5.

2.2.3 � LSTM

This kind of network was especially developed for working 
with time series, and it is composed of memory cells. LSTM 
cell is an advanced version of the RNN cell, which solves 

the vanishing gradient problem [41]. Figure 6 illustrates the 
basic structure of an LSTM unit/neuron.

A LSTM cell is defined as one or more units/neu-
rons corresponding to a time-step. In each time-step, 
new input data,xt , is introduced in a cell, as well as the 
information contained in the units of the previous cell: 
ct−1 and ht−1 of the different units. The number of time-
steps is defined by the previously explained “depth” user 
defined parameter. Figure 7 shows the structure of mul-
tiple LSTM cells.

Each unit of a cell consists of two main elements (see 
Fig. 6):

1.	 The cell state ( c) : its purpose is to store and transmit 
memory. It retains an internal state that is not output. 
The parameter xt represents the input data at time t , and 
ht−1 is the hidden state at time t − 1.ct−1 represents the 
cell state at time t − 1 . This is upgraded to the present 
cell state ( ct ) in the hidden layer at time t.

2.	 Three gates formed by activation functions and point-
wise operations: input gate ( it ), a forget gate ( ft ), and an 
output ( ot ) gate. Those are used to protect the ct . The 
unit of an LSTM network cell also contains an input 
node ( at):

•	 The at is used for updating the ct , whereas the controlled 
gates are used to determine whether to allow information 
to pass through them.

•	 The ft determines whether the information of the ct−1 
should be maintained.

•	 The it determines which ft ’s information may pass 
through it.

Through Eqs. (8–11), the variables at , ft , it , and ot are 
calculated.

Once the selected information is passed through the 
it , the ct is calculated by doing an element-wise addition 
with the vectors (information) passing through the ft . The 
calculation of this process is expressed in Eq. (12). The ot 
determines which ct�s information may pass through it. The 
vectors (information) passing through the ot , which are the 
output vectors of the current hidden layer, are the hidden 
state at time t ( ht ). The calculation method for ht is presented 
in Eq. (13). In addition, the ct and ht are transmitted to the 
hidden layer at time t + 1 . This process that progresses with 
the time series is used for the transmission and learning of 
memory.

(8)at = tanh
(

Waxt + Haht−1 + ba
)

(9)ft = σ
(

Wf xt + Hf ht−1 + bf
)

Fig. 5   Pseudo-code of recursive feature elimination process
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Where W  and H represent the weight, b denotes the bias, 
⨁ is the symbol for element wise addition, ⨀ is the symbol 
for element-wise multiplication, and tanh and � represent 
the hyperbolic tangent and the sigmoid activation functions, 
respectively.

(10)it = σ
(

Wixt + Hiht−1 + bi
)

(11)ot = σ
(

Woxt + Hoht−1 + bo
)

(12)ct =
(

ft ⊙ ct−1
)

⊙
(

it ⊙ at
)

(13)ht = ot ⊙ tanh(ct)

As explained above, unidirectional LSTM only preserves 
information of the past because the only inputs it has seen are 
from the past. However, by using BiLSTM, it will run the inputs 
in two ways, one from past to future and one from future to past 
(see Fig. 8). Like this, through the layer that runs backwards, 
the information from the future is preserved. This means that 
the model can preserve information from both past and future 
in any time by using the two hidden states combined.

2.2.4 � GRU​

This kind of network is also composed of memory cells, being 
a small variant of the LSTM cell. It was proposed by [42] and 
the GRU unit is simpler than the LSTM unit, having less 

Fig. 6   Basic structure of LSTM 
unit

Fig. 7   Representation of LSTM layer both in folded and unfolded forms
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gates and thus fewer weights to be tuned (see Fig. 9). Instead 
of having 3 gates, it contains just 2: reset gate ( r ) and update 
gate ( z ). The main difference between GRU and LSTM is 
that GRU does not possess an internal memory ( ct ), applying 
the r directly to the ht−1 . The r determines how to combine 
new input xt with that of the previous memory in its cells. 
On the other hand, the z acts like the ft of LSTM and decides 
what information to throw out and what information to add.

The equations for the GRU cell are similar to the LSTM ones:

(14)zt = �
(

Wzxt + Uzht−1 + bz
)

where W  and U represent the weight, b denotes the bias, ⨀ 
is the symbol for element-wise multiplication, and tanh and 
� represent the hyperbolic tangent and the sigmoid activation 
functions, respectively.

(15)rt = �(Wrxt + Urht−1 + br)

(16)�ht = tanh
(

Whxt + Uh

(

rt ⊙ ht−1
)

+ bh
)

(17)ht =
(

1 − zt
)

⊙ ht−1 + zt ⊙�ht

Fig. 8   BiLSTM 1-layer NN

Fig. 9   Basic structure of a GRU 
unit
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Fig. 10   Schematic representa-
tion of the turning process and 
location of sensors

Table 2   Equipment used and recorded parameters

Sensor Equipment Parameter Range Freq Signals

PCB356A16 triaxial accelerom-
eter 1

NI9234 Vibrations  ± 5 V 50 kHz Ax1

Ay1

Az1

PCB356A16 triaxial accelerom-
eter 2

NI9234 Vibrations  ± 5 V 50 kHz Ax2

Ay2

Az2

B&K 4189-A-021 microphone NI9234 Sound  ± 5 V 50 kHz Sound

Kistler 9121 NI9239 Machining force in x/y/z-axis  ± 10 V 50 kHz Fx(Radial 
force)

Fy (Feed 
force)

Fz (Tan-
gential 
force)

Machine currents NI9227 Motor currents in y-axis  ± 5 Arms 50 kHz Iuy
Ivy

NI9227 Currents of spindle motor  ± 5 Arms 50 kHz Ius
Ivs

Machine voltages NI9225 Motor voltage in y-axis 300 Vrms 50 kHz Vuy

Vvy

Vwy

NI-9244 Voltage of spindle motor 400 Vrms 50 kHz Vus

Vvs

Vws

Kistler 8152B acoustic emissions NI9223 Vibrations, high frequency  ± 10 V 1 MHz AE

Mechanical power
CNC

CNC Mechanical power of spindle motor  ± 2,147,483,647 W 250 Hz TV50s

Electrical power
CNC

CNC Electrical power of spindle motor  ± 100,000 W 250 Hz TV51s

Torque
CNC

CNC Torque of spindle motor  ± 1000% of the stall torque of the 
motor N

250 Hz TV2s

CNC Motor torque in x-axis  ± 1000% of the stall torque of the 
motor N

250 Hz TV2x

CNC Motor torque in y-axis  ± 1000% of the stall torque of the 
motor N

250 Hz TV2y
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This kind of networks can train faster since there are 
only few parameters in the U and W matrices and hence 
may be useful when not much training data is available 
[29].

3 � Experimental procedure

Due to the high variability that wear has in machining 
operations, the number of repetitions carried out was 12, to 
develop predictive models with high degree of confidence. 
All the trials were done at fixed cutting conditions, with a 
cutting speed (Vc) of 200 m/min, a feed rate (fv) of 0.1 mm/
rev and a depth of cut (ap) of 2 mm.

The material employed for the tests was a 19NiMoCr6 
steel, which has a totally bainitic microstructure. Concerning 
the cutting tools, P25 grade uncoated inserts were employed, 

reference Widia TPUN160308TTM. These were clamped to 
a Widia CTGPL2020K16 tool holder, which gives an effec-
tive rake and clearance angles of 5° and 6°, respectively, 
with a positioning angle of 90°.

3.1 � Measured variables and employed equipment

The tool holder was clamped to a Kistler 9121 dynamometer 
to record the cutting forces. The acquisition frequency was 
set to 50 kHz, using a National Instrument cDAQ-9178 with 
an analog input module NI-9239.

Two triaxial accelerometers PCB356A16 were employed 
to record the vibrations during the turning process. One 
was clamped to the lathe close to the location of the spindle 
(accelerometer 1) and the other to the tool holder (accelerom-
eter 2). The acquisition frequency was set to 50 kHz, using a 
National Instrument cDAQ-9178 with an analog input mod-
ule NI-9234.

A microphone B&K 4189-A-021 was also used to meas-
ure the sound signals. The acquisition frequency was set to 
50 kHz, using a National Instrument cDAQ-9178 with an 
analog input module NI-9234.

The acoustic emissions were recorded with a Kistler 
8152B sensor coupled with a Type 5125B conditioning 
system. This was magnetically attached to the tool holder, 
as shown in Fig. 10. The acquisition frequency was set to 
1 MHz, using a National Instrument cDAQ-9178 with an 
analog input module NI-9223.

In addition to the abovementioned equipment, the current 
and voltage signals during cutting were also measured. Both 
were recorded in the motor of the y-axis drive and the motor 
of the spindle. The spindle motor currents were measured 
with LEM ITB 300-S transducers. The acquisition frequency 
was set to 50 kHz, using a National Instrument cDAQ-9178 

Fig. 11   Wear measurement 
strategy with Alicona Infinite 
Focus G4

Table 3   Number of wear 
measurements for each tool

Tool Number of tool 
wear measure-
ments

1 4
2 3
3 6
4 7
5 7
6 8
7 6
8 9
9 7
10 6
11 7
12 5
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with analog input modules NI-9225 and NI-9244 for volt-
ages and NI-9227 for currents.

Table  2 summarizes the measured variables and the 
equipment employed.

3.2 � Cutting procedure

The cutting procedure was as follows:

1.	 Machining of a predefined length of the workpiece, com-
monly 1/3 of the available length (70 mm).

2.	 Cleaning of the tool insert to remove adhered material 
and to enable a correct measurement of tool wear.

3.	 Tool wear measurement using an Alicona Infinite Focus 
G4 profilometer. This profilometer permits the 3D meas-
urement of the wear in the flank (flank wear Vb) and rake 
faces (crater wear Kt).

4.	 Restart the process (1)–(3) until wear in the flank face 
(Vb) exceeds a value of 250 µm, being a reference of 
maximum flank wear employed in industry.

The following Fig. 11a shows 3D data sets of the evo-
lution of tool wear of one of the repetitions, obtained 
with the Alicona Infinite Focus G4. To establish Vb, 
from each captured 3D geometry of the worn tool, the 
profile of the mid-plane of the contact section was 
extracted. The localization and an example of a profile 
is shown in Fig. 11b. The measured wear mode, Vb, is 
specified in the profile.

Table 3 shows the number of wear measurements car-
ried out for each of the tools. In each tool, to get the wear 
between measurements, a linear interpolation has been 
performed. It is worth noting that the number of tool 
wear measurements changes considerably. This is due to 
the stochastic nature of the process. Thus, although all 
the parameters of the cutting process are the same, the 
duration of the tool until the wear reaches 250 µm wear 
varies considerably and consequently the number of wear 
measurements.

4 � Results

In order to gain a first insight of the dataset and to ensure 
that the wear measurements of each tool were correctly 
done, Fig. 12 shows the evolution over time of the tool wear 
(in red) along with the evolution of three different features 
extracted from the signals of 4 different tools. Each of the 
points where the red line gradient changes indicates that in 
that time the tool wear has been measured. Data between 

Fig. 12   Wear VS Fy_RMS , Fz_RMS and Ax1_RMS features evolution over time of tools 2, 4, 8, and 10

Table 4   Cumulative rank of the 
3 best features obtained by the 
RF-RFE algorithm (run for 10 
times)

Features Cumu-
lative 
rank

Fy_RMS 16
Fy_MEAN 19
Fy_MAX 28
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measurements follow a straight line since a linear interpo-
lation has been performed to calculate the values between 
measurements. The Fy_RMS feature (blue) presents a signifi-
cant correlation with tool wear, which suggest that it may 
be a good predictor of RUL. The RMS feature of the cut-
ting force signal ( Fz_RMS ) (yellow) also seems to follow the 
increasing trend. However, the RMS feature of the x-axis 
head accelerometer ( Ax1_RMS ) (green) does not show a direct 
correlation with the wear, indicating that this feature alone 
may not be a good RUL predictor. It is worth mentioning 
that even though the different tools perform and are meas-
ured under the same working conditions, due to the stochas-
tic nature of the process, each of them wears down differ-
ently and has different number of wear measurements.

To evaluate which features are the best predictors of RUL, 
RF-RFE algorithm was applied. This algorithm concluded 

that the best combination for RUL prediction was just the 
Fy_RMS feature. Table 4 shows the rank of the 3 best features 
obtained by the RF-RFE technique, evaluating them indi-
vidually. As it is a stochastic algorithm, it was run for 10 
times, and the results show the sum of the ranks obtained in 
each iteration. The results show that the Fy signal was the 
optimum one. As expected, the features Fy_RMS and Fy_MEAN 
obtain remarkably similar results, as the RMS and mean 
metrics are highly correlated. In 8 iterations, these 2 fea-
tures were identified as the optimum predictors by RF-RFE 
algorithm.

Then, 5 different ML models were trained and optimized 
with the Fy_RMS feature. Subsequently, to compare the perfor-
mance of each signal predicting RUL, a model was trained 
and tested for 100 times using the features extracted from 
each of the signals as input predictor. In addition, all models 

Table 5   RMSE and standard 
deviation test results of different 
models, trained separately with 
each of the signals (mean of 100 
calculations)
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were tested and trained 100 times using Fy_RMS , as it was 
estimated by RF-RFE algorithm as the optimum predic-
tor. Table 5 displays all the testing mean RMSE results and 
standard deviation of all the models along with the different 
signals. The RMSE results of the table contain a conditional 

color scale. The lowest RMSE results are colored in green 
while the highest ones are shown in red. Best results were 
obtained from the Fy signal, especially just using the Fy_RMS 
feature, estimated by the RF-RFE algorithm as the best 
predictor. As expected from Fig.  12, the Fz signal also 

Fig. 13   RMSE and standard 
deviation test results of LSTM 
and GRU models with and 
without bidirectional “property” 
(mean of 100 calculations)

Table 6   Optimized hyperparameters of the 3 best models trained and tested with FY_RMS feature

Models Hidden 
layers

Neurons Batch size Epoch Activation functions Optimizer Time steps Learn. rate

MLP 1 4 16 100 max (patience: 6) Hidden layer: ReLu
Output layer: linear

Adam – 0.1

BiLSTM 1 3 16 100 max. (patience: 6) Hidden layer: ReLu
Output layer: linear

Adam 5 0.01

BiGRU​ 1 2 32 100 max. (patience: 6) Hidden layer: linear
Output layer: linear

Adam 5 0.05

Fig. 14   Training execution time 
and standard deviation results of 
different models (mean of 100 
calculations)
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achieved positive results. However, other widespread signals 
employed in the machinery industry, such as AE and cur-
rent signals, showed high RMSE. For example, the obtained 
RMSE using AE features as predictors was roughly 100% 
higher than the RMSE result of the RUL calculated with the 
Fy_RMS feature. Looking at the optimum feature ( Fy_RMS ), 
LSTM, GRU, and MLP, trained with 1 hidden layer, were 
the models that incurred in the lowest RMSE, being the last 
one the best one. With some variables, the values reported 
in LSTM, GRU, and MLP are not much better than the ones 
obtained with CNN or RF. However, when comparing the 
best scenarios, the differences are high. MLP improves by 
7.76 s (19.52%) and 2.47 s (7.38%) the RMSE of RF and 
CNN models using the Fy_RMS feature.

Figure 13 compares the mean test RMSE and standard 
deviation of training the RNN models, with 1 hidden layer, 
with and without using the bidirectional property for 100 
times with the Fy_RMS feature. When training the LSTM 
and GRU models with the bidirectional property, the results 
improved significantly. As expected, as the bidirectional mod-
els run the inputs in two ways, one from past to future and 

one from future to past; they were able to preserve informa-
tion from both past and future in any time and improve the 
RMSE results. Thus, the BiLSTM and BiGRU models, com-
pared with LSTM and GRU, reduced the RMSE by 3.18 s 
(9.66%) and 1.26 s (4.04%), respectively, providing the lowest 
RMSE of 29.73 and 29.86 s, respectively, of all models inves-
tigated. Moreover, BiLSTM and BiGRU models, comparing 
with MLP, improved the RMSE by 1.25 s (4.03%) and 1.12 s 
(3.61%), respectively, using the Fy_RMS feature.

Table 6 shows the optimized hyperparameters of the 
best 3 models trained with the Fy_RMS feature. As just one 
variable was used as input parameter, simple models were 
obtained. The best performance was obtained using just one 
hidden layer, which implies a reduction of the computational 
requirements of the training of the models.

Figure 14 displays the mean training execution time and 
standard deviation of the different ML models using the 
Fy_RMS feature as predictor. As DL models are more com-
plex than traditional ML ones, the firsts took more time to 
train. As expected, it can also be observed that using the 
bidirectional property, models also took longer to train, as 

Fig. 15   RMSE and standard 
deviation test results of MLP, 
BiLSTM, and BiGRU models 
with different number of hidden 
layers (mean of 100 calcula-
tions)

Fig. 16   Training execution time 
and standard deviation results 
of MLP, BiLSTM, and BiGRU 
models with different number 
of hidden layers (mean of 100 
calculations)
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they execute the inputs in two ways, one from past to future 
and one from future to past. The model which needed more 
time to be trained was the BiLSTM. Due to the simplicity of 
the BiGRU model compared to BiLSTM, its training execu-
tion time was slightly lower. On the other hand, the model 
that trained faster was the RF one, being 6.94 times faster 
than the BiLSTM, closely followed by the MLP.

Figure 15 displays the RMSE obtained with MLP, BiGRU, 
and BiLSTM models using different number of hidden layers. It 
reveals that in the three models, increasing the number of layers, 
in general, had a negative impact in the RMSE obtained. This 
fact especially affected to the MLP model, being the RMSE of 
BiLSTM and BiGRU models less sensitive to the addition of 
hidden layers, being the RMSE obtained using one hidden layer 
30.98, 29.73, and 29.86 s, respectively.

Figure 16 shows the impact of the number of hidden lay-
ers in the training time. As expected, a greater number of 
hidden layers resulted in slower training models, as they 
had to adjust more parameters. This phenomenon especially 
affects BiLSTM and BiGRU models, being the execution 
time of those models 3.04 and 3.03 times higher with 4 lay-
ers compared with just 1 layer, respectively.

Figure 17 shows the real versus predicted RUL using 
BiGRU and BiLSTM models using Fy_RMS as predictor. 
The results show that in both models in initial stages, the 

models’ prediction error is higher. However, those predic-
tions improve as the RUL of the tools reach to their end. The 
final stages of the tool RUL are more critical than the early 
ones, as an incorrect prediction in last stages could lead to 
change the tool too early and not optimize its RUL. Moreo-
ver, it could lead to change it too late and increase the prob-
ability of manufacturing a defective piece. As mentioned 
before, these models obtain better results than traditional 
models. For example, the RUL prediction RMSE of BiL-
STM and BiGRU models, comparing with the next model 
that obtain better results, MLP, improves by 1.25 s (4.03%) 
and 1.12 s (3.61%), respectively, using the Fy_RMS feature. 
BiLSTM and BiGRU models perform similarly. For that rea-
son, in scenarios where the computational optimization is 
required, the BiGRU model could be optimum. Otherwise, if 
the model predictive performance is the main goal, BiLSTM 
model could be the most appropriate one.

5 � Conclusions

In the machine tool sector, one of the main aspects is to 
monitor the wear of the cutting tools, as it affects directly 
to the fulfillment of tolerances, production of scrap, energy 

Fig. 17   Real vs predicted RUL of tools 2, 4, 8, and 11 with BiLSTM and BiGRU models
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consumption, etc. Besides, the prediction of the remaining 
useful life (RUL) of the cutting tools, which is related to 
their wear level, is gaining more importance in the field of 
predictive maintenance, being that prediction is a crucial 
point for an improvement of the quality of the cutting pro-
cess. Thus, in this paper, the prediction of tool RUL by using 
BiRNNs was investigated. The models were evaluated using 
multi-sensor data captured from a turning process. In the 
production environment of the machining industry, unlike 
in the laboratories where a great and different number of 
signals can be measured, there is a limitation in the number 
of signals that can be captured from the machines. For that 
reason and unlike in other works, RF-RFE technique was 
applied to the features extracted from the signals to select the 
best input features of the models. According to the results 
obtained using RF-RFE technique, among all the features 
extracted, the Fy_RMS is the best predictor of tool RUL, which 
corresponds to the RMS value of feed force. This means that 
the RUL of the tools can be predicted with just one feature, 
reducing substantially the complexity and costs of the data 
acquisition system to just one sensor. Besides, the complex-
ity signal pre-processing and the ML and DL models is also 
reduced, achieving accurate and faster models.

Different regressive ML and DL models, including RF, 
MLP, LSTM, GRU, BiLSTM, BiGRU, and CNN, were 
trained and optimized with the Fy_RMS feature, identified by 
the RF-RFE algorithm as the optimum predictor. According 
to what is seen in the literature in tool wear [26] and RUL 
[31] prediction, BiGRU and BiLSTM models outperform 
other trained models such as LSTM, GRU, MLP, RF, and 
CNN. When applying the bidirectional property to LSTM 
and GRU models, their RUL prediction RMSE is improved 
by 3.18 s (9.66%) and 1.26 s (4.04%), respectively. Also, 
the BiGRU model, which is a simpler BiLSTM variant, per-
forms 8.95% faster than BiLSTM when training. For that 
reason, in scenarios where the computational optimization is 
required, the BiGRU model could be optimum. Otherwise, if 
the model predictive performance is the main goal, BiLSTM 
model could be the most appropriate one.

Future extension of this work may include the study of 
data from performing the turning operation with variable 
cutting conditions or different type of machining processes 
such as milling and drilling, to assure that the Fy_RMS is the 
optimum feature for tool RUL prediction. In addition, custom 
loss metrics could be used to train the models, giving more 
importance to the predictions when the tools get closer to 
their end of life and penalizing more the predictions that sur-
pass the real RUL. Finally, effort could be put into combin-
ing DL approaches with other data-driven or physics-based 
approaches. These hybrid approaches have a great potential 
and could provide more accurate and robust RUL prediction.
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