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ABSTRACT

Interoperability in smart manufacturing refers to how interconnected cyber-physical 
components exchange information and interact. This is still an exploratory topic, 
and despite the increasing number of applications, many challenges remain open. 
This chapter presents an integrative framework to understand common practices, 
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INTRODUCTION

In recent years, manufacturing has experienced several changes because of the 
intensive development and research in sciences and technology and the provision 
of necessary equipment and systems to optimize industrial processes. The fourth 
industrial revolution precisely describes a new manufacturing paradigm engaging 
emerging technologies like machine learning, big data, internet of things, etc., and 
offering benefits like increased efficiency, fault tolerance, cognition and autonomy. 
In this regard, Cyber-Physical Production Systems (CPPS) emerge as one of the 
main enablers of Industry 4.0. Components of CPPS are smart and autonomous, 
connected in all levels in the production life cycle and provide fundamentally 
“intelligence, connectedness and responsiveness” (Monostori et al., 2016). Usually, 
a smart manufacturing environment is composed of various CPPS, which are 
continuously exchanging information and interacting. Currently, this is a focus of 
continuous research considering the high degree of heterogeneity in production 
systems (Y. Lu, 2017) also known as manufacturing interoperability. In this work, 
we refer to interoperability as a set of methodologies, tools and strategies needed 
to achieve information exchange. This also includes strategies and technologies 
utilized for the digitalization of machines, products, and internet platforms for data 
storage and data analysis.

The development of interoperability among CPPS has been tackled by industries 
as a standardization issue. Many authors consider that the creation of standardized 
interfaces and protocols may decrease the skepticism for the introduction of CPPS 
in industry (Leitão, Colombo, & Karnouskos, 2016). On the other hand, various 
researchers have implemented approaches using emerging technologies to show the 
benefits of principles of CPPS (Monostori et al., 2016a; Chaplin et al., 2015; Colombo, 

concepts, and technologies used in trending research to achieve interoperability in 
production systems. The chapter starts with the question of what interoperability is 
and provides an alternative answer based on influential works in the field, followed 
by the presentation of important reference models and their relation to smart 
manufacturing. It continues by discussing different types of interoperability, data 
formats, and common ontologies necessary for the integration of heterogeneous 
systems and the contribution of emerging technologies in achieving interoperability. 
This chapter ends with a discussion of a recent use case and final remarks.
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AW; Karnouskos, S; Mendes, 2015). Some examples are agent technologies, service 
based frameworks and cloud platforms. These technologies, standards and protocols 
are showing promising results but also new challenges that need to be overcome 
to reach a seamless integration. This chapter presents an integrative framework to 
explore common definitions, concepts, architectures, standards, technologies and a 
real case scenario considering interoperability approaches in smart manufacturing. 
The main objective of this study is to be a supportive conceptual text for researchers 
and practitioners in future implementations.

BACKGROUND

The fourth industrial revolution and the increasing research in information and 
communication technologies (ICT) results in a continuous evolution in the level 
of industrialization and technological development of factories. This new level of 
interaction and heterogeneity has brought the need of standardization and modelling 
of production systems as reference architectures. Those are used to describe high-
level models and their internal relation.

Standard development organizations of countries such as USA, Germany and 
China have developed roadmaps and standardized solutions for smart manufacturing 
to integrate emerging ICT into the manufacturing domain. For instance, the Reference 
Architectural Model Industrie 4.0 (RAMI 4.0) provides a tridimensional description 
of the production life cycle, hierarchies and different layers of a smart production 
system. Similar characteristics are shared by the Smart manufacturing ecosystem 
(SME) developed by the National Institute of Standards and Technology (NIST - 
USA) and by the Intelligent Manufacturing System Architecture (IMSA) developed 
by the Ministry of Industry and Information technology of China.

Certainly, those standardization efforts show the high level of commitment of 
governments and the high interest of industrial stakeholders for the integration of 
cyber-physical components creating a smart and highly interconnected environment. 
This level of integration goes from an inter-organizational (horizontal integration) 
to a local or intra-organizational point of view (vertical integration), being the 
latest essential for a seamless collaboration in an enterprise hierarchy (Alcácer & 
Cruz-Machado, 2019).

A CPPS is a set of computational systems with high interconnection with 
physical resources, which precisely describes the necessity of interconnection and 
interoperability in industry 4.0. CPPS represent very heterogeneous units with the 
capacity of abstraction physical resources, products, legacy systems and even people’s 
behaviors. Therefore, the communication and intercommunication of these entities 
are considered a challenging effort because of its heterogeneous nature. This high 
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level of integration and collaboration requires very high levels of interoperability 
that is the main topic of discussion in this chapter.

To understand this issue we should understand what the definition of 
interoperability is. The IEEE standard computer dictionary defines interoperability 
as “the ability of two or more systems or components to exchange information and 
to use the information that has been exchanged”(Geraci, 1991). This emphasizes the 
capacity of communication between different systems despite their technological 
nature. This definition can be, however, abstract when referring to manufacturing 
systems. In this regard, a collection of specific definitions from selected works of 
the literature is presented and discussed below.

• In their work (Rojas & Rauch, 2019), describe interoperability as the 
continuous data and information accessibility with the production elements. 
Additionally, this work mentions that the challenge of interoperability is 
based on the data formalization, networking and connectivity. Finally, it is 
concluded that high levels of integration are strongly linked with high levels 
of interoperability.

• For (Zeid et al., 2019), the process of interoperability is highly related to the 
interaction of machines and the way how they are controlled. In this sense, 
real time interaction and communication is imperative to prevent failures and 
to ensure a high availability of the information. This can improve not just 
the safety but also the efficiency of the production process. Interoperability 
requires a high availability and collaboration from services inside and outside 
the shop floor and the utilization of cloud base technologies. For this purpose, 
a common understanding and data representation is required.

• For (Napoleone et al., 2020), a high degree of interoperability refers to a 
high degree of standardization. A well-structured representation as well as a 
proper integration of legacy systems is essential to implement CPPS and to 
ensure an easier integration of its components.

• In (Van Der Veer & Wiles, 2008), the concept of interoperability is referred as 
“the ability of equipment from different manufacturers (or different systems) 
to communicate together on the same infrastructure (same system), or on 
another while roaming”.

Indeed, the challenge of interoperability is born with the need of a seamless 
and high integration and cooperation of all levels in a factory: people, machines, 
business, organizational aspects, etc., and in this in turn with the value chain. Previous 
definitions suggest that the challenge of interoperability in smart manufacturing is 
not a single issue and several aspects should be consider. For example, compatibility 
of data types, abstraction levels, proper technological enablers, etc. Additionally, 
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in smart manufacturing, interoperability should be addressed in a robust manner. 
Aspects like real time communication and high availability of services and resources 
are imperative to achieve the expectations of industry 4.0 optimizing processes 
and making them autonomous with little or non-human intervention. The common 
understanding, standardization and continuous evolution of technologies are paving 
the way to fulfill current expectations and even though there are many challenges 
that need to be overcome; there is currently a strong baseline of concepts, research 
and applications.

The following sections of this document are dedicated to address common 
approaches, emerging technologies and applications with regard to interoperability 
in smart manufacturing.

Types and Levels of Interoperability in the Integration 
of Cyber-Physical Production Systems

The IEEE Guide to the Enterprise Information Technology Body of Knowledge 
(EITBOK) has categorized the interoperability approaches mainly into two types: 
Syntactic and Semantic (Mosley, M., 2009), but in recent years we have seen the 
emergence of different categories or perspectives of interoperability like technical, 
organizational, device, networking, platform interoperability, etc. This section 
explains along with the main two types also device, factory (vertical integration) 
and cloud manufacturing (horizontal integration) which are very relevant to the 
smart manufacturing applications.

Device Interoperability

The term device is mainly used in the Internet of things to refer to “smart objects” with 
capabilities of integration and communication. Devices are highly heterogeneous and 
can be exemplified as sensors, actuators, parts to be assembled, and several low-level 
control hardware. The literature classifies the different types of devices in low level 
devices like Radio Frequency Identification (RFID) tags or barcodes and high-level 
devices like Programmable Logic Controller (PLCs) and computational boards (e.g. 
Raspberry) considering their embedded computational power and communication 
capabilities. Additionally, for a seamless communication these devices (low level 
and high level) need to manage necessary standards and protocols. Thus, it can be 
referred to device interoperability as the way how these heterogeneous devices are 
integrated, including standards, protocols and different technologies.

The literature in device interoperability in smart manufacturing is by far extensive. 
In (Chaplin et al., 2015), the utilization of a Raspberry pi allows the integration 
of agent technology, which in turn allows the communication among all entities 
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in the shop floor. This development board is later interfaced with a PLC, which 
acts as main controller of the process. Additionally, this work shows the utilization 
of RFID technology as a method to integrate and identify products in different 
production stages. In (Leitao & Barbosa, 2019), with the purpose of demonstrating 
self-organization in a modularized conveyor system, agents are implemented through 
the utilization of a raspberry pi which also receives signals from different sensors 
and communicates with other boards via WIFI technology. In (Garcia et al., 2016), 
a CPPS system has been developed based on the virtualization of several stations 
via two platforms: Arduino and Raspberry pi. Those are in charge of receiving and 
handling input/output signals from the connected stations and of interfacing them 
in the network using MODBUS TCP and OPC Unified Architecture (OPC-UA) 
technologies.

Syntactic Interoperability

In general, if various systems are capable of exchanging information, they have 
syntactic interoperability. While exchanging information or service from one 
system to another, the content of the message needs to be serialized. The sender 
encodes the data in the message and the receiver decodes the received message. 
The sender and receiver use rules specified in some grammar to encrypt or decrypt 
the messages. The need for syntactic interoperability arises when these rules are 
incompatible with the receiver’s decoding rules, which leads to mismatching message 
parse trees. The European Telecommunications Standards Institute (ETSI) defines 
syntactic interoperability as follows (Van Der Veer & Wiles, 2008): “Syntactical 
Interoperability is usually associated with data formats. Certainly, the messages 
transferred by communication protocols need to have a well-defined syntax and 
encoding, even if it is only in the form of bit-tables. However, many protocols carry 
data or content, and this can be represented using high-level transfer syntaxes such 
as Hypertext Markup Language (HTML), Extensible Markup Language (XML) or 
Abstract Syntax Notation One (ASN.1)”.

Syntactic interoperability is achieved with standardized data formats and 
communication protocols. This includes standards like HTML, XML or JSON. 
XML is widely considered in the internet community for markup in documents of 
arbitrary structure. XML is designed for markup in documents of arbitrary structure.

A major limitation of this type of interoperability is that it just considers the 
data format and gets the information from one place to another intact. It does 
consider the meaning of the transferred information nor applies logic to the fact 
being transferred and used.
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Semantic Interoperability

Semantic interoperability ensures that the exchanges between requesters and 
providers of data make sense, and have a mutual understanding of the “meanings” 
of the demanded data.

Ontologies are necessary to prevent semantic issues. Therefore, numerous amounts 
of work are done using ontologies. Context modelling facilitates interoperability of 
manufacturing systems. To this end, (Bettini et al., 2010) compares different context 
modeling and reasoning techniques by describing requirements like heterogeneity, 
mobility, relationship and dependencies and efficient context provisioning for the 
context models and context management systems. Considering these requirements, 
the authors discussed and compared object-role based, spatial and ontology-based 
modeling techniques. Contextual ontological models provide clear advantages both 
in terms of heterogeneity and in terms of interoperability and is obtained only by 
implementing communicative languages. Consequently, a substantial number of 
authors employed ontologies in their works to achieve interoperability in the industrial 
domain. (Kumar et al., 2019) presents a survey of the ontologies for Industry 4.0, 
including different domains such as aerospace, construction, steel production, etc., 
and manufacturing processes such as packaging, process engineering, resource 
configuration, etc. This work gives a broad overview of the current state of the 
art ontologies for industry 4.0 and the standardization efforts. Authors discuss 
different ontologies such as Core Ontology for Robotics and Automation (CORA), 
Ontology for Autonomous Robotics (ROA), Ontology for Robotic Architecture 
(ORArch), Ontology for Industry 4.0 (O4I4) and their benefits in the representation 
of vocabulary to describe the key concepts in Industry 4.0. Although there are a 
variety of ontologies, there is a need for standardization of ontologies currently 
lacking in the literatures.

Interoperability in the manufacturing domain is challenged with different terms 
that people working within a particular group develop their vocabulary for particular 
elements or activities with which they often work. Ontologies provide a solution 
for this problem by using a common understanding of manufacturing-related terms 
and affecting manufacturing knowledge sharing.

Factory Interoperability

Factory interoperability is factories’ ability to exchange information within and 
between each other in a logical and consistent manner. The latest advances in ICT 
have shifted the factory environment from data-drive to cooperative and knowledge 
driven. Factory integration and interoperability are key in tackling challenges in 
this environment. Some enablers to achieve integrated factories include knowledge 
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sharing, web-based developments, use of common best practices and open-source 
applications. These enablers also help in achieving interoperability among factories.

Supply Chain – A network from suppliers to customers – is the most dominant 
structure for exchange of information in factories today (both business & technical). 
These information (passed using paper and telephone conversations before) has to 
be passed now electronically in a coherent manner throughout the supply chain 
considering international and regional standards. These standards along with corporate 
& national cultures and use of different products along the supply chain adds more 
challenge in sharing of coherent information. These challenges arise the need for 
a standard interoperability infrastructure. A slightly outdated study (Brunnermeier 
& Martin, 1999) on a $1 billion economic loss due to improper interoperability 
among the supply chain in U.S. automobile industry shows the impact of factory 
interoperability on manufacturing cost.

There are three principal approaches used in achieving interoperability, namely 
machine-to-machine solution, industry-wide standardization and Open Standards 
or Platforms. In machine-to-machine solution, each pair of partners has customized 
solution for exchanging information. The idea behind this approach is to make 
each machine interoperable with all its linked machine. This requires translation 
of syntax for each machine and clear understanding of its semantics. In Industry-
wide standardization, the Original Equipment Manufacturer (OEM) commands its 
supply partners to have a common solution, usually an expensive proprietary one. 
In Open Standards, the infrastructure is built on a neutral and open standard form. 
This is the most effective approach in achieve interoperability as it tackles both the 
scalability issues in machine-to-machine solution and does not force an expensive 
solution as in Industry-wide standardization. This solution also provides long term 
stability for data storage which is especially useful for products with long life cycles 
like aerospace.

The reference models developed to address factory interoperability issues can be 
categorized into physical, functional and allocated architectures. One of the most 
widely discussed architecture model for manufacturing is RAMI 4.0. This model 
incorporates existing approaches (OPC-UA, IEC, AutomationML, ProSTEP, Field 
Device Integration) into the interoperability stack. Industrial Internet Reference 
Architecture (IIRA), another important reference model designed for Industrial 
Internet of Things was proposed by Industrial Internet Consortium (Lin et al., 2017). 
Even though IIRA was not designed for factories, IIRA shares lot of similarities with 
RAMI 4.0: similar layers, same tasks distribution and applies OPC-UA for network 
communications. Other reference architecture for achieving factory interoperability 
include IBM 4.0 Reference Architecture for Industry 4.0 and NIST service-oriented 
architecture.
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Cloud Manufacturing Interoperability

Cloud computing - providing resources and services over internet - is a key enabler 
of smart manufacturing. Cloud computing can be adopted in manufacturing in two 
ways: as direct adoption of cloud computing services or as cloud manufacturing. 
Cloud manufacturing is an extension of cloud computing where physical assets are 
managed in a centralized manner by encapsulating them as cloud services. There 
is a need to introduce additional types of interoperability for cloud manufacturing 
like transport, behavioural and policy interoperability.

A typical cloud-based manufacturing architecture consists of five layers: 
application, interface, core service, virtualization, and physical resource. Interoperable 
Cloud-based Manufacturing System (ICMS) proposed by (X. V. Wang & Xu, 2013) 
could be taken as an example for explaining interoperability in a service-oriented 
system. ICMS comprises three cloud layers: user, smart and manufacturing. Common 
data models supported by control rules are fundamental requirement for incorporating 
such architectures for a wide product scheme. The data models in this case should 
support a common data standard like STEP/STEP NC for interoperability purpose. 
A detailed explanation of cloud-based services, platforms, different layers, and 
interoperability of cloud manufacturing is explained in next section.

Interoperability of Cyber-Physical Production 
Systems Through Emerging Technologies

Interoperability in CPPS could be explained by considering the various emerging 
technologies and its impact on the interoperability. This section explains 
interoperability based on agent technologies, service-oriented technologies and 
computing technologies like Cloud, Fog and Edge.

Agent Based Interoperability

Multi-Agent Systems (MAS) have been extensively applied in distributed artificial 
intelligence and software engineering to implement software units with intelligent 
capabilities. Michael Wooldridge (Wooldridge, 2009) defines agent as “a computer 
system capable of autonomous action in order to meet its design objectives”. Agents 
have cognitive capabilities i.e. they can acquire external information, reason and 
perform defined preprogramed tasks.

MAS as part of a society, do not have global contextual knowledge of the operation 
environment; instead, they present a partial local understanding and the global 
reasoning is the result of the social ability, communicating needs and objectives 
among all the entities in the group.
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Agent Communication

JADE supports the development of agents under the FIPA-ACL protocol. It is 
implemented in the JAVA language that facilitates the implementation of agents 
as objects. Furthermore, JADE can distribute agents over the networks. JADE also 
offers the deployment and testing of the agent communication using a graphical 
user interface. These properties have made JADE to be used in countless industrial 
applications and uses cases.

Multi-Agent Systems in Manufacturing

Traditional centralized industrial control approaches are not prepared for dealing with 
novel business paradigms i.e. mass customization. Furthermore, the development of 
ICT technologies, industry 4.0 and the globalized economy have brought the need 
of industries to have lower production costs, higher flexibility, higher quality of 
production and the need for a rapid response in case of disruptions. For this purpose, 
the future of manufacturing systems should be highly automated, flexible, modular, 
interoperable, and easily changeable (Mourtzis & Doukas, 2012). MAS appear as 
a powerful technological enabler for having not just modularity and autonomy but 
also interoperability among the resources in the workshop (Leitão, 2009). This 
general conception takes the definition of resource virtualization, which means 
the encapsulation of the digital behavior, properties and functionalities of physical 
resources as intelligent entities, in this case agents. These smart units can interact, 
have social abilities and communicate their necessities. In manufacturing this is 
translated to machines that can communicate with mobile elements, resources, 
products, humans, etc. For these reasons, agents are considered as very powerful 
enablers of integration and interoperability for CPPS.

Multi-Agent Systems for Achieving 
Interoperability and Integration in CPS

The general conception of CPS requires the confluence of physical devices with 
communication and computation aspects, which as stated before can be achieved 
using agent technologies. Agent based-CPS also provide several characteristics that 
improve integration and interoperability in smart manufacturing, some of these are 
summarized below (Cruz Salazar et al., 2019; Leitão, Colombo, & Karnouskos, 
2016; Ribeiro, 2017):

• The vertical and horizontal integration is possible through the resource 
agentification and its communication over the network.



154

Integration of Cutting-Edge Interoperability Approaches in Cyber-Physical Production Systems

• The resulting integration can be improved by the intelligence capacity of 
agents optimizing energy, time and resource utilization.

• Human resources can be also represented by agents, which makes feasible its 
integration.

• The integration of CPS becomes very robust since it can handle unexpected 
situations and even behave autonomy.

The CPS standardization is a key aspect for the design and development of 
industrial CPS. However, there are currently not many standards available for its 
implementation and it is a topic of continues research. Present works rely to a large 
extend in reusing and combining IT technologies e.g. service-oriented approaches. 
Agents and web services can be integrated to provide the best of both worlds, 
considering the autonomy of agent technology and the interoperability provided 
by service-oriented architectures. Generally, the components at the lowest level 
e.g. controllers or PLCs provide their functionalities as services using the DPWS 
(Device Profile for Web Services) protocol (Colombo, AW; Karnouskos, S; Mendes, 
2015). This creates virtual resources which highest control and interoperability can 
be implemented using a multi-agent approach.

The integration of low-level controllers with MAS normally relies on legacy PLC 
programming standards like IEC-61131 or IEC-61149. These standards are based 
on a control logic and in service-based function blocks respectively. In higher levels 
this control logic is managed by a multi-agent based approach (Leitão, Colombo, 
& Karnouskos, 2016). This execution is generally designed in a higher level that 
can adapt its behavior to different scenarios. To complete the orchestration, this 
process is normally governed by business or higher functions that manage the whole 
enterprise integration (Colombo, AW; Karnouskos, S; Mendes, 2015).

The application of agent technologies in smart manufacturing is wide in terms 
of the type of functionalities or level of integration. As resources are abstracted by 
single mechatronic agents those in turn can also be abstracted by different alliances 
according to the needed collaboration and skills (Onori et al., 2012). This resource 
virtualization includes management functionalities and customer operations allowing 
a broader integration i.e. in cloud platforms (Vogel-Heuser et al., 2014). This also 
influences the interoperability of various entities in the value chain. This evidence 
suggests that MAS have been implemented using different patterns depending on 
the type of applications. A complete discussion and classification of these patterns 
is made in (Cruz Salazar et al., 2019) and it is summarized below.

• Resource access: this type of agents generally includes the abstraction of 
field devices, resources and their operational control. Besides, they promote 
modularization and integration with higher layers.
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• Communication agent: This pattern includes agents that manage and 
unify the communication of resources through upper layers. For example, 
resource agents normally are integrated using OPC-UA, FIPA, broker agents, 
ontologies, etc.

• Process agent: This type of pattern usually orchestrates and manages 
resource agents (locally). They normally do not interact with field devices 
but with digital entities. They are in charge of the coordination, diagnosis and 
supervision of processes and of their proper execution.

• Agent management system: It usually has a global supervisory role. Unlike, 
the process agent that refers to local supervision, this pattern can have a 
broader vision of the process.

Indeed, multi-agent technology through its inherent capabilities of autonomy 
and communication has brought opportunities to face with many of the current 
industrial integration and interoperability requirements that has been also enhanced 
with various technological enablers and standards.

Service Based Interoperability

An increasing complexity in manufacturing systems is often composed as a set 
of numerous multi-disciplinary and heterogeneous systems, such as maintenance, 
engineering, warehouse and management. Those systems are considered as active 
components offering their capabilities as services representing mechatronic functions 
of equipment. It leads to the requirements of communication, data processing and 
interconnections among these services to fully utilize the benefits of flexibility, 
adaptability, scalability, seamless and effective integration. The requirements are also 
well-recognized limitations of traditional manufacturing systems whose architectures 
have encountered the following main issues (Cândido et al., 2009; Ye et al., 2018):

• Complex and time-consuming reconfiguration to adapt the market changes.
• Highly centralized resource utilization, unidirectional information flow and 

discrete decision-making.
• Exponential complexity in scalability.
• Incompatibility between different manufacturing equipment and standalone 

specialized engineering tools in both internal and external business systems.
• Machines and other operating units in shop-floor systems are still commonly 

isolated from higher-level business environments, although manufacturing 
execution systems (MES) or similar enterprise management systems are 
becoming increasingly available in the industry.
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At the same time, manufacturing today requires a dynamic environment to meet 
the turbulent market demand for highly customized products with high quality at low 
cost, fastest possible time-to-market via a complex supply chain from product level 
to connected business world. These limitations could be overcome by leveraging 
the information technology (IT) infrastructure of web services with the concept of 
service-oriented architecture (SOA) emerged at multiple organizational levels in 
business, and applied into the factory automation domain.

Generally, a SOA is composed by consumers and services that are participated 
and coordinated, meaning that they interact with one another to request services and 
resolve these requests via interactions determined by the service interface.

Main SOA Principles

To have an effective and sustainable implementation of SOA, there are more than 
technical capabilities. As other business systems, a successful SOA needs to integrate 
and embrace critical design principles related to development and management. In the 
context of SOA, a set of design principles is to define the framework of guidance in 
which service provides and business customers will plan for collaboration during the 
design and development of the system. Even though, the essential design principles 
have still been under discussion(Legner & Heutschi, 2007), below some of these 
critical designed principals are summarized:

• Business values: a SOA service is defined by focusing on how the service 
may fit in a larger business process context by following an outside-in 
approach and adapting a business process centric instead of technology 
centric approach where the service often represents a business task (Jammes 
et al., 2005).

• Discoverability: as the SOA service is designed, discovering a service is the 
first step to service consumption and reuse (Uddin et al., 2012).

• Reusability: a SOA service should be developed in the right extent of 
generalization so that the original users as well as new users can exploit its 
functionality (Legner & Heutschi, 2007).

• Loose coupling: when this principle is applied to the SOA design, the purpose 
is to protect the individual independency of each SOA user and SOA service 
to mitigate the impact of changes in underlying technology and behavior.

• Stateless: this principle is also represented by the granularity of services 
where a service interface is mostly coarse-grained and based on the exchange 
document and messages.
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A successful building architecture of SOA and services deployment will 
incorporate services and artifacts that take business values, discoverability, reusability, 
loose coupling, stateless, interloper-ability into account. The designers also need to 
have a framework with a set of rules from which compliance to these principles can 
be measured, monitored and even the contingency plan for appropriate remediation 
of noncompliance can be made.

Main SOA Applications and Supporting Standards

It is very clear that SOA paradigm is currently expanding its impact in many fields 
of technologies, not only in the ICT sector where it originated, but also in other 
domains of applications in which industrial applications have been adopted with 
several business collaborative initiatives (Jammes et al., 2005). Many service-oriented 
solutions have been proposed by European research projects, such as the Internet 
of Things at Work, Production Logistics and Sustainability Cockpit, Architecture 
for Service-Oriented Process - Monitoring and Control(IMC-AESOP)(Ismail & 
Kastner, 2017). Those SOA solutions are not specific to any technology, vendor, 
or product, but there is a combination of different technology capabilities enabling 
SOA functionality, such as Enterprise Service Business, Service Registry and 
Repository, Business Process Management, Business Activities Monitoring, and 
Web Services Management (WSM) that is considered as one of the most common 
SOA service types.

Cloud Based Interoperability

The manufacturing sector is undergoing a change in which the demand of customized 
product is increasing and the supply chains are taking a globalized perspective. This 
globalization of manufacturing and supply chains has brought with itself the need and 
use of globally distributed, scalable, sustainable and service-oriented manufacturing 
platforms. A platform that takes this into account and builds on computing 
technologies, cloud computing, semantic web and associated service-oriented 
architecture is Cloud Manufacturing that caters to resource sharing, distribution and 
management of manufacturing services across the network. However, the system 
in the manufacturing environment in itself needs to be setup for combination and 
interoperability to cater the requirements for cloud manufacturing. The effective 
utilization of these modelled resources is carried out in manufacturing cloud to 
establish a framework for manufacturing process. For such kind of integration, 
it is essential that a neutral API (Application Programming Interface) is utilized 
to establish a direct connection to manufacturing environment without changing 
enterprise wide structure.
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Cloud Manufacturing Architecture

Several architectures have been proposed for cloud manufacturing environments 
with principles catered to integration at all manufacturing levels. (Tai & Xu, 2012) 
developed a five-tier cloud manufacturing system that dealt with co-operation between 
manufacturing resources, resource management, portal for cloud manufacturing, a 
unified cooperation platform and cooperation support application layer. A cloud 
manufacturing solution for automotive sector was explored by (Jin, 2013) in which it 
was treated as a Software as a Service (SaaS) based on four-layer architecture (core 
service, business service, cloud sub-system service and related business service). A 
detailed architecture for cloud computed manufacturing environment was established 
by (Tao et al., 2011) comprising of resource, perception, resource virtualization, 
cloud service, application, portal, knowledge, cooperation layer, security and internet 
layer. (Ai et al., 2013) based their six-tiered architecture on product information 
sharing and integration of cloud security modules on cloud platforms. (Zhang et 
al., 2014) expanded the standard cloud manufacturing architecture by introducing 
internet of things, service-oriented technologies and high-performance computing 
into the mix. The research built up a prototype system for cloud manufacturing for 
targeting TQCSEK (Faster time to market, higher quality, lower cost, better service, 
cleaner environment and high knowledge). However, the prime issue with such kind 
of manufacturing environments is the lack of fluidity in centralized management, 
lack of proper service distribution mechanism, efficiency, quality and timeliness. The 
realization of resources is usually carried out by a perception layer that is comprised 
of perception, connection, information technology and processing. Service layer 
builds on the perception layer to establish service pool of resources and capabilities. 
The working layer is responsible for interaction protocols, extensive transactions and 
management of tasks. The application layer is primarily concerned with interacting 
with users through APIs and cloud-end interface.

Cloud Manufacturing Frameworks

Cloud manufacturing frameworks provide support to developed architectures. This 
define the principle how the layers of the architecture communicate. An idea for 
cloud manufacturing task scheduling for resources was developed by (Li et al., 
2012) wherein tasks were decomposed and matched with resource requirement 
by matching static properties. A framework for sensor-driven process planning 
environment for distributed setups was established by (L. Wang, 2008) name Wise-
Shop Floor dealing with scheduling, monitoring, control and planning of resources. 
A service and web-oriented architecture framework with SaaS offering collaboration 
of internal operation with customers and supply chain network was established by 
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(Y. K. Lu et al., 2012). The majority of literature builds the cloud environment in 
manufacturing on grounds of manufacturing resources, manufacturing capability 
and cloud manufacturing services. The containerization here is of vital importance 
as the concept can be considered as a container wherein the resource is contained 
inside capability and the capability deployed in the manufacturing cloud as a cloud 
service. Design capability, production capability, experimentation, management and 
communication capability set up the baseline for manufacturing capability concept. 
On the other hand, the resources could be broken down into hard and soft resources 
with combination of them and capabilities yielding into a capability description 
model. Manufacturing cloud can be further extended to public and private cloud. 
Private cloud is organizational whereas the public cloud is society oriented. In both 
cases, the cloud services comprise of service layer, transmission network layer, 
resource layer, perception layer, virtual access layer and terminal application layer.

Cloud Manufacturing Platforms

Research into Cloud manufacturing platforms involves integration of data and 
resources across environment. (Valilai & Houshmand, 2013) presented a cloud-
manufacturing platform XMLAYMOD that supported manufacturing collaboration 
and data integration on ISO 10303 (step standard). Distributed Integrated 
Manufacturing Platform (DIMP) by (Xu, 2012) provided basis for integrative CAx 
environment in production. The interaction happens on requests and task from the 
user. Cloud Agent for integrating services in platform was developed by (Jiang et 
al., 2012). For cloud-based manufacturing environment a cloud service for resource 
sharing was discussed by (Ding et al., 2012). Functionality of cloud manufacturing 
services and control was explored by (Xin-yu & Wei-jia, 2011). A communicational 
ability embedded cloud platform was presented by (Ferreira et al., 2014) to enhance 
interoperability. The work proposed a cloud-based web platform to support dashboard 
integrating communicational services and described an experimentation to prove 
that efficient interoperability in dynamic environment could be achieved only with 
human intervention.

Fog and Edge Based Interoperability

The increase in IoT device usages in complex scenarios like monitoring manufacturing 
devices, controlling production applications, energy optimization and other 
applications has brought about new opportunities and challenges. Cloud computing 
follows a centralized structure wherein the resources are centralized to a region 
or distributed on a remote Cloud server. A major drawback in cloud computing is 
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presented towards reduced latency and real-time response. This is going to further 
increase only as more and more devices are connected to IoT networks.

Edge computing may be referenced as the accompanied tasks performed at the 
very Edge of the in house platform that is in direct communication with the cloud 
environment. The major advantages of Edge computing are to minimize latency, reduce 
cost and reduce bandwidth industry 4.0 applications. Edge computing application 
caters the problems of Cloud computing by optimizing storage and computing process 
before processing them to cloud services. So majorly processing then plays out at a 
prior stage before being sent to remote servers. Also, these processing tasks utilize 
essential parts of storage and computing near to the ’Edge’ of device locally and no 
longer require Cloud services for these. This benefits in reducing the associated cloud 
costs, network traffic overloads, computational requirements for IoT applications.

Just like challenges served by edge computing i.e. high latency, low capacity and 
network failure, the fog computing brings devices closer to cloud. Locally available 
data processing and data storage at the device is offered by fog computing hence 
faster response and better quality. This makes fog computing an enabler for efficient 
and secure services for IoT device. Fog computing is considered to be an extension 
of cloud computing having nodes closer to end devices themselves. Fog devices act 
as an intermediary between cloud and end devices bringing processing, storage and 
networking closer to end devices deployed anywhere in a network.

Edge Computing Architecture

The reference architectures of Edge Computing consist of recommended structures, 
products and services that form industry specific standards, suggestions, best 
practices and optimal technologies that act as an enabler for edge computing. These 
architectures provide a means of collaboration and communication in an organization 
around an implementation project.

An architecture based on Edge Computing and Distributed Ledge Technologies 
(DLT) was developed to aid the adoption of decentralized automation as a part 
of H2020 FAR-Edge project. The architecture in itself presents a framework for 
implementing FAREdge project platform. On a general level, the architecture 
could be divided on scopes and tiers. The scope consists of elements that form the 
industrial environment such as machines, field devices, SCADA, MES and ERP 
system among others. Tiers on the other hand detail the system components and 
their association with each other. The architecture consists of three fundamental 
layers, namely field layer, edge layer and cloud layer. Edge Computing Consortium 
(ECC) jointly working with Industrial Internet Alliance (IIA) presented by Edge 
Computing Reference Architecture (EC-RA) 2.0 based on international standards 
like ISO/IEC/IEEE 42010:2011. Edge Computing Reference Architecture 2.0 



161

Integration of Cutting-Edge Interoperability Approaches in Cyber-Physical Production Systems

(Edge Computing Consortium & Alliance of Industrial Internet, 2017) follows 
vertical and horizontal services and layer model. The vertical services involved 
are management, data life-cycle and security offering intelligence-based service 
for complete life cycle. Horizontally EC-RA 2.0 open interface layer model is 
projected with smart layer, service fabric and connectivity and computing fabric. 
Industrial Internet Consortium (IIC) like ECC also developed its own reference 
architecture using ISO/IEC/IEEE 42010:2011 standard. This standard assists in 
identification of convention, principle and practices for coherent architectures and 
frameworks. This architecture majorly consists of three layers mainly edge, platform 
and enterprise layer. Edge layer is responsible for data acquisition from edge nodes 
through its nearest proximity devices. The constituents feature of the layer is depth 
of distribution, nature of proximity network, the location of nodes and devices and 
governance policy. The intermittent platform layer is mainly responsible for sending 
command from Enterprise to Edge layer. It groups the processes for analysis of data 
flows and manages the active devices by consultation and analysis through domain 
servers. Enterprise layer houses support platforms responsible for generating control 
commands to Platform and Edge layer and receiving data flow.

The architectures provide a means of complimenting Cloud services as the 
last level of architecture rather than replace them. This presents a beneficial case 
whenever significant population of IoT data exists. Edge nodes in such cases could 
be the initiating point for accumulation, controlling and reducing the data before 
passing it forwards to cloud services.

Fog Computing Architecture

Traditional fog computing architectures consists of six layers, namely physical and 
virtualization, monitoring, pre-processing, temporary storage, security and transport 
layer. The physical and virtualization layer involves physical nodes, virtual nodes 
and sensor networks. The management of nodes in this case is dynamic depending 
on their types and service demand. Sensor network deployed over geographical 
locations sense the surroundings and send data to higher layers via gateways for 
analysis and processing. Monitoring layer on the other hand keeps check on availability 
and usage of resources, sensors, fog nodes and network infrastructure. This layer 
also deals with the type of tasks that need to be performed by this and consecutive 
nodes. Energy consumption may also serve as a driver for this layer as fog nodes 
uses many devices with varying energy requirement conditions. Data management 
is primarily deal in at pre-processing layer. Data collected, analyzed, filtered, and 
trimmed to drive useful information. The data stream from this layer is then housed 
in temporary storage layer. The data transferred to cloud is redacted from the local 
temporary storage layer. The transmission of data is affected by security layer 



162

Integration of Cutting-Edge Interoperability Approaches in Cyber-Physical Production Systems

where the encryption and decryption of data comes into play. Moreover, privacy 
and integrity features extend the security of data making it prone from tampering. 
This data, which is now hosted in transport layer, uploads the data in cloud for 
further usage. Fog computing enables segments of data to be uploaded in cloud 
through a smart gateway that manages data distribution to cloud. This emphasizes 
on proper communication protocols for fog computing with efficient, lightweight 
and customization of data stream to be major concerns. Therefore, fog computing 
communication protocols depend on application scenario of fog.

USE CASE ANALYSIS

Several state of the art industrial use cases show the continuous research effort 
to achieve integration and interoperability in the context of industry 4.0. In this 
section, the European project PERFoRM (Production harmonized Reconfiguration 
of Flexible Robots and Machinery) will be discussed as it covers a wide variety of 
interoperability and integration features that fit within the context of this chapter. 
Additional reading about this project can be found in (Angione et al., 2017; Leitão, 
Barbosa, Pereira, et al., 2016).

Context of PERFoRM and General Requirements

The H2020 PERFoRM is based on various European projects and has envisioned a set 
of best practices to develop an innovative distributed control architecture. PERFoRM 
highlights industry 4.0 compliant requirements based on three fundamental aspects 
high interconnectivity of components, a dynamic reconfiguration to prevent 
unexpected situations and the integration of novel functionalities like simulations 
and data analytics to promote industry 4.0 autonomy. The implementation of cyber-
physical components rely on service-oriented approaches and a centralized middleware 
that provides the needed infrastructure to integrate, encapsulate and dynamically 
distribute services. This flexibility allows the integration of various manufacturing 
components e.g. people, legacy systems, software tools, etc. Additionally, enabling 
technologies and standards enhance the applicability of PERFoRM. An extract of 
this architecture is presented in Figure 1 and more details about its configuration 
are described in the following subsections.

The Role of Interoperability and Integration in PERFoRM

The service-oriented design of PERFoRM facilitates the exposure of atomic 
functionalities of the components as services. These services can be thereafter 
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easily integrated. Examples of this process servitization are found at single 
manufacturing machines (e.g. robots), industrial cells, human machine interfaces 
(human integration), servitization of ERP, MES, etc. This whole integration 
breaks the traditional pyramidal and hierarchical control schema. As a result, all 
elements in the factory are interconnected making manufacturing systems more 
efficient, robust and ready to business changes. The servitization promotes factory 
interoperability creating an integrated enterprise concept. Additionally, the use of 
cloud architectures make possible the integration of resource planning and data 
analytics tools. In PERFoRM, the integration of cloud technologies paves the way 
towards the introduction of external services for instance to implement supervisory 
or remote control. Furthermore, those services can be interconnected with the value 
chain creating a well stablished inter-enterprise model (horizontal integration).

The integration and events in PERFoRM rely to a large extend in multi-agent 
technology. This autonomy provides an intelligent environment for dynamic task 
scheduling in which the operational activities are virtualized utilizing agent technology 
and subsequently autonomously allocated. Such a way of task representation makes 
the process robust and self-sufficient. Another point of consideration in PERFoRM 
is the utilization of technological adapters. Adapters allow the integration of 
legacy systems. The utilization of adapters is based on the creation of data models 
compliant with the PERFoRM architecture but primarily with the ability to abstract 
functionalities of legacy systems in a detailed way so that they can be integrated.

Figure 1. PERFoRM architecture
Source: (Leitão, Barbosa, Pereira, et al., 2016)
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We should to note the role of standardization in PERFoRM. On the one hand it 
is worth mentioning the capability of resources to be abstracted as part of the RAMI 
4.0 administration shell and on the other hand the application of AutomationML 
and OPC-UA vendor independent standards. In the first case, the compliance with 
the RAMI 4.0 suggests a promising applicability of the architecture for practitioners 
and an adequate level of formalization to integrate heterogeneous resources into 
this formalized model. In the second case, the use of AutomationML and OPC-UA 
ensure standard interfaces and enables vendor independent integration of resources, 
assuring a syntactic interoperability.

The overall results achieved through the discussion of the PERFoRM architecture 
and its fundamental characteristics suggest different levels of manufacturing 
integration and interoperability, in which the servitization of all functional resources 
plays a fundamental role. Additionally, the use of enabling technologies increases 
the potentiality of PERFoRM, applying cloud platforms, agent technologies and 
adding a certain degree of autonomy and supplementary capabilities.

Particular Applications of PERFORM Aligned 
With Recent Interoperability Approaches

The PERFoRM architecture has been applied in several use cases e.g. large compressor, 
micro-electric vehicle and microwave ovens producer (Leitão, Barbosa, Foehr, et al., 
2016). This has generated a technological assessment of methodologies to validate 
the applicability of the framework. In this sense, we have collected some of these 
results to validate them against the presented cutting-edge interoperability approaches.

The compressor producer use case consists of complex structural systems with 
heterogeneous components and which machines that have limited production, 
normally developed for specific applications. It also includes heavy equipment that 
cannot be set up multiple times. This cause maintenance tasks to be purely reactive 
and thus cannot be scheduled accordingly. Therefore, the objective of the application 
to stablish a proactive maintenance system reducing also possible delays. Specific 
blocks of this architecture include legacy hardware devices and software tools. Some 
examples are Maintenance task list, Data analytics and Simulation Reconfiguration for 
Maintenance services. Additionally, we should highly the presence of databases for 
maintenances tools and machines and for order equipment efficiency (OEE) services 
with specific interfaces (legacy systems). The whole architecture is integrated by 
the industrial middleware.

The micro-electrical vehicles producer use case aims to automate a manual factory 
that makes electrical vehicles. With the application of PERFoRM, it is envisaged to 
support efficiency, re-configurability and the integration of PLCs of various robotic 
cells. Resources of this architecture are integrated to the central middleware via web 
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services. Some examples include welding robotic cells, testing stations and MES. 
Additionally, an agent based simulation, as well as scheduling tools are considered 
to increase efficiency and flexibility of the approach. A human machine interface 
(HMI) and related efficiency measures are also integrated to increase the traceability 
of the system.

While previous examples introduce general ideas of the description and 
implementation of PERFoRM, it is necessary to describe some of the specific 
requirements aligned with this architecture, as shown below.

Syntactic Interoperability

The selection of the adopted data exchange format is imperative considering 
standard interfaces for the applicability and interconnection of legacy hardware e.g. 
PLCs, SCADAs, MES and databases. Additionally, the compatibility with various 
automation layers (considering ISA 95) e.g. L1 (automation control), L2 (supervisory 
control), L3 (manufacturing operations management) and L4 (business planning 
and logistics) was considered. After an assessment with various associated criteria 
e.g. domain specific concepts, performance analysis, quality monitoring, material 
resource management, maintenance, etc., it was determined that a joint solution of 
B2MML (Business To Manufacturing Markup Language) and AutomationML (Peres 
et al., 2016) was successfully at fulfilling PERFoRM requirements. Particularly 
AutimationML highlights the lower level data integration and B2MML emphasizes 
standards for the integration of Enterprise control systems.

Human Integration

Under the umbrella of the PERFoRM architecture, two human integration types were 
considered: Human-in-the-Loop (HitL) and Human in the Mesh (HitM) (Fantini et 
al., 2016). HitL includes overseen and adjustment of set points, direct commands 
with the system and the capability of humans as a data source. Such activities refer 
to direct interaction with the CPS network and interaction with other humans. In 
general, specific requirements of HitL covers collaboration between humans and 
CPS, integrating the physical world sensing and controlling devices and digitizing 
resources.

HitL can be utilized for different application domains e.g. for planning (Fantini 
et al., 2016). They are more related to organizational methods that can influence 
human behaviour and its performance. Some of its requirements include simulation 
and continuous extraction of decision making with the aim of empowering human 
skills and CPS production scenarios.
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Middleware

A middleware is a software application, responsible for the connectivity of the actors 
involved in the industrial communication. It can receive, translate and forward data 
from and to various components. (Gosewehr et al., 2016). A general assessment of 
requirements and functionalities for PERFoRM resulted in three candidates to be used 
depending on the use case scenario (Gosewehr et al., 2016). Those are WinCC OA 
(Siemens), mBS (Prosyst) and FuseESB (Red Hat). Siemens WinCC OA has a very 
flexible architecture and provides direct PLCs interfaces (device interoperability). 
Additionally, it has various components compatible with SCADA interfaces and 
even with Raspberry pi’ hardware. Prosyst mBS is also an alternative for PERFoRM. 
Several advantages can be considered from the low processing RAM required. In 
addition, the solution seems very promising considering the compatibility with OPC-
UA/DA support. Finally, Red Hat Fuse ESB highlights the utilization of technologies 
like Apache Camel, which can be used over almost any operative system that has 
a java virtual machine.

System Integration

The integration of the adapters utilized in PERFoRM consider REST services 
(Angione et al., 2017). Those are instantiated in Java and are linked to MySQL 
databases. Data models are described using for instance JSON objects (syntactic 
interoperability). These models harmonize the communication of various actors 
e.g. machines, adapters, middleware, etc. The messages are consumed using REST 
services and are routed using the middleware. Additionally, the PERFoRM service 
provider includes WADL (Web application Description Language) as an integrated 
description into each service and can be used to expose and discover available services 
via the common API. XML and JSON are used to interface the various services and 
as a parsing mechanism decreasing the necessary integration.

This discussion does not claim to be a complete analysis of the PERFoRM 
architecture, but intends to show how new research effort is managing new challenges 
in the interoperability and integration of CPPS and how these results can bring new 
possibilities in the future of manufacturing.

CONCLUSION

Emerging technologies and paradigms in manufacturing like CPPS, cloud 
manufacturing, smart manufacturing, Internet of Things etc., follow a highly 
interoperable and decentralized structure. This arises a need for integration among 
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shop-floor devices, services and between enterprises and cloud service platforms. 
This chapter gives a brief overview of different interoperability approaches in smart 
manufacturing. The chapter also explains in detail the emerging technologies like 
MAS, SOA, Cloud and Edge/Fog for achieving interoperability. Future work in this 
direction will consider developing communication protocols built upon industrial 
standards e.g. OPC-UA and focusing on individual level of the network in smart 
manufacturing.
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