
New approaches for content-based analysis towards
Online Social Network spam detection

Enaitz Ezpeleta Gallastegi

Electronics and Computing Department
Goi Eskola Politeknikoa

Mondragon Unibertsitatea

June 2016





New approaches for content-based analysis towards
Online Social Network spam detection

Enaitz Ezpeleta Gallastegi

Supervisors:

Dr. Urko Zurutuza Ortega

Dr. José María Gómez Hidalgo

Thesis submitted for the degree of Doctor of Philosophy
at the University of Mondragon

Committee:
Chair: Dr. Manel Medina (Universitat Politècnica de Catalunya)
Member: Dr. Magnus Almgren (Chalmers University of Technology)
Member: Dr. José Ramón Méndez (Universidade de Vigo)
Member: Dr. Igor Santos (Universidad de Deusto)
Secretary: Dr. Iñaki Garitano (Mondragon Unibertsitatea)

June 2016





ama, aitte ta Geaxiri

Today is life, tomorrow never comes.
Matala, Crete.





Originality Statement

I declare that I am the sole author of this work. This is a true copy of the final
document, including any revision which may have been ordered by my examiners.
I understand that my work may be available to the public, either in the school
library or in electronic format.





Abstract
Unsolicited email campaigns remain as one of the biggest threats affecting mil-

lions of users per day. Although spam filtering techniques are capable of detecting
significant percentage of the spam messages, the problem is far from being solved,
specially due to the total amount of spam traffic that flows over the Internet, and
new potential attack vectors used by malicious users.

The deeply entrenched use of Online Social Networks (OSNs), where millions
of users share unconsciously any kind of personal data, offers a very attractive
channel to attackers. Those sites provide two main interesting areas for malicious
activities: exploitation of the huge amount of information stored in the profiles of
the users, and the possibility of targeting user addresses and user spaces through
their personal profiles, groups, pages... Consequently, new type of targeted attacks
are being detected in those communication means.

Being selling products, creating social alarm, creating public awareness cam-
paigns, generating traffic with viral contents, fooling users with suspicious attach-
ments, etc. the main purpose of spam messages, those type of communications
have a specific writing style that spam filtering can take advantage of.

The main objectives of this thesis are: (i) to demonstrate that it is possible to
develop new targeted attacks exploiting personalized spam campaigns using OSN
information, and (ii) to design and validate novel spam detection methods that
help detecting the intentionality of the messages, using natural language processing
techniques, in order to classify them as spam or legitimate. Additionally, those
methods must be effective also dealing with the spam that is appearing in OSNs.

To achieve the first objective a system to design and send personalized spam
campaigns is proposed. We extract automatically users’ public information from
a well known social site. We analyze it and design different templates taking into
account the preferences of the users. After that, different experiments are carried
out sending typical and personalized spam. The results show that the click-through
rate is considerably improved with this new strategy.

In the second part of the thesis we propose three novel spam filtering meth-
ods. Those methods aim to detect non-evident illegitimate intent in order to add
valid information that is used by spam classifiers. To detect the intentionality
of the texts, we hypothesize that sentiment analysis and personality recognition
techniques could provide new means to differentiate spam text from legitimate
one. Taking into account this assumption, we present three different methods: the
first one uses sentiment analysis to extract the polarity feature of each analyzed
text, thus we analyze the optimistic or pessimistic attitude of spam messages com-
pared to legitimate texts. The second one uses personality recognition techniques
to add personality dimensions (Extroversion/Introversion, Thinking/Feeling, Judg-
ing/Perceiving and Sensing/iNtuition) to the spam filtering process; and the last
one is a combination of the two previously mentioned techniques.

Once the methods are described, we experimentally validate the proposed ap-
proaches in three different types of spam: email spam, SMS spam and spam from
a popular OSN.





Laburpena
Hartzailearen baimenik gabe bidalitako mezuak (spam) egunean milioika er-

abiltzaileri eragiten dien mehatxua dira. Nahiz eta spam detekzio tresnek gero eta
emaitza hobeagoak lortu, arazoa konpontzetik oso urruti dago oraindik, batez ere
spam kopuruari eta erasotzaileen estrategia berriei esker.

Hori gutxi ez eta azken urteetan sare sozialek izan duten erabiltzaile gorakadaren
ondorioz, non milioika erabiltzailek beraien datu pribatuak publiko egiten dituzten,
gune hauek oso leku erakargarriak bilakatu dira erasotzaileentzat. Batez ere bi arlo
interesgarri eskaintzen dituzte webgune hauek: profiletan pilatutako informazio
guztiaren ustiapena, eta erabiltzaileekin harreman zuzena izateko erraztasuna (pro-
fil bidez, talde bidez, orrialde bidez...). Ondorioz, gero eta ekintza ilegal gehiago
atzematen ari dira webgune hauetan.

Spam mezuen helburu nagusienak zerbait saldu, alarma soziala sortu, sentsi-
bilizazio kanpainak martxan jarri, etab. izaki, mezu mota hauek eduki ohi duten
idazketa mezua berauen detekziorako erabilia izan daiteke.

Lan honen helburu nagusiak ondorengoak dira: alde batetik, sare sozialetako
informazio publikoa erabiliz egungo detekzio sistemak saihestuko dituen spam pert-
sonalizatua garatzea posible dela erakustea; eta bestetik hizkuntza naturalaren
prozesamendurako teknikak erabiliz, testuen intentzionalitatea atzeman eta spam-a
detektatzeko metodologia berriak garatzea. Gainera, sistema horiek sare soziale-
tako spam mezuekin lan egiteko gaitasuna ere izan beharko dute.

Lehen helburu hori lortzekolan honetan spam pertsonalizatua diseinatu eta
bidaltzeko sistema bat aurkeztu da. Era automatikoan erabiltzaileen informazio
publikoa ateratzen dugu sare sozial ospetsu batetik, ondoren informazio hori aztertu
eta txantiloi ezberdinak garatzen ditugu erabiltzaileen iritziak kontuan hartuaz.
Behin hori egindakoan, hainbat esperimentu burutzen ditugu spam normala eta
pertsonalizatua bidaliz, bien arteko emaitzen ezberdintasuna alderatzeko.

Tesiaren bigarren zatian hiru spam atzemate metodologia berri aurkezten di-
tugu. Berauen helburua tribialak ez den intentzio komertziala atzeman ta hori
baliatuz spam mezuak sailkatzean datza. Intentzionalitate hori lortze aldera, anal-
isi sentimentala eta pertsonalitate detekzio teknikak erabiltzen ditugu. Modu hone-
tan, hiru sistema ezberdin aurkezten dira hemen: lehenengoa analisi sentimentala
soilik erabiliz, bigarrena lan honetarako pertsonalitate detekzio teknikek eskaintzen
dutena aztertzen duena, eta azkenik, bien arteko konbinazioa.

Tresna hauek erabiliz, balidazio esperimentala burutzen da proposatutako sis-
temak eraginkorrak diren edo ez aztertzeko, hiru mota ezberdinetako spam-arekin
lan eginez: email spam-a, SMS spam-a eta sare sozial ospetsu bateko spam-a.
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CHAPTER 1

INTRODUCTION

"Spam is an irrelevant or unsolicited message sent typically to a large number of
users, for the purposes of advertising, phishing, spreading malware, etc." - Oxford
Dictionaries

This chapter gives a description of the problems, and the main motivations
that stimulate the author to provide a solution to the problems observed. The
main objectives that had to be performed during the development of the thesis
work are also given in this chapter, as well as the hypotheses that respond to the
proposed objectives. Finally, the main contributions of this thesis are described,
showing the publications associated with the main contributions.

1.1 Motivation
The mass mailing of unsolicited e-mails has been a real threat for years. Spam
campaigns have been used both for the sale of products as well as online fraud.
Researchers are investigating many approaches that try to minimize this type of
malicious activity that reports billions of dollars of benefits in an underground
economy.

Within the spam problem, most research and products focus on improving
spam classification and filtering. According to Kaspersky Lab data, the average
percentage of spam in email traffic in Q1 2016 amounted to 56.92%1. This per-

1https://securelist.com/analysis/quarterly-spam-reports/74682/spam-and-phishing-in-q1-

1



2 Chapter 1. Introduction

centage is 2.72 percentage point higher than in the previous quarter, Q3 20152,
which demonstrates that spam is a current threat.

The same study shows a dramatical increase of spam containing malicious
attachments in Q1 of 2016. This makes spam even more dangerous due to a
gradual criminalization of it, confirmed by this growth. Several issues like social
engineering, different types of attachments, diversity of languages take spam to a
new level of danger.

Moreover, the current massive publication of private information in OSNs, give
the attackers the possibility of using every single information against the users, like
personalizing spam emails. Those sites are also becoming an attractive segment
to act inside them. This is a significant risk if we take into account the amount of
users that the most popular OSNs count: Facebook reached 1.65 billion monthly
active users as of March 31, 2016 3; Youtube has counted over a billion users in
2016 4; and Twitter has 310 million monthly active users as of March 31, 20165.

Furthermore, in the same way that smartphones and online social networks are
growing up, short messages traffic is increasing in all sorts of communication. For
example, 6.1 billion people used an SMS-capable mobile phone on June 2015, what
means that SMS messages can reach more than 6 billion users [4]. In the same
way, WhatsApp, which is one of the most famous instant messaging applications,
reached 1 billion users on February 20166.

Malicious campaigns in SMS communication systems are specially effective due
to the phenomenal opening rate of 98% (for instance, email marketing reports a
22% opening rate)7. This demonstrates that there are billions of users whose pri-
vacy can be threatened sending an unsolicited instant short message (For example:
SMS, WhatsApp message...). Currently, with the 20-30% of all SMS traffic being
sent in China and India, SMS spam is being reported as an emerging problem,
specially in the Middle East and Asia [2].

1.2 Research Statement
This thesis aims to deal with the new business models that are growing around
spam. The study has been done under the assumption that personalized spam
messages will arise, specially inside OSN systems. Spammers might use personal
information from OSNs for different purposes, such as to perform targeted attacks.

2016/
2https://cdn.securelist.com/files/2015/11/Q3-2015_Spam-report_final_EN.pdf
3http://newsroom.fb.com/company-info/
4https://www.youtube.com/yt/press/statistics.html
5https://about.twitter.com/company
6https://blog.whatsapp.com/616/One-billion/
7http://goo.gl/CaxweY



1.2 Research Statement 3

The same way advertisement market targets users based on their behaviour and
digital fingerprints they generate, malicious users can adopt similar strategies.

Moreover, despite the necessity of using millions of messages to capture a few
potential buyers, the attackers can minimize the efforts to obtain higher profits.
This is possible because they can focus the campaign only on users susceptible to
fall into the trap.

The main objective of this thesis is to demonstrate that it is possible to develop
new spam types using OSN public information, and also to design novel filtering
model that would help with the detection of the former ones. This model should
be able to improve spam filtering rates, thus detecting the intention behind the
messages; intention of selling a product, intention of alarming users, intention of
fooling users, intention of altering the concept of a product or service, etc.

1.2.1 Objectives

Bellow the most important objectives of this project are presented:

• To demonstrate that developing personalized spam is possible and a real
threat.

• To improve current spam filtering techniques, by means of content-based
analysis of text messages, aiding to detect the intentionality of the spammers.

• To demonstrate that above-mentioned techniques can be used to distinguish
spam both on email and also on OSN and short message services.

1.2.2 Hypotheses

The next hypotheses try to formulate the research questions, that after giving a
response and validation, will make accomplish the aforementioned objectives:

• Emails or texts that use information from the person that is targeted, attract
the attention of the user, and therefore the personalized spam can maximize
the click-through rate.

• Current Natural Language Processing techniques can help analyzing the con-
tent of the messages, thus giving new means to identify the intention of the
spam text.

• The identification of the messages’ intention can be approached by senti-
ment analysis and personality recognition techniques. These techniques will
provide new features that improve current spam classification techniques.
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• OSN content and short messages reduce the length of the text, but maintain
the meaning of it. Hence, NLP and previous techniques will improve spam
detection in these communication channels.

1.3 Contributions
We summarize the main contributions of this thesis, showing the publications
associated with the main contributions:

• We evaluate the effectiveness of personalized spam campaigns. We demon-
strate that a classic spam model using online social network information
can obtain a 7.62% of click-through rate. We collect email addresses from
the Internet, harvest email owner information using their public social net-
work profile data, and analyze the response of personalized spam sent to
users according to their profile. Finally we demonstrate the effectiveness of
these profile-based emails comparing results between typical and personal-
ized spam. [47] [45]

• We improve classification rates of current spam filtering techniques using
sentiment analysis. We provide means to validate the assumption that be-
ing spam a commercial communication, the semantics of its contents are
usually shaped with a positive meaning. We produce the polarity score of
each message using sentiment classifiers, and then we compare spam filtering
classifiers with and without the polarity score in terms of accuracy and the
number of false positives. We demonstrate that sentiment analysis helps in
three different types of spam filtering: email spam, SMS spam and OSNs
spam. [43] [49]

• We demonstrate that it is possible to improve spam filtering using personality
recognition techniques. Using publicly available labeled (spam/legitimate)
datasets, we apply personality recognition techniques to each text and ag-
gregate the personality feature to the original dataset, creating a new one.
We compare the results of the best classifiers and filters over the different
datasets (with and without personality) in order to demonstrate the influ-
ence of the personality. Experiments show that personality feature helps in
email spam, SMS spam and OSNs spam filtering, improving the accuracy
and reducing the number of false positive of the best classifiers. [46] [44] [48]

• We create a new spam detection method that combining sentiment analysis
and personality recognition techniques is capable to detect non evident intent
in spam texts. Once again, the validation of the method has been done using
three different types of spam: email, SMS and OSN spam. [46]
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1.4 Publications

Parts of the work of this thesis has been published or accepted for publication in
national and international refereed conferences and journals:

Journal papers:

• Ezpeleta E., Zurutuza U., Gómez Hidalgo J.M., 2016. A study of the person-
alization of spam content using Facebook public information. Logic Journal
of IGPL. In Press.

• Ezpeleta E., Zurutuza U., Gómez Hidalgo J.M., 2016. Using Personality
Recognition Techniques to Improve Bayesian Spam Filtering. Journal Proce-
samiento del Lenguaje Natural, n 57. In Press.

Conference papers:

• Ezpeleta E., Zurutuza U., Gómez Hidalgo J.M., 2015. An Analysis of the
Effectiveness of Personalized Spam Using Online Social Network Public In-
formation. International Joint Conference - CISIS’15 and ICEUTE’15. Bur-
gos, Spain, 15-17 June. Advances in Intelligent Systems and Computing 369,
pp. 497-506, Springer International Publishing.

• Ezpeleta E., Zurutuza U., Gómez Hidalgo J.M., 2016. Does Sentiment Anal-
ysis Help in Bayesian Spam Filtering?. Hybrid Artificial Intelligent Systems.
Seville, Spain. 18-20 April. Lecture Notes in Computer Science, Volume
9648, pp. 79-90, Springer International Publishing.

• Ezpeleta E., Zurutuza U., Gómez Hidalgo J.M., 2016. Short Messages Spam
Filtering Using Personality Recognition. CERI ’16. 4th Spanish Conference
in Information Retrieval. Granada, Spain. 14-16 June. ACM International
Conference Proceeding Series (ICPS).

• Ezpeleta E., Zurutuza U., Gómez Hidalgo J.M., 2016. Short Messages Spam
Filtering Using Sentiment Analysis. Text, Speech and Dialogue TSD. Brno,
Czech Republic. 12-16 September.Lecture Notes in Computer Science. Ac-
cepted for publication.

• Ezpeleta E., Zurutuza U., Gómez Hidalgo J.M., 2016. Los spammers no
piensan: usando reconocimiento de personalidad para el filtrado de spam en
mensajes cortos. RECSI 2016. XIV Reunión Española sobre Criptología y
Seguridad de la Información. Menorca, Spain. 26-28 October. Accepted for
publication.
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1.5 Organization of Dissertation
The rest of this dissertation is organized as follows. First of all, some background
information about spam is provided in Chapter 2. Different types of spam, as well
as the current spam detection methods are explained. Finally, the problem caused
by this threat in OSNs is presented.

In Chapter 3, personalized spam is created using OSNs public information in
order to demonstrate the effectiveness of this type of spam. A system to auto-
matically send spam campaigns is created and real experiments are carried out to
analyze the differences between common spam versus personalized campaigns.

Chapter 4 presents a new spam detection method using the polarity of each
text, which is extracted using sentiment analysis techniques. This method is vali-
dated using several datasets that represent different types of spam.

In Chapter 5, the new proposed spam filtering method uses personality recog-
nition techniques in order to extract the personality feature of each text. Also, in
this case, different tests are presented to validate the proposed method.

In Chapter 6, we explore how the combination of the two previous methods af-
fect spam filtering. Each text is analyzed using sentiment analysis and personality
recognition techniques, and the results are compared with the previously obtained
results.

Finally, Chapter 7 summarizes the results and the contributions of this disser-
tation, and stimulating future work is discussed.



CHAPTER 2

TECHNICAL BACKGROUND

The goal of this chapter is to present the state of the art in the areas where the
research project aims at contributing with new proposals. Additionally, it seeks
to familiarize the reader with the terms used throughout the document.

This chapter has four different sections. First, the section where the spam
threat is described. Second, learning-based filters for spam detection are explained.
Third, content analysis based Natural Language Processing techniques for spam
filtering are described. And finally, security issues in Online Social Networks (OSN)
are presented.

2.1 Spam

Spam is one of the most common problem of digital communications. Currently,
it can be found in several format such as email spam, SMS spam, social spam,
opinion spam, etc. In this section a brief introduction to the spam problem is
presented.

2.1.1 Email spam

56.92% of all emails sent worldwide are unsolicited emails (spam), online fraud
(scam) and phishing emails [87].

Spam is defined as unsolicited emails sent via Internet. The term spam is taken
from a luncheon meat, used in a Monty Python sketch in which Spam is included in

7
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almost every dish. Internet users stated to use this word to denominate unsolicited
emails, and currently this word is commonly accepted.

In SpamHaus’s opinion [127], the word spam, is referred to unsolicited, massively-
sent electronic messages. It includes: messages with commercial information, with
attached malware, phishing scams, email chains or hoaxes. This features are re-
quired for marking an email as spam. From a technical point of view, emails with
the following features are considered spam [127]:

• The recipient’s personal identity and context are irrelevant because the mes-
sage is potentially applicable to a large number of recipients.

• The sender does not have permission from the receiver to send him a message.

The transmission of spam has different negative consequences [27]:

• Direct consequences: Spam provides to the attackers a channel to sell prod-
ucts, to install viruses, to use the computer of the victim with other fraud-
ulent purposes...

• Network resource consumption: As spam represents more than 50% of all
email traffic, the bandwidth and storage consumption is significant and can
affect communication infrastructures.

• Human resource consumption: It is a waste of time to sort through an inbox
full of spam emails.

• Lost email: Spam detection techniques can mistakenly classify a legitimate
message as spam.

Spam is considered an asymmetric threat. On the one hand, it is very easy to
generate and send messages massively, but on the other hand, it requires a good
organization and high costs for removing the unsolicited messages.

In order to mitigate the increase of these malicious practices, in recent years
several legislative measures have been gradually adopted in the USA and Europe.
However, the effectiveness of the laws have been proven very limited as users con-
tinue receiving spam emails [87]. Currently, different type of filters and techniques
are used to classify spam messages automatically.

The differences between spam and legitimate messages are not directly reflected
by simple attributes of the message such as sender’s email address, the domain that
is used for sending the message, its size, the existence of a given term, etc. However,
there are statistical relationships between these attributes and the nature of the
messages. Current techniques for email filtering are based on those statistics.
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2.1.2 SMS spam

During the last years, malicious users have detected that instant message services
are suitable platforms to perform malicious activities, specially attracted by the
huge amount of users these cope with. Among all the instant message services,
in this dissertation we are focusing specially on SMS messages. Those are struc-
turally similar to other currently very consumed short message applications such
as WhatsApp or even Twitter. Our decision to focus on certain types of messages
is principally based on the public access to labeled datasets needed to generate
and validate classification models. This approach provides the possibility of com-
paring our results with previous works. We also base our decision on the fact that
SMS spam is a real and emerging problem in countries of large population1, and
also used by people of countries where SMS services are not charged by mobile
operators.

In [32], authors presented a survey on filtering SMS spam and showed recent
developments in SMS spam filtering. Also, they show a brief discussion about
publicly available corpus and availability for future research in the area.

Authors in [7] compared different machine learning methods and indicated that
Support Vector Machine technique was the best one during their experiments.
They obtained an accuracy of 97.64% in spam filtering using this method. Fur-
thermore, they offer a public and non-encoded SMS spam collection that can be
used by the research community. This study brings us the possibility to test with
the same dataset and to compare results.

In other recent studies such as [111] and [109], two-level classifiers, where two
classifiers are applied and the second level classifier complements the first level, are
used to improve the classification. In this study we are going to focus on improving
one-level learning-based classifiers.

2.1.3 Spam detection

The first known spam message appeared publicly on 3rd May, 1978, when DEC
Marketing Company sent a message to 400 people via Arpanet [151, 15]. Since
then, spam has grown in an underground industry sending out billions of messages
every day [86]. The user needed to filter and delete those unsolicited messages
manually. Therefore researches started to design and develop automatic filters as
a premier solution, combining these filters with reputation, and protocol related
techniques. Currently it is possible to find several types of filters, which can be
classified into two groups: content-based techniques and collaborative techniques
[117] [106].

1https://goo.gl/g6R7uW
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Content-based techniques

Content-based techniques are based on the analysis of text or images of messages
to classify them. Some commonly used features are: the number of words, the
average length of words, keywords, etc. As authors explain in [140], these filters
can be hand-made rules, also known as heuristic filters, or learned rules using
Machine Learning algorithms. There are several different types of content-based
filters as authors described in [106]:

• Content-based filtering using Bayes filters: Probabilistic classifiers based on
Bayes’ theorem, they assume strong independence between features. Naives
Bayes and Flexible Bayes are two of those filters. More details about those
filters are presented in Section 2.2.

• Classification using Support Vector Machines(SVM): A SVM constructs a
hyperplane that separates spam and legitimate classes [106].

• Combinations of weak classifiers: Several weak classifiers are used (generally
decision trees) to improve the classification in a cooperative way. AdaBoost
and Random Forests are two examples of this type of classifiers [106].

• Rule learning algorithms: The knowledge is stored as rules. Those rules are
extracted from an email set. RIPPER and IREP [25] models can be good
examples of rule learning algorithms.

• Pattern recognition techniques: The main objective is to obtain patterns
analysing exhaustively the body of the messages. Chung Kwei technique
[133] is a well known example.

• Term and document frequency analysis: They are based on the analysis of
the frequency of documents containing a term, and the frequency of a term
in a corpus. One example of this type os content-based filter is Rocchio [83].

• Case-based reasoning(CBR): CBR’s are Hybrid models. Past experiences
are used to solve new problems. CBR implements four phases for each clas-
sification: recovery of similar cases, reuse, revision and learning. Popular
examples of those model is ECUE [33].

• URD - URL Semantic analysis: First, URLs are extracted from the body of
the received message. In the next step they execute a content-based analysis
in the text of the URL. This technique makes possible the detection of spam
in URL’s that are not categorized, but have very descriptive text [106].
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• URAC - Content analysis of URLs: In this case, the URL contained in
the body of the message is extracted. The HTML code of the web site is
obtained. Then, such code is analyzed in order to detect spam using differ-
ent dictionaries. This technique offers: cache support, redirections support,
analysis of the redirection URLs and analysis of the URL extracted from the
HTML code [106].

Collaborative techniques

Collaborative techniques are based on the work of the whole community, as infor-
mation about spam messages is shared among the users, instead of using individual
filters. If one user receives a spam message and manually filters it, all users in the
community get information about such spam. This technique minimizes false pos-
itive rates.

Those techniques are classified in [106] in the next groups, based on the infor-
mation that is shared:

• Content-summary based filters: The hash (MD5, SHA1, etc.) of the message
content is shared on those filters. Some examples are: Razor [125] and Pyzor
[5].

• Header extracted data-based filters: Data of the sender (email address, do-
main or IP address) or the subject is shared. There are two main types:
black list based and white list based. Well known black list example is SBL
[126].

• DNS-based Blackhole List (DNSBL) - Spammer catalogue: IP addresses are
analyzed using DNSBL providers. First, a list of IPs related with an email
is built. After that, searches are executed using the DNSBL providers.

Reputation-based techniques

Reputation-based techniques store different information of the spam sources, such
as IP address or the history of emails. Some of those techniques are [1]:

• LRL - Contextual reputation database: LRL technique aims at reducing the
percentage of false positives in the filter. The history of the sender is used
(analysing sent emails) to classify new messages.

• LNI - Optenet reputation database: In this technique the IP addresses of the
emails are analysed. The sender IP address is searched in the reputation
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database that Optenet company 2 owns. If the email is classified as spam, a
reputation analysis of the email elements is executed.

• URL - Verification of URLs in category database: This technique work in the
following way: First, all the URLs are extracted from the incoming message.
After that, those URLs are stored in one list. In the next step, the system
attempts to find those URL in a database to obtain its class. If there is
a coincidence between this class and any of the classes configured for URL
detection, the message is classified as spam.

• IPR - External reputation database: Anti-spam services are able to combine
with external IP reputation services, such as Commtouch3. This technique
analyzes IP addresses extracted from the message, and calculates the repu-
tation using the information of an external supplier.

Other technique:

Some other techniques for spam detection have been proposed that can not be
classified into one of the analysis types we have considered so far. These techniques
are described below:

• SPF - Sender Policy Framework: This technique analyzes the IP address of
the message. Specifically, it verifies if the sender’s IP address is allowed to
send a message using the domain name that uses.

• LNG - Shared lists of suspicious addresses: A database with usual spam
sender addresses is used to classify messages. If the sender address is in the
database, the message is classified as spam.

• MD5 - Proprietary digital signature verification: This technique uses the
MD5 hash of the attached file in order to search for such files in a historical
database of spam attachments.

• RDNS - Reverse DNS Resolution: This technique is used in the cases were
the IP address is inserted in links that are in the content of the message. For
this purpose, the URL associated to the IP address is calculated, and then
it is searched in a database.

2http://www.optenet.com/
3http://www.commtouch.com/
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2.2 Learning-Based Filtering

In the literature we can see that in many cases Bayesian Filters are used instead
of learning-based filters.

During the last years, several techniques to detect unsolicited emails have been
developed [136]. Among all proposed automatic classifying techniques, machine
learning algorithms have achieved more success [27]. For instance, different studies
such as [153] obtained precisions up to 94.4% using this kind of techniques.

In this thesis we focus on filters that are able to work with the content of the
messages: content-based filters.

Teli et al. presented in [141] a comparison between various existing spam
detection methods including rule-based system, IP blacklist, Heuristic-based filters,
Bayesian network-based filters, white list and DNS black holes. They concluded
that the most effective, accurate, and reliable spam detection methods were the
Bayesian based filters.

In [103] some of the content-based filtering techniques are studied and ana-
lyzed, and the Bayesian method was selected as the most effective one (classifying
correctly the 96.5 % of messages). Furthermore, in [38] authors demonstrated that
although more sophisticated methods have been implemented, Bayesian methods
of text classification are still useful.

2.2.1 Learning Algorithms

The learning algorithms behind learning-based spam filtering techniques are con-
sidered the central part according to [140]. These algorithms aim at obtaining the
most accurate approximation to a perfect classification (no mistakenly classified
messages). In spam classification several learning algorithm families have been
applied: probabilistic Naive Bayes [8, 9, 62, 121, 128, 138], rule learners [50, 121],
Decision Trees [21, 50], linear SVM [37], classifier committees [138], Cost-Sensitive
learning [71], and Instance Based k-Nearest Neighbors (kNN) [9]. In this section
we explain the most important learning families.

Probabilistic Approaches

Thanks to its simplicity and proven results, those approaches are commonly used
in spam filtering. They are one of the first presented filters, but are very used in
recent years [61]. Based on the Bayes Theorem [94], they compute the probability
for a document d to belong to a category ck as authors explain in [140]:

P (ck|d) = P (ck)P (d|ck)
P (d)
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In some cases, it is common that using Bayesian learner terms in a document
are considered independent and their order is considered irrelevant. That is the
way "Naive Bayes" learner is defined [94, 105], being the version published in [61]
one of the most frecuently used.

Decision Trees

Decision tree learning uses a decision tree as a predictive model which define
different observations about an item in order to classify it.

A Decision Tree is a finite tree with branches annotated with tests, and leaves
being categories. It uses a Boolean expression about the items in the document.
To classify a text, we start from the top of the tree and taking into account the
different conditions in branches we follow true answers through the tree. We repeat
the evaluations until a leaf is reached and a text is classified.

Some of the most common algorithms are: ID3 [54], C4.5 [26], and C5 [95].

Rule Learners

The base of Rule Learners learners are the "if-then" type rules, which are designed
to be applied sequentially.

Like decision trees, rule learning algorithms are popular because the knowledge
representation is very easy to interpret.

Support Vector Machines

Support Vector Machines are currently considered as one of the best algorithms in
spam classification [28, 37].

A SVM is a discriminative classifier formally defined by a separating hyper-
plane. The algorithm outputs an optimal hyperplane, which categorizes new ex-
amples, given a labeled training data.

k-Nearest Neighbors

New instances are classified as a majority class among the nearest k neighbors
among all the training data.

Those kind of algorithms are called lazy, because during the training phase
only the instances are stored, and they do not build any model. The classification
is done once the test instance is evaluated. It is a non parametrical algorithm,
because no assumptions are done about the distribution of the data.

The popular kNN classifier was introduced in [170].
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Classifier Ensemble

Classifier Ensemble learning methods generate multiple classifiers to form a com-
mittee by repeated application of a single base learning algorithm. Three main
techniques are used: bagging, boosting, and stacking.

In bagging, several classifiers are trained using different subsets and at the end,
these classifiers vote a final decision.

In boosting, a series of classifiers are trained on the dataset. Those classifiers
put more emphasis on previously failed training examples. In other words, each
classifier makes more effort in the failed training set of the previous classifier in
order to improve the classification in a series of classifiers.

Stacking is a short name for Stacked Generalization [138] which uses multiple
models to combine their predictions.

Cost-Sensitive Learning

Cost-Sensitive Learning takes into consideration the cost of misclassification, in
order to minimize the total cost. For example, in spam classification, it is more
important to reduce the number of false positives than true positives. This type
of learning give the posibility to penalize more one case than the other.

Three main methods for making algorithms cost-sensitive are compared in [71],
concluding that the most effective one is the combination of SVMs and weighting.

2.3 Natural Language Processing Techniques for
Spam Filtering

In [96], Natural Language Processing or NLP is defined as:

Definition 2.3.1 A theoretically motivated range of computational techniques for
analyzing and representing naturally occurring texts at one or more levels of lin-
guistic analysis for the purpose of achieving human-like language processing for a
range of tasks or applications.

NLP is used for several applications. In [23], the most important disciplines
are summarized as:

• Natural Language Text Processing Systems: The objective is to translate
potentially ambiguous texts into unambiguous representations to perform
matching and retrieval using them [96].

• Abstracting: Abstracting techniques aim at generating summaries of texts.
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• Information Extraction: It is possible to extract certain information using
NLP.

• Information Retrieval: This is concerned with storing, searching and retriev-
ing information.

• Machine Translation: Automatically translate text from one language to
another.

• Sentiment analysis: Sentiment analysis aims to determine the attitude of
a speaker or a writer with respect to some topic or the overall contextual
polarity of a document.

Currently, the most known application of NLP is machine translation, and it is
mainly used for website translation. But those techniques make a literal translation
of the sentences, while the meaning may vary depending on the context of the
message. In human language, the relation between the meaning and the context
is very important.

As mentioned in [55], in the late 90’s some studies started analysing those
relations (topic analysis) [11, 88]. But it was in the beginning of the year 2000
when the research effort grew up exponentially [72, 135, 99, 34, 147, 132].

Since 2000, NLP approaches are used for sense detection in combination with
Machine Learning and semantic analysis techniques to improve the results.

Focusing on how NLP works, 4 stages can be defined [55].

• Morphological analysis: Morphology is the structure of the word. It aims to
analyze the individual words into their components, and it is able to detect
the relation between the minimum units that form the sentence [10]. For
this purpose, in this type of analysis it is important to separate non-word
tokens from words. Moreover, the analysis is concerned with inflection and
also with derivation of new words from existing ones. One example of this
kind of analysis is Stemming, which extracts the root of each word.

• Syntactic analysis: Here, the analysis focuses on the words that form a sen-
tence to know the grammatical structure of the sentence [139]. The words are
transformed into structures that show how the words relate to each others.
These grammatical units are formed by rule-sets like: (1) PP = preposi-
tional phrase; (2) NP = noun phrase; (3) VP = verbal phrase and (4) Det
= determinant.

• Semantic analysis: [60] This analysis examines sentences and its codification
to get the meaning and sense according to the context. This stage uses the
meanings of the words to extend and disambiguate the result returned by
the syntactic parse.
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• Pragmatic analysis: This is an additional stage of analysis concerned with the
pragmatic use of the language [167]. This is important in the understanding
of texts and dialogues. This analysis is one of the most complex because
it tries to contribute with more significant information about word senses,
according to speech and participant information [55].

Spam detection using NLP

According to [59] it is possible to improve spam detection using NLP techniques.
Giyanani and Desai used NLP for the design of a new method. Their method
blocks spam messages based on the sender and the content of the email.

2.3.1 Text Mining

As Tan described in [148], text mining is also known as text data mining [67]
or knowledge discovery from textual databases [52]. It is a process of extracting
interesting and non-trivial patterns or knowledge from text documents. In studies
such as [51, 143], it is considered as a subarea of data mining or knowledge discovery
from databases (KDD).

Hearst [66] defines Text Mining as:

Definition 2.3.2 The discovery of new, previously unknown information, by au-
tomatically extracting information from different written resources.

According to [148], text mining is used in different research areas as Informa-
tion Retrieval [68], NLP [90] or Information Extraction [165]. It is considered an
interdisciplinary field which is composed by: data mining, web mining, information
retrieval, information extraction and NLP [130].

In order to apply text mining techniques text preprocessing is applied usually
previously, specially for mining large document collections. In this process, a set
of words is collected from the text documents and stored in a dictionary. Fil-
tering, lemmatization and stemming methods can be used to reduce the size and
complexity of the document [73].

• Filtering: To remove words that are not related to the documents (articles,
conjunctions...).

• Lemmatization: To group declined forms of words, to be analyzed as a single
term.

• Stemming: To identify each word by its root (For example: removing "ed"
from past tense).
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The main reason for applying text mining techniques is to structure text docu-
ments [73]. The following are the most important techniques in text mining [130].

• Feature extraction: The main task is to extract parts of the text and assign
specific attributes to them.

• Classification: Text classification aims to assign pre-defined classes to text
documents [107].

• Clustering: The goal is to find groups of documents based on their own
features, without pre-defined classes.

• Summarization: It is the operation that decreases the amount of text in a
document, minimizing the loose of its meaning.

According to [130], text mining has been applied to text areas:

• Internet: To support automatic classification of texts.

• Insurance: Insurance companies receive information that is stored and can
be given as input to text mining algorithms to obtain useful knowledge.

• Sentiment analysis: To identify how sentiments are expressed in texts and
whether the expressions indicate positive, negative or neutral opinions about
the topic.

• Bioinformatics: To translate biomedical literature from unstructured format
into a structured format.

• Identifying patterns and trends in journals and proceedings: To obtain knowl-
edge from a big amount of journals and articles to be used by researchers.

Besides these applications, in [39] authors demonstrate that it is possible to
develop an anti-spam system using text mining techniques. Further, in [93], a novel
text mining model is developed and integrated into a semantic language model for
the detection of spam reviews.

2.3.2 Sentiment analysis and opinion mining

In [98], sentiment analysis (SA) or opinion mining is defined as

Definition 2.3.3 The computational study of people’s opinions, appraisals, atti-
tudes, and emotions toward entities, individuals, issues, events, topics and their
attributes.
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Text analysis and computational linguistics are used in SA to identify and extract
subjective information in source material natural language processing.

As explained in [119], the area of SA has had a huge burst of research activity
during the last years, but there has been a continued interest for a while. It
is possible to find early works in this topic, like those in [19] and [166]. Later,
research was focused on topics like interpretation of metaphors, narrative, point
of view, affect, evidentiality in text, and related areas [65, 75, 85, 137, 159, 161,
162, 163, 164]. But the huge increase of SA-related research effort begins in year
2001, when researches started to solve different problems using SA techniques
[20, 30, 31, 36, 99, 120, 150, 152, 158, 171].

Currently there are several research topics on opinion mining [98]:

• Document sentiment classification: The main objective of this area is clas-
sifying the opinion of a document as positive or negative [119]. In order to
classify such sentiment, some researchers use supervised learning techniques,
where three classes are previously defined (positive, negative and neutral)
[120]. Some other authors propose the use of unsupervised learning. In
unsupervised techniques, opinion words or phrases are the dominating indi-
cators for sentiment classification [154].

• Sentence subjectivity and sentiment classification: In the same way that it
is possible to classify documents based on their polarity, it is also possible
to classify sentences. Given a sentence, two sub-tasks are performed: (1)
Subjectivity classification [135, 134, 160], to define if it is a subjective or
objective sentence, and (2) sentence-level sentiment classification (positive
or negative opinions).

• Opinion lexicon expansion: In the previous tasks, the use of opinion related
words is necessary. In this area, those words are generated from three differ-
ent approaches: (1) manual approach, (2) dictionary-based approach, using
small, manually made, set of word combinations with online dictionaries
[74, 89], and (3) corpus-based approach, rely on syntactic or co-occurrence
patterns and also a seed list of opinion words to find other opinion words in
a large corpus [64].

• Aspect-based SA: There are some cases where the author writes both pos-
itive and negative aspects of an entity, although the general sentiment on
the entity may be positive or negative. In those cases, document or sentence
classification is not enough to extract the details needed for many applica-
tions. To obtain these detailed level, we need to focus on the aspect level,
where two tasks are determinant:
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– Aspect extraction: This task aims to extract the aspect that have been
evaluated. For example, in the sentence: "The consumption of this car
is very low", the aspect is "consumption".

– Aspect sentiment classification: It specifies if the opinion related to the
aspect is positive, negative or neutral. In the previous example, the
opinion about the "consumption" is positive.

• Mining comparative opinions: Analyzing comparative sentences as useful
is as analyzing regular opinion sentences. In this case, the objective is to
evaluate comparative sentences, where two different ’products’ are compared.
Different studies solve these type of problems [31, 35, 56, 79].

Opinion spam detection

In the Web 2.0 era, writing and reading user opinions about a product is very
common. For instance, many people rely on opinions to decide if it is worth buying
a product or not. Based on this argument, some companies started writing false
opinions to increase their sales. This problem called opinion spam was introduced
by Jindal and Liu in [81, 80].

It is possible to deal with opinion spam using different techniques as:

• Spam detection based on supervised learning: It uses machine learning algo-
rithms to train a classification model based on previously labelled classes.
While manual labelling is time consuming, previous research exploit other
possibilities such as detection of duplicate reviews [81].

• Spam detection based on abnormal behaviours: Due the difficulty of cor-
rectly/reliably detect opinion spam based on supervised learning (because of
false positive/false negative problems), researchers have proposed behaviour-
based detection models. In [97] for example, authors identify unusual re-
viewer behaviour models so as to detect the spammers. They derive an
aggregated behaviour scoring method to rank reviewers according to the
degree they demonstrate spamming behaviours. In [82], authors identify
unusual reviewer behaviour patterns via unexpected rule discovery [98].

• Group spam detection: This technique is focused on detecting a group of
spammers that work together to promote or demote a product or a brand.
The algorithm is explained in [108].

Opinion mining and OSNs

Due the increase of OSN popularity, they are becoming a very good scenario and
information source for SA.
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In [112], authors apply SA techniques over more than 1,000 Facebook posts
about newscasts, comparing the sentiment for the Italian public broadcasting ser-
vice RAI.

Moreover, in [149] Tan et al. demonstrated that the information about social
relationships extracted from OSNs can be used to improve user-level SA.

2.4 Security in Online Social Networks

An Online Social Network (OSN) can be defined as:

Definition 2.4.1 A web site whose purpose is to allow users to interact, commu-
nicate, share content and create communities.

In [17], the authors explained the possible activities that a OSN is supposed to
allow users:

• To construct a public or semi-public profiles within a bounded system.

• To articulate a list of other users with whom they share a connection.

• To view and traverse their list of connections and those made by others
within the system. The nature and nomenclature of these connections may
vary from site to site (Followers in Twitter, friends in Facebook...).

Over the last few years, OSNs have become one of the main ways to keep track
and communicate with people. Sites such as Facebook and Twitter are consistently
among the top 10 most-viewed web sites on Internet [6]. Moreover, statistics show
that, on average, users spend more time on popular social networking than in any
other sites [6].

The tremendous increase in popularity of OSNs allows malicious users or groups
to collect a huge amount of personal information about users [41]. Unfortunately,
this wealth of information, as well as the ease with which one can reach many
users, also attracted the interest of attackers. Consequently, researches started to
protect user privacy in OSN.

Online social network security

Considering the large number of users and information in OSNs, the protection
of users’ privacy, of their communication channels, as well as trust among parties
becomes necessary. In consequence, OSNs spend a lot of resources generating and
improving their security strategies. In [145], authors present a tool called Facebook
Immune System. They believe this tool has contributed to making Facebook the
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safest place on the Internet for people and their information. But OSNs provides
attackers different possibilities to perform attacks. In [3], authors explained the
logical evolution from traditional attacks to more specific forms that leverage OSN
information.

For example as Mahmood shows in [100], OSNs can be used by criminals with
different objectives:

• To find incentives for a crime.

• To plan the crime’s execution.

• To make an escape plan.

In order to satisfy such objectives, criminals only need few information from the
user profiles. As a result, protection of users is not straightforward, if they share
their own information publicly.

Furthermore, Makridakis et al. [102] demonstrate that online social networking
web sites have the ideal properties to become attack platforms. Their results
showed that it is possible to implement an application that can:

• Launch DDoS attacks in OSNs.

• Retrieve remote files from a user’s machine.

• Leak user’s private data.

In [122] authors describe how can an OSN like Facebook be exploited and
converted into an attack platform. They show how a Facebook application can
be used to collect user information, and then perform malicious actions against
them, based on user’s installed applications and open ports. They also showed
some security leaks they observed during the study.

Polakis et al. [124] focused on the security problem of the Social Authentication
system used by Facebook. This system required users to identify some of their
friends in randomly selected photos in order to get into the system. Authors used
widely available face recognition software and services to break the authentication
with high accuracy. Finally they developed an automated social authentication
breaking system.

Focusing on Facebook, Bonneau et al. summarized in [16] the main vulnerabil-
ities of OSNs, are (1) resources for social engineering, (2) access to personal data,
(3) data centralization and (4) underground economy (OSNs earn money with our
information). Thereby, the most feasible threats in Facebook are:

• Clickjacking. Hidden code in some malicious websites can give to the attack-
ers the control of your browser. By clicking links to those pages, attackers
can insert code or information in your Facebook profile.
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• Specific worms developed to attack OSNs users.

• Spam in private messages, in the wall, in events and in chat.

• Malicious pages and groups. Where attackers attract users with interesting
advertisements.

• Fake notification messages. Attackers send emails using the Facebook’s style
using public data.

To deal with those security problems in Facebook, many studies are being car-
ried out. In [129], authors implemented a Facebook application with the objective
of detecting all kind of malware distributed on the OSN. They designed an effi-
cient malware detection method which takes advantage of the social context of
posts. During the research, they could observe that the malware inside Facebook
is evolving from the traditional spam to specific spam in applications and in pages
hosted on Facebook.

Other example of study with the aim of protecting users from different types of
attacks is [70]. The authors demonstrate the possibility of creating an online social
honeynet to protect the users from web crawlers. They show that the amount of
OSN data disclosed to the web crawler can be kept at low levels.

Online social network spam

Numerous research related with spam and OSNs has been carried out. Researchers
from the University of California at Santa Barbara proved that spam is a very big
issue for OSNs [146]. In their research, they created a large and diverse set of false
profiles on three large social networking sites (Facebook, Twitter and MySpace),
and they stored the contacts and messages they received. They then analyzed the
collected data and identified anomalous behaviors of users who contacted their
profiles. Based on the analysis of this behavior, they developed techniques to
detect spammers inside OSNs, and they aggregated their messages in larger spam
campaigns. Results show that it is possible to automatically identify accounts used
by spammers, and block these spam profiles.

Other study can be found in [58]. Authors carried out a study to quantify
and characterize spam campaigns launched from accounts on OSNs. They studied
a large anonymized dataset of asynchronous "wall" messages between Facebook
users. They analyzed all wall messages received by roughly 3.5 million Facebook
users, and used a set of automated techniques to detect and characterize coordi-
nated spam campaigns. This study was the first to quantify the extent of malicious
content and compromised accounts in a large OSN. While they cannot determine
how effective these posts are at soliciting user visits and spreading malware, their



24 Chapter 2. Technical Background

result clearly showed that OSNs are now a major delivery platform targeted for
spam and malware. In addition, their work demonstrates that automated detection
techniques and heuristics can be successfully used to detect social spam.

Further, a spam detection framework is proposed by Wang et al. in [157].
They developed a framework for spam detection which is able to run across OSNs.
This framework has the next characteristics that may benefit the users’ security:
(1) the spam detection system collects more data as it uses several OSNs; (2) the
framework is scalable (it is possible to add new detecting techniques); and (3)
new OSNs can be plugged into the system easily. An equally important study
is presented in [40]. The authors developed a tool that detects compromised ac-
counts based on anomalies detected in user behaviour. To build a behavioural
profile seven features are used: Time (hour of day) the account is typically active,
message source, message text (language), message topic, direct user interaction
(interaction history for a user) and proximity. The tool detects sudden changes
in user activities, being those changes malicious or benign. Then they look all
the profiles that have shown similar changes within a short period of time. They
detect the compromised accounts assuming that this similar behaviour changes are
part of a malicious campaign.

In [24] and [57], authors used classification and clustering techniques to detect
spam campaigns inside different OSNs such as Facebook and Twitter.

In terms of spam inside OSNs, it is important to mention that a huge amount
of studies about spam in Twitter have been performed. As we can see in [92], this
micro blogging website is very useful to use as information diffusion tools, hence
it becomes a suitable platform to perform spam attacks. At the same time, the
open nature of Twitter makes it a worthy platform to carry out various research
works. For example, authors explain in [168] how criminal accounts mix into and
survive in the whole Twitter space.

Moreover, Song et al. [144] explain how to detect spam accounts instead of
detecting spam messages. They demonstrate how spammer detection without
reading messages is possible. They use distance (when two users are directly
connected by a single edge, the distance between the users is one) and connectivity
(the strength of the relationships) between receiver and recipient which are hard
to manipulate by spammers and effective to classify them.

In [156], authors explain how to detect spam accounts in Twitter, but in this
case they use both graph-based and content-based detection methods. In the first
one they use the relationship between number of users they follow and number of
followers they have. Results show that few spam accounts follow large amount of
users, even if some spammers have many followers. In this last case, they use novel
content-based techniques such as duplicate Tweets, replies and mentions, HTTP
links and trending topics for spammer detection. Later, Yang et al. [169] explain



2.4 Security in Online Social Networks 25

how to improve previous spam detection system in Twitter. They were able to
achieve a higher detection rate while keeping an even lower false positive rate.

While most of the research focus on spam campaigns that might appear inside
OSNs [172], we still think that a combination of typical spam and OSN spam
exposes serious threats that needs to be addressed.





CHAPTER 3

EFFECTIVENESS OF PERSONALIZED SPAM

With the rise of online social networks (OSNs), and more specifically Facebook,
which has more than 1.59 billion monthly active users as of December 20151, the
extraction of personal information that users leave public on their profiles multiply
spam success possibilities. Facebook provides a great opportunity for attackers to
personalize the spam, so a much lower volume of messages would get a higher
return on investment.

The main objective of this chapter is to measure the consequences of display-
ing information publicly in OSNs. It also aims to demonstrate that techniques
for generating personalized email that evade current spam detection systems while
increasing the click-through rate can be developed. These techniques can enable
new forms of attacks. First we extracted email addresses while crawling the Inter-
net. These addresses were then checked on Facebook to look for related profiles.
Once obtained a considerable quantity of user addresses, we extracted all the re-
lated public profile information and temporally stored it in a database. Then this
information was analyzed in order to design user profiles based on their main ac-
tivities in Facebook. Email templates were generated using common information
patterns. Finally, to demonstrate the effectiveness of these templates when sys-
tems circumvent spam detection, different experiments have been performed. We
collected sufficient evidence to confirm that the goal was successfully achieved.

1http://newsroom.fb.com/company-info/

27
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3.1 Relevant Proposals

During the last years several works about the possibilities to create personalized
spam or collect personal information from different OSNs have been proposed.
For instance, in [63] authors launch targeted and non-targeted attacks on different
channels using information from Facebook accounts.

In [16], researchers at University of Cambridge and Microsoft analyzed the
difficulty of extracting user information from Facebook to create user profiles. They
described different ways of collecting user related data, and they demonstrated
the efficiency of the proposed methods. Authors conclude that the protection of
Facebook against information crawlers was low. They also proved that large scale
collection of data is possible. While it is true that Facebook has improved its
systems’ security since then, like limiting its own query language, the research
proved that data extraction was effective.

In [14] researchers found a Facebook vulnerability giving attackers the possi-
bility of searching people through email addresses in OSNs. Starting from a list of
different emails, they managed to connect those email addresses with the account
of their owners. After that, they collected all the information they could, and
created different user profiles. This work gave a baseline for allowing attackers
to launch sophisticated and specific attacks, but still did not realize about the
potential of creating personalized spam campaigns. In the same direction, Polakis
et al. showed in [123] the potential of creating personalized spam campaigns in
different OSNs.

3.2 Creating a Personalized Spam Campaign

As shown in Figure 3.1, our study followed four different phases. First, we col-
lected a large amount of public information from Facebook. To do this, we used
email addresses that were publicly available when crawling the Internet. Then we
computed a number of interesting statistics from the collected information that
will be shown later. As a result of the data analysis, different user profiles were
identified, and used them as customizable email templates. Once we had defined
these templates, we developed an automatic email sending system and conducted
two different experiments. Finally we analyzed the results obtained in the experi-
ments.
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Figure 3.1: Full process of personalized spam campaign creation

3.2.1 Collection of data

This process has been performed in three steps:

Email address harvesting

In this task we considered two options: the first one, obtaining the email addresses
using the techniques explained in [123], where they get e-mail addresses using
various combinations of public information from OSN users. The second, using
publicly available applications that automatically harvest email addresses from
simple search queries over known search engines. The one used by the authors2,
generates a query for the search engine using a given keyword, and extracts email
address patterns from the search result. We used a set of common keyword patterns
such as "facebook", "hotmail", "gmail", "yahoo", "msn", and used both Google,
Ask and Yahoo as search engines. Those patterns harvest email addresses from
popular email service sites, which are at the end commonly used as user related
data for online social networks.

Email address validation

Facebook offers the option to find the profile that is associated to a given email
address. we developed an application that first authenticates a user to the OSN,
and then searchers for a user corresponding to each email address harvested before.

Once the user profile was found, we extracted and saved the user’s ID and their
full name.

Next URL is used to check if a given email (changing the word "EMAIL" with
the email addresses) corresponds to a specific Facebook user.

http://www.facebook.com/search.php?init=s%3Aemail&q=EMAIL&type=users

2http://www.fast-email-extractor.com/
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Collection of the information.

Facebook allows extracting information from the source code of all its web site
pages. In order to do it, it is mandatory to access directly to the page from which
we want to extract the information. Therefore, in this program we have used
a user identifier from Facebook to connect directly to the user information page.
Thus, we have visited all user pages and we have been able to extract all the public
information that users have in the Facebook database.

Below is the address where all public information of each user can be found.
’USERUID’ correspond to the ID that Facebook gives each user, which is stored
in the database.

http://www.facebook.com/profile.php?id=USERUID&v=info

Results

We found that 19% of the collected email addresses have a corresponding Facebook
account associated to it. We found 22,654 Facebook accounts using 119,012 email
addresses (19.04%).

3.2.2 Data processing

At this stage the aim has been to treat the data stored in the database to extract
user profiles. We have summarized the most useful information about each user,
which is related to the topics presented in Table 3.1. Most of the information
stored is numeric, namely, the number of sports played by a person or number of
activities that users entered in their own profile. Additionally each user also has
logical or boolean data types, which indicates for example if the user in question
is a male or not.

Summary
id bigint tv int religion boolean

sport int game int politic boolean
team int activity int man boolean

sportman int interest int woman boolean
music int studies int partner boolean
book int languages int company boolean
movie int

Table 3.1: Design of the statistical table

Using those user profile-based features, we gathered interests and user-related
attributes to generate a set of statistics that could describe the behaviour of OSN



3.2 Creating a Personalized Spam Campaign 31

profiles.
To obtain the more representative variables, we created a tag-cloud where we

use every variable introduced by user, were appearing frequency increments the
variable name.
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Figure 3.2: Tag-cloud

Figure 3.2 shows that the most commons variables are Music, Gender and
Studies. Table 3.2 gives a detailed view of those.

Variable Amount Percentage
man 8,786 39%

woman 6,189 27%
music 5,788 26%
titles 5,612 25%

company 5,149 23%

Table 3.2: Number of users who have entered each variable (total users: 22,654)

With the extracted statistics, we can draw the following conclusions:

• As a result of descriptive analysis of the collected data, we found that 25.21%
of the users do not insert any type of personal information, and 82,25% of
the users have entered 3 or less types of variables.

• 66% of the collected users leave their gender public.

• Taking into account only the users that have at least one public variable,
those are the percentage of the most common variables: gender 88%, music
34%, studies 33% and company 30%.



32 Chapter 3. Effectiveness of Personalized Spam

• The variables related to personal information that are most added by the
users (gender, music, studies and company), are still in very low ranges as
to be processed and used for clustering user profiles, as shown in Table 3.2.

3.2.3 Personalized spam

The objective of this phase is to create different email templates that will be used
later. With this templates, it is possible to send personalized mail to all Facebook
users stored in the database. Once the templates were designed and implemented,
a strategy to count the number of users that "bite the hook" of the spam was
designed. For this we have implemented a website.

Mail templates

Before any other action, the first step was to define a template through which we
were able to send personalized emails to the people.

As shown in Table 3.2, the most abundant variables are those related to the
gender. Although these data cannot be used for creating templates, it can be
used for implementing a formal greeting according to their gender. Following the
process defined in Figure 3.3, we have used the other three most common variables
to create spam templates. That is, if a user has entered his favourite music group in
the profile, it will receive a personalized music template. However, if the person
has not added any singer or group in Facebook and has added the university in
which he or she has studied, she will receive a personalized message with the
studies template. And if none of those two had been added but the information
refers to their current job or a company in which the user works, she will receive
a personalized the email using the company template.

Full name

URL

English

Spanish

Basque

Music

Studies

Company

URL: personalized URL to control the access to our webpage

Language

selection

Template

selection

Gender

City

Figure 3.3: Email templates
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For better customization, we have also used some profile fields such as the
language, the name of each user, the gender, and the city in some of the templates.
Each template includes a customizable URL that will track the action made by
the spam recipient.

Templates: In the following lines, the fixed text of the different templates are
presented:

• Typical spam:

– Subject: "Amy Smith needs your help".

– Content: "Amy Smith is a 10 year old girl who has a serious illness and
she needs your help. You can read her story here (URL).".

• Music template:

– Subject: "New tour of (the name of the favorite music group)".

– Content: "Hi (name)!
Do you know that (music group) is preparing a new tour?
And the most important think: They’re thinking of giving a concert in
(city)!
Do you want more information? You can read more about the tour here
(URL).".

• Studies template:

– Subject: "(university or school name) students and former students
party".

– Content: "Hi (name)!
We are a student group from (university) and we want to inform you
that we are organizing a party with students and former students.
You can read more information about the party and sign up here (URL).".

• Company template:

– Subject: "(name of the company) employees and former employees
brunch".

– Content: "Dear Mrs/Mr (name),
With this email, (company) wants to invite you to the employees and
former employees brunch.
You can read more details and give your opinion here (URL).
Sincerely yours, Director of (company).".
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Website

Access to this site should only come from the users personal email. The website is
defined to store information about which user, and from which specific spam mes-
sage has reached the site. Considering all these details, we decided that the most
appropriate way was to introduce parameters in the URL which will be included
in emails. When the user clicks on the URL and reaches the site, these parameters
are stored in our database. The Web also gives the user the possibility to write
a comment or to unsubscribe from the system so that she will no longer receive
emails. Maintaining the user subscribed to our system gives us the possibility to
perform future experiments.

3.3 Experimental Results
We have performed two separate experiments. In order to generate a baseline,
we sent typical spam from a classical spam text in order to measure the success
rate, taking into account that spam could have been detected and filtered by the
email service, Internet Service Provider, email client in the users computer, or it
could have been ignored or deleted by the user. In the second experiment, we
focused on personalized spam, in order to prove the click through rate obtained,
sending a bigger amount of personalized spam. In both experiments the users
were assigned randomly to each of them. The results of each experiment, and
explanation thereof will be explained in the next two sections. The comparison of
the results is discussed in the last subsection.

3.3.1 First experiment: typical spam

Using multiple email accounts and sending a total of less than one hundred emails
per day in order to avoid mail client’s restrictions, we sent a typical spam email.
The account change is due to a strategy to make things more difficult to spam
detection systems. We sent one of those emails where spammers try to draw the
receiver’s attention to enter a web address. To write this email, we read different
emails received in our personal email address and we wrote a similar one. In total,
we sent 972 typical spam emails, and results are shown in Table 3.3.

Sent emails Website visits Percentage
972 4 0.41%

Table 3.3: Results of the first experiment

As it can be seen, only four users reached our website address. This means
that the click-through of the typical spam in our experiment is 0.41%.
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3.3.2 Second experiment: personalized spam

In this case, instead of sending typical spam, we sent a personalized emails to 2,889
Facebook users’ email addresses. We used the same experiments setup as in the
first experiment for the message delivery, and we sent each template from different
email accounts. In order to avoid source address blocking, we sent less than one
hundred emails per day and account.

As we mentioned previously, we used three different templates in our study.
Those templates had a personalized URL to obtain details of each sent email.
Note that the website described the experiment, apologizing for the inconvenience
caused, and left space for users comments.

Type Amount Percentage
Music 1,787 61.85%
Studies 843 29.18%
Company 259 8.97%
Total 2,889 100%

Table 3.4: Number of sent emails

The previous table shows the amount of emails sent, and the their distribution
among the generated profile templates. A ’Music’ profile-based template was the
most commonly used. More than the 60% of the personalized mails encouraged the
user to visit an URL regarding their favourite music preferences. Our personalized
spam campaign model first checked if the user had music preferences added to her
profile. If not, it checked for a past studies profile, and so forth.

As we can see in Table 3.5, 220 users have accessed the website. This is 7.62%
of the people that received a personalized email. Also note that 1.38% of people
have discharged from the study.

Amount Percentage of total shipments
Users who have accessed the website: 220 7.62%
Users who have been unsubscribed: 40 1.38%
Users who have left comments: 11 0.38%

Table 3.5: Website data

Moreover, we break down the answers taking into account the different tem-
plates. Table 3.6 shows the website accession from each of the templates sent.

As we can see in the table, most of the users who acceded our website, received
a music-related spam message. This can be considered as expected, as music-based
templates involve the 61% of the whole campaign. But it is worth highlighting
that the ’Company’ or work experience-based template got higher click-trough
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Website visits Percentage of total accesses Click-through
Music 111 50.45% 6.21%
Studies 81 36.82% 9.61%
Company 28 12.73% 10.81%

Table 3.6: Information according to each template

rate, while the music-based one obtained the lowest one. Otherwise, the musical
template had the lowest click-through rate.

3.3.3 Comparison between experiments

Sent Answered Percentage
Typical spam: 972 4 0.41%

Personalized spam: 2,889 220 7.62%

Table 3.7: Comparison between results

Table 3.7 summarizes the response rates obtained while using the different
spam types. If we analyze this data, the first interesting information that emerges
is that only 4 people have gone through the typical spam. In contrast, 220 other
people have come through personalized email. I.e. 0.41 percent compared to 7.62
percent. Authors hypothesize that one reason might be that typical spam can be
filtered by most of the spam detection systems. Even so, 0,41% is still many times
higher than the rate shown in [84].

3.3.4 Statistical comparison between genders

Finally, in order to see if there are differences between the behaviour of men and
women, several statistical comparisons are carried out.

First, we analyzed the gender of the users related to a certain Facebook ac-
count to know how many people leave this information publicly available on OSNs.
Second, using the emails sent, we are able to extract the information about the
amount of women and men that received our email (we didn’t send emails to every
Facebook account owner, only to a randomly selected ones). Third, we obtain the
gender of the users that accessed to our website following the parameterized URL
inserted in the emails. And finally, we extract the website visits over the total
emails sent per gender. All the mentioned information is presented in the next
table.
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Gender FB account Sent Website visits Relative click-through
Man 38.78% 51.96% 56.70% 6.33%
Woman 27.32% 32.47% 26.34% 4.70%
Unknown 33.90% 15.58% 16.96% 6.32%

Table 3.8: Comparison between genders

Table 3.8 shows that the number of men that we could correlate with a Face-
book account is significantly higher. Specifically, number of men is 12 percentage
points larger than women on our study.

Moreover, if we compare the percentage of sent emails and the visits to our
website, it is possible to see that men click more on the URL than women (6.33%
vs 4.70%).

Once the general behaviour is shown, information of the sent emails and visits
to the website are presented in Table 3.9 divided into the previously defined three
different templates.

Sent
Gender Total Music Studies Company
Man 1502 57.39% 33.49% 9.12%
Woman 937 69.37% 23.91% 6.72%
Unknown 450 61.11% 25.78% 13.11%

Click-through (%)
Man 8.26% 6.61% 9.74% 13.14%
Woman 6.30% 4.46% 10.27% 11.11%
Unknown 8.22% 9.09% 7.76% 5.08%

Table 3.9: Comparison between genders divided in templates

The difference between the behaviour of men and women is reflected in each
template, while the click-through of men is bigger using ’Company’ (13.14% vs
11.11%) and ’Music’ (6.61% vs 4.46%) templates, using the ’Studies’ template the
opposite is shown (9.74% vs 10.27%). Presented results show the huge difference
in the behaviour of women depending on the template. While the click-through
of ’Studies’ and ’Company’ templates are similar (10.27% and 11.11%), the result
obtained with the ’Music’ template is 5 points lower (4.46%).
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3.4 Countermeasures

After the whole experimentation and results discussion, we consider three ways to
avoid spam customization. Two from the OSNs point of view, and the other from
the users perspective.

• Limiting users’ public information: OSNs may limit public information from
users. Thus, it might be more difficult to extract information from users.
And the attackers can not use this information in their attacks. This is
an obvious countermeasure, but authors consider that goes in the opposite
position of what OSN owners seek to attract more attention.

• Changing the code of the website: At the time of writing this dissertation it
is possible to collect information from the source code of the Facebook web
page. If they change the website and do not leave the user information in a
extractable format (for instance: images), it will be more difficult to obtain
information for attackers. An interesting research line could be the use of
code randomization that could evade automatic web page scrapping.

• Raising Awareness: We must teach people how dangerous it can be to leave
personal information publicly. If people minimize their profiles public infor-
mation will be much more difficult to customize the spam.

• Content analysis: New spam detection systems must be developed focussed
on personalized spam detection. One way to improve spam filtering should
be analysing meticulously the content of the messages applying new natural
language processing tools.

3.5 Ethical Considerations

Some actions taken in this chapter are ethically sensitive. For some people, col-
lecting information from the Internet is not ethically correct. But as was discussed
in [76, 77] and more recently in [14], the best way to do an experiment is to do as
realistically as possible. We defend this mode of action for the following reasons.

First, we must be clear that we work to improve the safety of users, we use
users information to protect them in the future. Second, we only use information
that users displayed publicly in OSNs. This means that we never attacked any
account, password or private area. Third, attackers use this information, if we use
the same information and act in the same way, we will defend users better.

Finally, we have consulted to the leadership of our university and they have
given us the approval. For this, we proposed our intentions to the general direction
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of the university before the experiments took place (spam campaigns), where we
showed them the ethical considerations for conducting the study. We also explained
them the procedure we had designed to collect personal data and the way we had
thought to send emails. Once the R&D Manager gave us the approval, we started
with the experiment phase.

3.6 Conclusions of the Chapter
This chapter makes clear the issue that could exist if spam campaign creators turn
their spam templates into a personalized text based on user characteristics, inter-
ests, and motivating subjects. Attackers have millions of email addresses stored.
We have demonstrated that a 19% of the collected email addresses have a corre-
sponding Facebook account associated to it. Moreover, basic public information
can be extracted from those users, which is sufficient to create personalized email
subject and bodies. These emails can have a click-through rate higher than a
7.62%, being this more than 1,000 times higher than typical spam campaign rate s
as shown in [84]. It is obvious that in parallel to the research of new techniques for
spam detection inside OSNs, it is necessary to perform research beyond the state
of art of classic spam filtering, taking into account the possibility of personalized
spam campaign success.

Regarding the behaviour of OSN users analyzed, we found that most of the
Facebook users choose their favourite music band and leave it public. We could
also see that 30% of users who have some data in their Facebook profile, have at
least one company with which they have been connected.

Another interesting fact is that there are more men than women associated
with their email to Facebook. The number of men is 12 percentage points higher
than the number of women. There is also a difference between genders in the
click-through rate, while women react in a rate of a 4.70%, men do it in a 6.33%.
Consciousness differences and gender psychological reasons might arise to explain
this fact.

The main conclusion to be drawn is that we can develop advanced techniques
for generating personalized mail that circumvent current spam detection systems.
Clear examples of this are the results shown in the results section. In the first
experiment, we can see that only the 0.41% of users have bitten the bait. Whereas
in the second 7.62% of the users have entered to the project website. The second
result rate is more than 18 times higher than the first one.

We can see that it is not a large number of people, but as a steady stream of
visitors, which means that personalized emails reach their destination. Then, once
the message is on the user’s email inbox, it depends on each person’s behaviour to
click on the link that is sent in the mail.





CHAPTER 4

INFLUENCE OF SENTIMENT ANALYSIS IN SPAM

FILTERING

This chapter provides means to validate the assumption that being a spam message
a commercial communication, the semantics of its content should be shaped with
a positive meaning. Thus, the main objective of this chapter is to analyze if the
polarity of the message is a useful feature for spam classification. It also aims to
validate the hypothesis that polarity feature can improve the results of the typical
spam filtering techniques.

To do that, after a brief analysis of the related work, our method is presented
where on the one hand, we apply the most effective spam classification filters to a
original dataset, whereby we obtain the algorithms that better classify the content
into spam and ham classes. On the other hand, we analyze different settings of
two sentiment classifiers: an API for diving into common NLP tasks and others
developed by us. Once we select the classifiers and settings that obtained the
best results in the analysis, we determine the polarity of the texts in the original
dataset, and we create new datasets adding the polarity feature to each text. Then
a descriptive analysis of the new datasets is carried out. Finally we apply the spam
filtering classifiers that obtained the best results in the original dataset to the new
ones.

In the next section, three different scenarios are taken into account in order to
provide solid means to validate our hypothesis.

The first validation experiment is carried out focusing on email spam messages
which is a very common problem in our society, as it is explained in Chapter 2.

In the second part, a similar work-flow is followed. In this case, instead of using
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email spam data, we use SMS messages. The influence of polarity in short instant
messages spam filtering is analyzed.

Finally, we validate the impact of using sentiment analysis techniques for the
detection of social spam, using a spam dataset from a very popular OSN.

The main contribution of this chapter is that we improve spam fil-
tering rates using the polarity.

4.1 Relevant Proposals

While most researchers are working on opinion spam detection using NLP and/or
text mining techniques, we focus on the use of NLP and text mining techniques
in conjunction with Sentiment Analysis (SA) to improve the detection of spam
emails.

In [98], SA or opinion mining is defined as the computational study of people’s
opinions, appraisals, attitudes, and emotions toward entities, individuals, issues,
events, topics and their attributes. In SA NLP, text analysis and computational
linguistics are used to identify and extract subjective information in source mate-
rial. As explained in [119], the area of SA has had a huge burst of research activity
during these last years, but there has been a continued interest for a while. Cur-
rently there are several research topics on opinion mining and the most important
ones are explained in [98]. Among those topics we identified the document senti-
ment classification as a possible option for spam filtering.

The main objective of this area is classifying the positive or negative character
of a document [119]. In order to classify such sentiment, some researchers use
supervised learning techniques, where three classes are previously defined (positive,
negative and neutral) [120]. Some other authors propose the use of unsupervised
learning. In unsupervised learning techniques, opinion words or phrases are the
dominating indicators for sentiment classification [154].

There are several tools developed during the last years focused on NLP and
sentiment analysis. One of the most used for sentiment analysis is known as Senti-
WordNet. The first version was presented in [42] and a improved one was released
by Baccianella et al. [12] some years later. It is an enhanced lexical resource ex-
plicitly devised for supporting sentiment classification and opinion mining applica-
tions. As they explained in the paper SentiWordNet is the result of the automatic
annotation of all the synsets of WordNet according to the notions of positivity,
negativity, and neutrality. For instance, the authors in [116] used SentiWordNet
for sentiment classification of reviews obtaining an accuracy of 65.85 % using term
counting method.
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4.2 Proposed Method
This method is divided in three different phases.
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Figure 4.1: Improving spam filtering using sentiment analysis

As Figure 4.2 shows, first, we apply several spam filtering models with different
settings to a certain dataset. Thus, we identify the best classifiers and the best
settings to filter spam messages.

As our objective is to improve the best classifiers, in the second phase we work
to obtain better results than previously mentioned filters using the polarity of the
text. For that, first of all we need to determine the polarity of each text. To do
so, we developed our own sentiment classifier, and also used a publicly available
API for NLP tasks known as TextBlob1. Comparing different settings of each
classifier we selected the best ones, which were applied to the dataset used in the
previous phase. Using the polarity of each message as new attribute, we carry out
a descriptive analysis of these datasets.

Finally, the best spam classifiers were applied to the new datasets and made
a comparison of the results. In order to validate the obtained the results, the
experiment is repeated using another dataset.

All the experiments are carried out using the 10-fold cross-validation technique
and the results are analyzed in terms of the number of the false positive and accu-
racy, being the accuracy the percentage of testing set examples correctly classified
by the classifier.

Accuracy = (True Positives + True Negatives)
(Positives + Negatives)

4.2.1 Bayesian spam filtering

Those filters, which are based on Bayes’ Theorem, use Bayes logic to evaluate the
header and content of an incoming e-mail message and determine the probability
that it constitutes spam.

1http://textblob.readthedocs.org
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The main objective is to identify the best spam filtering classifiers and the
best settings. We apply different combinations of classifiers, filters and settings to
compare the results and to select the best ones.

As explained in Section 4.1, Bayesian classifiers are considered as the best tech-
niques to detect and to filter spam. In this chapter, the next Bayesian classifiers
have been used:

• Large-scale Bayesian logistic regression for text categorization.

• Complement class Naive Bayes classifier.

• Discriminative parameter learning for Bayesian networks.

• Updateable multi-nominal Naive Bayes classifier.

• Naive Bayes.

• Multi-nominal Naive Bayes classifier.

• Naive Bayes Updateable.

Following a text mining process, a set of different filters have been applied to
the text. Next, we detail the settings that have been used:

• A filter to convert a string to feature vector containing the words. We use
the next options:

– Words are converted to lower case.
– A number of words to keep is defined.
– The maximum number of words and the minimum term frequency is

not enforced on a per-class basis but based on the documents in all the
classes.

– Two type of tokenizers are used:
∗ One that splits the text removing the special characters.
∗ And the other that removes the characters and to split a string into

an n-gram with min and max grams.
– To obtain roots of the words a stemmer based on the Lovins stemmer

is used.
– Weights:
∗ IDFTransform (Inverse Document Frequency (IDF) Transforma-

tion) False, TFTransform (Term Frequency score (TF) Transfor-
mation) False, outputWordCounts (counts the words occurrences)
False
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∗ IDFTransform False, TFTransform False, outputWordCounts True
∗ IDFTransform True, TFTransform False, outputWordCounts True

• Attribute Selection: a ranker to evaluate the worth of an attribute by mea-
suring the information gain with respect to the class is used.

At the end of this phase, the best ten settings and classifiers for spam classifi-
cation have been identified. To do this selection we have use the accuracy of the
classifiers.

4.2.2 Sentiment analysis

The objective of this phase is to carry out a sentiment classification of the dataset,
in order to later add the polarity of each text as a new feature for spam detection.
After that, the influence of the polarity in spam filtering is analyzed.

First a sentiment classifier is needed, so in this task two different options have
been considered: to develop our own classifier or to use an existing one. In order
to obtain the best possible results, both options have been considered.

Sentiment classifier based on SentiWordNet dictionary. In order to design
and implement a classifier, sentiment dictionaries become useful tools, so the com-
monly used SentiWordNet has been chosen in this case. As shown in researchers
have obtained up to a 65% of accuracy using this dictionary.

SentiWordNet is a dictionary that returns to the user the polarity of a certain
word depending on its grammatical properties. Using this tool, the average polarity
of the email messages have been calculated.

Five sentiment classifiers have been developed with different settings. On the
one hand: Adjective, Adverb, Verb and Noun. In each classifier every word was
considered to be a certain part of speech (depending on the name of the classifier),
so we have obtained the polarity of those words that have that grammatical prop-
erty. For instance: in the Adjective classifier every word was considered to be an
adjective, so we have obtained the polarity of those words that can be considered
as adjectives. And on the other hand, AllPosition classifier, which considers every
part of speech per each word.

TextBlob classifier. With the objective of comparing different results, TextBlob
has been used because it provides a simple API for diving into common NLP tasks.
Specifically, giving a string the sentiment analyzer function returns a float value
within the range [-1.0,1.0] for the polarity.

To improve the effectiveness of those classifiers we change settings and select
different thresholds (-0.05, -0.1, 0, 0.1, 0.05). The threshold means the point were
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we consider the polarity score positive or negative, and we use it in the name of
the classifier to differentiate from each other.

Descriptive experiments

In this step, several experiment have been carried out to see how sentiment analysis
can affect in spam filtering.

First of all, the selected three classifiers have been applied to the dataset which
is explained in the following section. This step offers an idea about the distribution
of the email messages in terms of polarity. The number and the percentage of the
positive and negative messages has been obtained. Moreover, this information has
been used to created one file per each selected classifier, in which the polarity of
each message has been added.

Then, we generate a ranking of the most important attributes based on the
information gain criteria, and also by analyzing the features that better divide a
J48 classification tree node. Doing that, we preliminarily analyze how the polarity
affects in terms of spam filtering.

Predictive experiments

During this task the classifiers that obtained the best results in the spam filtering
experiments has been applied to the different datasets files. Those files have been
created during the descriptive experiments and it consists in a certain spam dataset
with the polarity of each message. So, at the end of the experiment the accuracy
of the best 10 classifiers applied to the sentimentally classified messages have been
obtained. And finally, all the results are compared.

4.3 Validation of the Proposed Method

In this Section the validation of the proposed method is presented, taking into
account the results of three different scenarios.

4.3.1 Email Spam

The objective of this scenario is to analyzed the influence of sentiment analysis in
email spam filtering.

To do that, the procedure explained in Section 4.2 is followed.
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Email datasets used in sentiment analysis

To carry out this test those datasets are used:

• Movie Reviews2: This dataset collects movie-review documents tagged in
terms of polarity (positive or negative) or subjectivity rating. Also sentences
are tagged with respect to their status or polarity. Among all these options
the polarity dataset v2.0 is used in this task, which is composed of 1,000 pos-
itive and 1,000 negative processed reviews introduced in [118]. This dataset
is used to evaluate the effectiveness of each sentiment classifier during.

• CSDMC 2010 Spam Corpus3: composed of 2,949 legitimate email messages
and 1,378 spam messages. This dataset is used as to carry out the original
experiments.

• TREC 2007 Public Corpus4: This corpus contains 75,419 email messages:
25,220 ham (legitimate) and 50,199 spam emails. And we use it to repeat the
experiment and to validate the results obtained using the previous dataset.
In order to work carry out the experiments using similar datasets in terms
of email number, 4,000 emails are selected randomly (3,000 ham and 1,000
spam).

Sentiment analysis of emails

Once the classifiers have been defined in Section 4.2, we improve the efficiency of
those classifiers by changing settings and selection thresholds. For this work, a
previously tagged dataset is mandatory, and in this case Movie Reviews dataset
is used. The objective is to obtain the best accuracy classifying those reviews to
find the most efficient settings and thresholds.

In Table 4.1, a comparison between the best settings and thresholds is shown.
The next criteria is used to define each classifier:

• TextBlob means that a classifier based on Textblob library has been used.

• Some names are followed by a number. This number represent the used
threshold for polarity classification. For instance, 0.1 means that every mes-
sage with score higher than 0.1 has been considered to be positive, and those
message with score lower than 0.1 negatives.

• "All without verbs" means that all part of speech but verb has been taken
into account during the score calculation.
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Name TP TN FP FN Accuracy
TextBlob 0.1 719 773 227 281 0.75
TextBlob 0.05 901 467 533 99 0.68
Adjectives 775 499 501 225 0.64

All without verbs 798 460 540 202 0.63
AllPositions 849 370 630 151 0.61

Nouns 723 483 517 277 0.60
TextBlob 0 971 229 771 29 0.60

Table 4.1: Comparison between classifiers

Using this information the best three classifiers are selected. To decide which
ones can be considered as the best classifiers, the Accuracy measure is used.

Experimental results

In this section, the results obtained during the previously explained experiments
are shown. To carry out those experiment the CSDMC2010 is used.

Bayesian spam filtering experiment. First of all, Bayesian classifiers with
different settings have been applied to the CSDMC2010 dataset. In total, 392
different combinations, defined in Section 4.2, are analyzed. In Table 4.2 the best
10 classifiers in terms of accuracy are shown.

# Spam classifier TP TN FP FN Acc
1 BLR.i.t.c.stwv.go.wtok 1,355 2,936 13 24 99.15
2 DMNB.c.stwv.go.wtok 1,362 2,928 21 17 99.12
3 DMNB.i.c.stwv.go.wtok 1,362 2,928 21 17 99.12
4 DMNB.i.t.c.stwv.go.wtok 1,362 2,928 21 17 99.12
5 DMNB.stwv.go.wtok 1,362 2,928 21 17 99.12
6 DMNB.c.stwv.go.stemmer 1,360 2,927 22 19 99.05
7 DMNB.i.c.stwv.go.stemmer 1,360 2,927 22 19 99.05
8 DMNB.i.t.c.stwv.go.stemmer 1,360 2,927 22 19 99.05
9 DMNB.stwv.go.stemmer 1,360 2,927 22 19 99.05
10 BLR.i.t.c.stwv.go.ngtok.stemmer.igain 1,351 2,935 14 28 99.03

Table 4.2: Top10 Bayesian classifiers

2http://www.cs.cornell.edu/People/pabo/movie-review-data/
3http://www.csmining.org/index.php/spam-email-datasets-.html
4http://plg.uwaterloo.ca/ gvcormac/treccorpus07/
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In this study, the objective is to improve the accuracies of the Bayesian clas-
sifier. So, we focus only on these 10 classifiers in the following steps, instead of
focus on all combinations used previously.

The used nomenclatures are explained in Table 1.

Sentiment analysis

Descriptive experiments. During the data exploration part, the following
results are presented.

Firstly, a sentiment analysis of the dataset has been done. The polarity of each
email is identified, this polarity is added to the dataset and statistics of the number
of positive and negative spam or legitimate emails are extracted as it is shown in
the Table 4.3. As we showed that an important number of messages obtained score
equal to 0 using Adjective classifier, Adjective Plus classifier is added in this point.
It classified those emails like positive messages. So at the end of this step four
different dataset are created, one per each classifier.

Adj Adjplus Tb 005 Tb 01
Total P N P N P N P N

spam 1,378 913 433 945 433 1,044 332 848 516
ham 2,949 1,103 1,831 1,118 1,831 1,934 1,009 1,419 1,514

Percentages (%)
spam 100 66 31 68 31 76 24 62 37
ham 100 37 62 37 62 66 34 48 51

Table 4.3: Sentiment analysis of emails

Analysing the data in Table 4.3, it is possible to see that spam messages are
more positive than non-spam or ham messages.

While this experiments gives good results, the results obtained in the rankings
and in the trees were not such good. We observed that polarity appears like a
decisive attribute but not like a top one. And different results have been obtained
depending on the used sentiment classifier. The best results have been obtained
by the dataset analized by the Adjective classifier. The polarity is ranked in
the position 130, and is considered a bit decisive attribute in J48 decision tree.
Adjective Plus classifier obtains similar but worse results. And significantly worse
results have been obtained by TextBlob-based classifiers.
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Predictive experiments and comparison. Once known that polarity can
affect in spam filtering, an experiment to demonstrate the real influence is carried
out. The best classifiers that appears in Table 4.2 are applied to the four new
datasets.

In Tables 4.4 and 4.5 the results are displayed. In both tables the results
obtained during the Bayesian filtering are shown for a proper comparison between
the results.

On the one hand, in Table 4.4 the original results are compared with the ones
obtained using the dataset tagged by our own developed classifier.

Sentiment analyzer
None Adjective Adjective+

# FP FN Acc FP FN Acc FP FN Acc
1 13 24 99.15 14 22 99.17 14 23 99.15
2 21 17 99.12 24 15 99.10 24 15 99.10
3 21 17 99.12 24 15 99.10 24 15 99.10
4 21 17 99.12 24 15 99.10 24 15 99.10
5 21 17 99.12 24 15 99.10 24 15 99.10
6 22 19 99.05 21 17 99.12 22 16 99.12
7 22 19 99.05 21 17 99.12 22 16 99.12
8 22 19 99.05 21 17 99.12 22 16 99.12
9 22 19 99.05 21 17 99.12 22 16 99.12
10 14 28 99.03 14 24 99.12 15 23 99.12

Table 4.4: Comparing original results with the results obtained using own polarity
classifiers

As we can see in those first results, the Adjective sentiment classifier is able to
improve the best accuracy of Bayesian algorithms.

On the other hand, in Table 4.5, the original results are compared with the
results obtained applying the filtering classifiers to the dataset tagged by TextBlob-
based classifiers.

If we analyze this data, we can realize that polarity helps to improve the ac-
curacy in most cases, and also that the best result obtained using Bayesian spam
filtering is improved. While without polarity the best result is 99.1451%, using
the polarity feature we reached the rate of 99.2144%.

Focusing on the results of the TextBlob01 sentiment classifier, we see that in
eight out of ten cases the accuracy is better than in the original result. And in
case number 9 the same accuracy is obtained.
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Sentiment analyzer
None TextBlob 005 TextBlob 01

# FP FN Acc FP FN Acc FP FN Acc
1 13 24 99.15 13 25 99.12 14 24 99.12
2 21 17 99.12 24 15 99.10 22 12 99.21
3 21 17 99.12 24 15 99.10 22 12 99.21
4 21 17 99.12 24 15 99.10 22 12 99.21
5 21 17 99.12 24 15 99.10 22 12 99.21
6 22 19 99.05 21 15 99.17 22 15 99.15
7 22 19 99.05 21 15 99.17 22 15 99.15
8 22 19 99.05 21 15 99.17 22 15 99.15
9 22 19 99.05 21 15 99.17 22 15 99.15
10 14 28 99.03 14 24 99.12 14 28 99.03

Table 4.5: Comparing original results with the results obtained using TextBlob
polarity classifiers

Second dataset. In order to validate results from the first part, the experiment
is repeated using another dataset. In this case, we use the previously presented
TREC2007 dataset. And the same ten classifiers that obtained the best results
with the previous dataset are applied to TREC2007. The obtained results are
shown in Table 4.6.

# Spam classifier TP TN FP FN Acc
1 BLR.i.t.c.stwv.go.ngtok.stemmer.igain 976 2,983 17 24 98.98
2 DMNB.c.stwv.go.stemmer 979 2,979 21 21 98.95
3 DMNB.i.c.stwv.go.stemmer 979 2,979 21 21 98.95
4 DMNB.i.t.c.stwv.go.stemmer 979 2,979 21 21 98.95
5 DMNB.stwv.go.stemmer 979 2,979 21 21 98.95
6 DMNB.c.stwv.go.wtok 977 2,979 21 23 98.90
7 DMNB.i.c.stwv.go.wtok 977 2,979 21 23 98.90
8 DMNB.i.t.c.stwv.go.wtok 977 2,979 21 23 98.90
9 DMNB.stwv.go.wtok 977 2,979 21 23 98.90
10 BLR.i.t.c.stwv.go.wtok 972 2,978 22 28 98.75

Table 4.6: Results of the best 10 classifiers applied to the validation dataset

Once the original results are obtained, we carry out a sentiment analysis of
the TREC2007 dataset and we add the polarity feature to it, creating four new
datasets (one per each sentiment analyzer). Finally, the best ten classifiers are
applied to the new datasets and the obtained results are presented.
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Sentiment analyzer
None Adjective Adjective+

# FP FN Acc FP FN Acc FP FN Acc
1 17 24 98.98 17 21 99.05 17 21 99.05
2 21 21 98.95 20 18 99.05 20 18 99.05
3 21 21 98.95 20 18 99.05 20 18 99.05
4 21 21 98.95 20 18 99.05 20 18 99.05
5 21 21 98.95 20 18 99.05 20 18 99.05
6 21 23 98.90 20 23 98.93 20 23 98.93
7 21 23 98.90 20 23 98.93 20 23 98.93
8 21 23 98.90 20 23 98.93 20 23 98.93
9 21 23 98.90 20 23 98.93 20 23 98.93
10 22 28 98.75 22 31 98.68 22 31 98.68

Table 4.7: Comparing original results with the results obtained using own polarity
classifiers

Sentiment analyzer
None TextBlob005 TextBlob01

# FP FN Acc FP FN Acc FP FN Acc
1 17 24 98.98 16 20 99.10 17 21 99.05
2 21 21 98.95 21 21 98.95 21 21 98.95
3 21 21 98.95 21 21 98.95 21 21 98.95
4 21 21 98.95 21 21 98.95 21 21 98.95
5 21 21 98.95 21 21 98.95 21 21 98.95
6 21 23 98.90 19 23 98.95 21 23 98.90
7 21 23 98.90 19 23 98.95 21 23 98.90
8 21 23 98.90 19 23 98.95 21 23 98.90
9 21 23 98.90 19 23 98.95 21 23 98.90
10 22 28 98.75 22 34 98.60 22 34 98.60

Table 4.8: Comparing original results with the results obtained using TextBlob
polarity classifiers
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Tables 4.7 and 4.8 show that the results are improved in almost all the cases in
terms of accuracy, and also that the number of false positive is reduced. Moreover,
the original best result is also improved from 98.98% to 99.10%, reducing the
number of false positives.

4.3.2 SMS Spam

To analyze the influence of the sentiment in SMS spam filtering, this part has been
carried out following the procedure showed in Section 4.2. But it in this case two
experiments are carried out applying different classifiers to the datasets in order
to demonstrate the influence of the polarity over the SMS spam filtering.

SMS datasets used in sentiment analysis

During this study two different publicly available datasets are used:

• SemEval-2013 5: Introduced in [110]. This dataset contains labelled (posi-
tive, negative and neutral) mobile phone messages, and we use it to evaluate
the effectiveness of each sentiment classifier during the first phase. Specifi-
cally we use positive (492 SMS) and negative (394 SMS) messages.

• SMS Spam Collection v.1 6 (called SMSSpam in this dissertation): Published
in [7], it is composed of 5,574 English, real and non-enconded messages,
tagged according being legitimate (ham) or spam. Specifically, it contains
747 spam messages and 4,827 ham messages. This dataset is used to carry
out the two spam filtering experiments.

• British English SMS corpora7 (called BritishSMS in this dissertation): Intro-
duced in [113]. This dataset contains 875 SMS messages labelled in terms of
spam. There are 450 legitimate SMS messages, and 425 spam SMS messages
in this dataset. During this study, we use this dataset to validate the results
of the previous dataset, repeating the experiments workflow.

Sentiment analysis of SMS messages

The main objective of this part is to add the polarity of each message to the
original dataset SMSSpam in order to carry out the experiments.

As in the previous experiments, in order to analyze different sentiment classi-
fiers, we follow the same process than in 4.3.1.

5https://www.cs.york.ac.uk/semeval-2013/task2/
6http://www.dt.fee.unicamp.br/ tiago/smsspamcollection/
7https://goo.gl/UUgl4X
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Once the classifiers have been defined in Section 4.2, a tagged (in terms of
polarity) publicly available dataset is required to evaluate the effectiveness of the
classifiers. Taking into account that SMS messages are the final objective, we
decided to choose a dataset composed by SMS messages in order to obtain more
reliable results: SemEval-2013 dataset.

We apply different sentiment classifiers to the dataset, and we analyze the ac-
curacy of correctly classified messages. In Table 4.9 a comparison between different
classifiers and thresholds is shown.

Classifier Accuracy Classifier Accuracy
TextBlob 0.05 0.78 Adjectives 0.66
TextBlob 0.1 0.76 Nouns 0.58
TextBlob -0.05 0.73 TextBlob 0 0.56
AllPositions 0.72 Adverb 0.53
TextBlob -0.1 0.71 Verb 0.52

Table 4.9: Comparison in terms of accuracy between the best classifiers

Based on the accuracies offered by the table, the best three classifiers are
selected (TextBlob 0.05, TextBlob 0.1 and TextBlob -0.05 ) in order to use those
ones to annotate the messages included in SMS Spam Collection v.1 which has
not been annotated for sentiment. As a result, we obtain three new datasets (one
per each classifier). The original one and the new three ones are used in the next
experiments.

SMS Spam filtering

To analyze the influence of the polarity over the filtering of SMS messages, the
first step is to select 10 representative classifiers and some of the best filter settings
for natural language processing. To do that, the results presented in Section 4.3.1
are taken into account. Consequently the best five classifiers from the mentioned
section are used in this study. Also the best three settings of the filters are chosen.
Moreover, we added more classifiers to the list based on other research studies such
as [91]. Final list: Large-scale Bayesian logistic regression for text categorization,
discriminative parameter learning for Bayesian networks, complement class Naive
Bayes classifier, multi-nominal Naive Bayes classifier, updateable multi-nominal
Naive Bayes classifier, decision tree (C4.5), random tree, forest of random trees,
Support Vector Machine (SMO) and adaptive boosting meta-algorithm with Naive
Bayes.

The next step is to apply those classifiers, combined with the best three filters
and settings, to the datasets (with and without polarity) and compare the results.
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This first step provides the best classifier for text messages, so in the following
phase, the best six classifiers are picked. And the second experiment is carried
out applying those classifiers with different combination of filters and settings (56
combinations per classifier) to the datasets. The objective of the combination of
these filters and settings is to follow a text mining process in order to compare
results and identified the best ones, and those are some of its main details:

• A filter to convert a string to feature vector containing the words. We com-
bine different options: words are converted to lower case, special characters
(.,;:$&%=_@()?!+-#[]) are removed using tokenizers; n-gram with min and
max grams are created; roots of the words are obtained using a stemmer,
etc.

• Attribute Selection: a ranker to evaluate the worth of an attribute by mea-
suring the information gain with respect to the class (spam/ham) is used.

Using those combinations, we identify the best ten settings and classifiers for
SMS spam classification, and those are applied to the dataset with polarity to
compare the results.

Experimental results

In this Section the results obtained during the previously explained experiments
are shown. To carry out those experiment the dataset called SMS Spam Collection
v.1 is used.

Descriptive experiment. Once the dataset is selected, we perform a descriptive
experiment of the dataset. The objective of this step is to analyze the polarity
of the messages applying our previously selected sentiment classifiers. This is the
point where the polarity extracted during the analysis is inserted in the dataset,
creating three new datasets (one per each classifier) and where statistics about the
polarity are calculated.

In Table 4.10, the results of the experiment are presented (Tb 005 means
TextBlob 0.05, Tb 01 means TextBlob 0.1 and Tb -005 means TextBlob -0.05 ).

According to the classifiers, it is possible to see, specially in the first two sen-
timent classifiers, that spam messages are mostly positive while ham messages are
more negative. This means that there is a difference between spam and ham mes-
sages in terms of polarity, so it can be helpful for improving SMS spam filtering.

Two experiments to see the real influence are carried out.
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Number of messages Percentage (%)
Tb 005 Tb 01 Tb -005 Tb 005 Tb 01 Tb -005
P N P N P N P N P N P N

spam 430 317 408 339 688 53 58 42 55 45 92 7
ham 1,960 2,867 1,859 2,968 4,121 687 41 59 39 61 85 14

Table 4.10: Sentiment analysis of SMS messages

Finding the best SMS spam filtering classifiers. This experiment aims to
identify the best SMS spam filtering classifiers in order to use them in the next
experiment with more filters and settings. As it is mentioned in Section 4, we
choose 10 classifiers and the following filter combinations per each one. Those
filters are used to obtain the results presented in the Table 4.11. The explanation
is based on the results obtained in Section 4.3.1.

1. stwv.go.wtok : the best result.

2. i.t.c.stwv.go.ngtok.stemmer.igain: into the best two algorithms these settings
obtained the best result in one, and the second result in the other.

3. i.t.c.stwv.go.wtok : appeared in the top ten results and is was the first with
n-grams and information gain filter.

The nomenclature used in this list and in the following tables is explained in
Table 1.

In Table 4.11, the results of the ten classifiers with the three listed filters are
presented. The number in the name represents the type of the filter used.

Analyzing the table we can see that applying classifiers to the original dataset
the best one in terms of accuracy is SMO with the third settings. In this case,
the polarity does not help to improve the result. But applying the Discriminative
Parameter Learning for Bayesian Network (DMNBtext) classifier and the first filter
to the dataset created using the sentiment analyzer TextBlob01 the top result is
improved. Specifically, an accuracy of 98.76% is obtained. In other two cases the
top result is also improved.

Another important information shown in Table 4.11 is that although it is not
the best result in terms of accuracy, there is case that must be highlighted. This
case is the Bayesian Logistic Regression with the second filter applied to the dataset
TextBlob01, which obtained an accuracy of 98.67% and 0 false positives.
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Sentiment analizer
None Tb 005 Tb 01 Tb -005

Spam classifier FP Acc FP Acc FP Acc FP Acc
SMO.3 3 98.73 5 98.71 4 98.67 3 98.73
NBM.3 12 98.69 12 98.62 12 98.69 8 98.69
NBMU.3 12 98.69 12 98.62 12 98.69 8 98.69
BLR.3 5 98.64 6 98.60 5 98.67 4 98.64
DMNB.1 10 98.62 7 98.74 7 98.76 6 98.69
BLR.2 2 98.60 3 98.49 0 98.67 0 98.58
NBM.1 23 98.53 23 98.51 22 98.53 16 98.64
SMO.2 4 98.53 4 98.58 5 98.58 4 98.53
NBMU.2 36 98.51 36 98.49 35 98.51 26 98.67
NBMU.1 29 98.49 25 98.56 26 98.55 16 98.73
CNB.1 31 98.44 32 98.40 32 98.39 18 98.64
NBM.2 52 98.37 52 98.33 52 98.31 46 98.48
DMNB.2 4 98.28 3 98.31 3 98.37 2 98.31
DMNB.3 4 98.28 3 98.31 3 98.37 2 98.31
CNB.2 64 98.19 64 98.15 62 98.19 58 98.30
CNB.3 56 98.17 48 98.30 48 98.26 19 98.74
BLR.1 1 97.45 0 96.41 0 96.59 0 96.18
SMO.1 0 97.45 0 97.54 0 97.56 0 97.45
J48.3 54 97.02 58 96.68 56 96.72 54 96.97
J48.2 58 96.90 62 96.56 62 96.54 58 96.86
J48.1 42 96.86 43 96.90 43 96.90 42 96.86
RF.2 0 96.38 0 95.82 2 96.05 0 96.39
RF.3 0 96.21 0 96.27 1 95.91 0 96.29
RT.1 25 95.60 18 95.59 24 95.71 17 95.95
RF.1 0 95.19 0 94.76 0 94.94 0 95.03
RT.3 84 95.16 79 95.43 92 94.90 95 95.25
RT.2 88 95.07 73 95.35 79 95.28 93 95.32
ABM.2 167 91.44 166 91.46 166 91.46 167 91.44
ABM.3 167 91.44 166 91.46 166 91.46 167 91.44
ABM.1 188 91.32 139 91.59 139 91.59 188 91.32

Table 4.11: Comparison between results
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# Spam classifier TP TN FP FN Acc
1 NBMU.i.c.stwv.go.ngtok 1,355 2,936 13 24 99.15
2 NBMU.i.t.c.stwv.go.ngtok 1,362 2,928 21 17 99.12
3 NBM.i.t.c.stwv.go.ngtok 1,362 2,928 21 17 99.12
4 NBMU.i.t.c.stwv.go.ngtok.stemmer 1,362 2,928 21 17 99.12
5 NBM.c.stwv.go.wtok 1,362 2,928 21 17 99.12
6 NBM.i.t.c.stwv.go.ngtok.stemmer 1,360 2,927 22 19 99.05
7 NBMU.c.stwv.go.wtok 1,360 2,927 22 19 99.05
8 CNB.i.t.c.stwv.go.ngtok.stemmer 1,360 2,927 22 19 99.05
9 NBM.i.c.stwv.go.ngtok 1,360 2,927 22 19 99.05
10 NBM.i.c.stwv.go.ngtok.stemmer 1,351 2,935 14 28 99.03

Table 4.12: Top10 Bayesian classifiers

SMS spam filtering with polarity score. The second experiment is based on
the results obtained in the first one. While the previous aims to search the best
algorithms, this one aims to explore most of the possible filter combinations with
the best classifiers.

On this way, we identify the best 6 classifiers in Table 4.11 and combined each
one with 56 different filter settings. We analyze the achieved results and we get
the classifiers that obtained the best ten results in terms of accuracy as Table 4.12
shows.

The next step is to apply those classifiers to the new datasets that we created
using the sentiment classifiers. Those results are shown in Table 4.13.

Sentiment analyzer
None Tb 005 Tb 01 Tb -005

# FP FN Acc FP FN Acc FP FN Acc FP FN Acc
1 28 36 98.85 36 35 98.73 36 35 98.73 35 35 98.74
2 27 39 98.82 17 61 98.60 16 56 98.71 8 61 98.76
3 32 36 98.78 37 33 98.74 37 33 98.74 33 35 98.78
4 23 45 98.78 36 36 98.71 36 36 98.71 34 36 98.74
5 13 56 98.76 33 35 98.78 32 35 98.80 28 36 98.85
6 34 35 98.76 34 36 98.74 33 37 98.74 32 37 98.76
7 13 56 98.76 17 61 98.60 16 56 98.71 8 61 98.76
8 37 34 98.73 28 36 98.85 28 36 98.85 27 39 98.82
9 37 34 98.73 26 38 98.85 25 38 98.87 22 39 98.91
10 36 35 98.73 23 44 98.80 22 44 98.82 19 47 98.82

Table 4.13: Comparing original results with the results obtained using sentiment
analyzers
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Table 4.13 that a higher accuracy than in the previous experiment is obtained
applying new settings of the filters to the original SMS dataset.

The data shows that in half of the cases, polarity helps to improve the accuracy.
The application of the Bayesian Logistic Regression classifier to the dataset created
by TextBlob-005 improves the best result. The use of polarity-driven features
improve the accuracy from 98.85 % to 98.91%.

Furthermore, in some cases where better accuracy is not obtained, polarity
helps to reduce the number of false positives. For instance, in two cases where a
percentage of 98.76% is obtained, the number of false positives is reduced from 27
to 8 in one case, and from 13 to 8 false positives in the other.

Second dataset. As mentioned previously, in order to validate the obtained
results during the previous experiment, we decided to repeat the test but using a
different dataset. In this case, we use the publicly available BritishSMS dataset.

First of all, the best ten spam classifiers identified in the previous experiment
are applied to the dataset, obtaining the following results:

# Spam classifier TP TN FP FN Acc
1 NBM.i.c.stwv.go.ngtok 1,355 2,936 13 24 99.15
2 NBM.i.t.c.stwv.go.ngtok 1,362 2,928 21 17 99.12
3 NBMU.i.c.stwv.go.ngtok 1,362 2,928 21 17 99.12
4 NBMU.i.t.c.stwv.go.ngtok 1,362 2,928 21 17 99.12
5 NBMU.i.t.c.stwv.go.ngtok.stemmer 1,362 2,928 21 17 99.12
6 NBM.i.c.stwv.go.ngtok.stemmer 1,360 2,927 22 19 99.05
7 CNB.i.t.c.stwv.go.ngtok.stemmer 1,360 2,927 22 19 99.05
8 NBM.i.t.c.stwv.go.ngtok.stemmer 1,360 2,927 22 19 99.05
9 NBM.c.stwv.go.wtok 1,360 2,927 22 19 99.05
10 NBMU.c.stwv.go.wtok 1,351 2,935 14 28 99.03

Table 4.14: Results of the best 10 classifiers using the BritishSMS dataset

In the next step, we carry out a sentiment analysis of the BritishSMS dataset,
using the same three sentiment analyzers used in the previous experiment, and
we add the polarity feature to the original dataset. Doing that, three new tagged
dataset are created.

As in the previous experiment, the best ten classifiers are applied to the three
new datasets in order to compare the results with the results presented in Table
4.14.

Although the top result is not improved in terms of accuracy, we reach the same
accuracy in different cases, and almost in all the cases the results are better or the
same using the polarity feature. Also, analyzing the number of false positives, it is
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Sentiment analyzer
None Tb 005 Tb 01 Tb -005

# FP FN Acc FP FN Acc FP FN Acc FP FN Acc
1 5 17 97.49 5 17 97.49 5 17 97.49 5 17 97.49
2 5 18 97.37 5 18 97.37 5 18 97.37 5 18 97.37
3 7 16 97.37 7 16 97.37 7 16 97.37 6 16 97.49
4 6 17 97.37 6 17 97.37 6 17 97.37 6 17 97.37
5 9 16 97.14 9 16 97.14 9 16 97.14 9 17 97.03
6 8 18 97.03 8 18 97.03 8 18 97.03 8 18 97.03
7 8 19 96.91 8 19 96.91 8 19 96.91 7 19 97.03
8 8 19 96.91 8 19 96.91 8 19 96.91 7 19 97.03
9 9 23 96.34 9 23 96.34 9 23 96.34 6 24 96.57
10 9 23 96.34 9 23 96.34 9 23 96.34 6 24 96.57

Table 4.15: Comparing original results with the results obtained using sentiment
analyzers

possible to see that the results are better or at least the same in all cases. Taking
into account that the dataset is relatively small (875 SMSs), any improvement in
percentages or in numbers is significant.

4.3.3 Social Media Spam

Once the different experiments using email spam datasets and SMS spam datasets
are finished, we aim to validate the message polarity-driven spam detection in
OSNs.

First, several Bayesian classifiers are applied to the dataset in order to identify
the best classifiers. Second, a descriptive analysis of the dataset is done to see the
difference between spam and ham texts. Finally, new datasets are created adding
the polarity feature to the original dataset, and the best ten classifiers are applied
to them to compare the results with and without polarity.

OSN spam datasets used in sentiment analysis

To carry out this experiment a publicly available dataset is used:
Youtube Comments Dataset 8: Presented in [115]. This dataset contains mul-

tilingual 6,431,471 comments from a popular social media website, Youtube9.
Among all the comments, 481,334 are marked as spam.

8http://mlg.ucd.ie/yt/
9www.youtube.com
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In order to use similar number of texts to the experiments presented in Section
4.3.1 we created a new subset composed of 1,000 spam and 3,000 ham comments.
Those texts have been selected randomly and only taking into account comments
written in English.

Experimental results

The experimental phase is divided in two main parts: on the one hand, the de-
scriptive experiment of the dataset is shown, and on the other hand, the predictive
experiments and the comparison between the results are carried out.

Descriptive experiment. Like in the previous sections, different sentiment
classifiers are needed to perform this experiment. In this case, taking into account
the similarities between the Youtube comments and the Movie Reviews used in
Section 4.3.1, the same sentiment classifiers are used. The obtained results are
shown in the following table.

Adjective Adjective+ Tb 005 Tb 01
Total P N P N P N P N

spam 1,000 350 498 502 498 373 623 349 641
ham 3,000 1,161 1,238 1,762 1,238 1,255 1,717 1,159 1,787

Percentages (%)
spam 1,000 35 50 50 50 37 62 35 64
ham 3,000 39 41 59 41 42 57 39 60

Table 4.16: Sentiment analysis of the Youtube comments

Table 4.16 shows that while in the previous experiments spam messages where
more positive than ham messages, in this case, spam comments are more negative
than ham comments.

Predictive experiments and comparison. In order to analyze the influence
of the sentiment analysis in spam filtering predictive experiments are carried out.

With the objective of identifying the best spam classifiers, several spam classi-
fiers using different settings are applied to the Youtube Comments dataset.

Following the strategy used in Section 4.3.1 7 different classifiers and 56 settings
combinations per each classifiers are applied (392 combinations in total), and the
ten best results are presented in Table 4.17.

Once the best classifiers are identified, new datasets are created adding the
polarity feature to Youtube Comments dataset, using the four sentiment classifiers
shown previously.
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# Spam classifier TP TN FP FN Acc
1 NBM.c.stwv.go.ngtok 389 2911 89 611 82.50
2 NBMU.c.stwv.go.ngtok 389 2911 89 611 82.50
3 NBM.stwv.go.ngtok 370 2929 71 630 82.48
4 NBMU.stwv.go.ngtok 370 2929 71 630 82.48
5 NBM.c.stwv.go.ngtok.stemmer 379 2919 81 621 82.45
6 NBMU.c.stwv.go.ngtok.stemmer 379 2919 81 621 82.45
7 NBM.stwv.go.ngtok.stemmer 358 2936 64 642 82.35
8 NBMU.stwv.go.ngtok.stemmer 358 2936 64 642 82.35
9 CNB.stwv.go.ngtok 417 2875 125 583 82.30
10 CNB.stwv.go.ngtok.stemmer 400 2891 109 600 82.28

Table 4.17: Results of the best ten classifiers

Then, we apply the best ten classifiers to the labeled datasets and we compare
the obtained results with those obtained without polarity feature. The comparison
between different results is presented in Tables 4.18 and 4.19. Tables show that
sentiment analysis of the texts can help to improve the filtering results using an
OSN dataset too. For instance, the best accuracy of the original dataset is im-
proved from an 82.50% to an 82.53% using the polarity feature. Furthermore, the
number of false positive are reduced in all the cases, reducing by 10% the original
number in some cases (for example, from 89 to 70).

4.4 Conclusions of the Chapter
The main objective of a spam campaign is to sell a product, to trick a user to
provide confidential data, or convince a victim to open an attachment. Conse-
quently, is assumed that a special connotation in the message is needed in order
to deceive the receivers. We analyzed this assumption using sentiment classifier,
and significant differences between spam and legitimate texts were identified.

This chapter shows that it is possible to improve spam filtering adding the
polarity of each text to the dataset. We have demonstrated that sentiment analysis
of the texts can help to detect spam. In the three different scenarios the results
obtained using the polarity feature are better in terms of accuracy, and the number
of false positive is reduced.

Further, taking into account that the used sentiment classifiers are independent
from the text, it is supposed that the results of a training-based one will be better.

Despite the difference in the percentages of the accuracies does not seem to be
relevant, if we take into account the amount of real spam traffic, the improvement
is significant.
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Sentiment analyzer
None Adjective Adjective+

# FP FN Acc FP FN Acc FP FN Acc
1 89 611 82.50 70 641 82.23 71 648 82.03
2 89 611 82.50 70 641 82.23 71 648 82.03
3 71 630 82.48 56 657 82.18 55 664 82.03
4 71 630 82.48 56 657 82.18 55 664 82.03
5 81 621 82.45 60 640 82.50 60 643 82.43
6 81 621 82.45 60 640 82.50 60 643 82.43
7 64 642 82.35 54 662 82.10 52 669 81.98
8 64 642 82.35 54 662 82.10 52 669 81.98
9 125 583 82.30 88 615 82.43 79 624 82.43
10 109 600 82.28 75 628 82.43 68 633 82.48

Table 4.18: Comparing original results with the results obtained using own polarity
classifiers

Sentiment analyzer
None TextBlob005 TextBlob01

# FP FN Acc FP FN Acc FP FN Acc
1 89 611 82.50 82 625 82.33 83 625 82.30
2 89 611 82.50 82 625 82.33 83 625 82.30
3 71 630 82.48 66 640 82.35 67 640 82.33
4 71 630 82.48 66 640 82.35 67 640 82.33
5 81 621 82.45 74 627 82.48 74 625 82.53
6 81 621 82.45 74 627 82.48 74 625 82.53
7 64 642 82.35 59 652 82.23 59 653 82.20
8 64 642 82.35 59 652 82.23 59 653 82.20
9 125 583 82.30 104 600 82.40 104 600 82.40
10 109 600 82.28 94 612 82.35 94 612 82.35

Table 4.19: Comparing original results with the results obtained using TextBlob
polarity classifiers





CHAPTER 5

INFLUENCE OF PERSONALITY RECOGNITION IN SPAM

FILTERING

This chapter provides a baseline for a new spam filtering method. The objective is
to demonstrate that spam text is written with a specific personality characteristic
that can be used to distinguish spam from legitimate text. We hypothesize that
being spam a text that generally aims at selling services or products, analyzing
its meaning, and specially the personality of the spam text, it can bring similar
personality functions such that classification systems are improved.

First, the personality recognition topic is introduced, explaining the meaning
and different possibilities offered by personality recognition techniques.

After that, a spam detection method is proposed, and three different types of
spam texts are analyzed in order to validate the method: email spam, SMS spam
and spam on OSNs. Personality is computed per each spam text, and the features
that characterize it are added to the original datasets. Finally, several spam filters
with and without personality are compared in terms of accuracy and the number
of false positive.

5.1 Relevant Proposals

Personality is a psychological construct aimed at explaining a wide variety of hu-
man behaviors in terms of a few, stable and measurable individual characteristics
[155]. As authors explain in [22], two main models to formalize personality have
been defined so far: the Myers-Briggs personality model [18], which defines the

65
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personality using four dimensions: Extroversion or Introversion, which describes
how a person gets energized; Thinking or Felling, which describes the means a per-
son uses to make decisions; Judging or Perceiving, which describes the speed with
which a person makes decisions; and Sensing or iNtuition, describes how a person
takes in information; and the Big Five model [29] which divides the personality in
5 traits: Openness to experience, Conscientiousness, Extroversion, Agreeableness
and Neuroticism.

As it is shown in [101], every text contains information about the personality of
the authors, being this the reason that personality recognition became a potential
tool for Natural Language Processing. During the last years, different research in
personality recognition in blogs [114], offline texts [101] or online social networks
[13, 131] have been published.

In [142], authors apply personality recognition to an email feature set. They
prove that personality prediction is feasible. This work shows that it is possible to
predict the personality of a writer using email messages. While in the literature
the personality recognition techniques are applied to more than one text of each
user in order to obtain the personality of a certain user, in our case we focus on the
personality of each text. We assume that the authors of the texts are unknown,
so we can not group the texts of the same author.

Moreover, personality recognition is used in order to detect opinion spam in
social media [69], and other researchers present the relationship between person-
ality traits and deceptive communication, which is used to confuse or misleading
the user [53].

5.2 Proposed Method

This method has been developed following the procedure of Figure 5.2, which is
very similar to the procedure used in Chapter 4. The main difference is that in
this case personality recognition techniques are used instead of sentiment analysis
techniques.

Taking as a baseline the top classifiers identified in Chapter 4, we analyze the
influence of the personality feature in spam filtering. To do that, we compare the
results of the best classifiers applied to the dataset with and without personality.

As in the previous chapter, we use a 10-fold cross-validation technique for
validation purposes, and the results are analyzed in terms of false positive number
and accuracy.
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Figure 5.1: Improving spam filtering using personality recognition techniques

5.2.1 Personality recognition

The objective of the next phase is to apply a personality recognition technique to
each text in order to add the result as a new feature to the original dataset.

One of the most trusted personality recognition assessment is used in this work:
Myers-Briggs personality model. To determine the personality of each text, the
four different dimensions of this model are computed: Extroversion/Introversion,
Thinking/Feeling, Judging/Perceiving and Sensing/iNtuition. In this case, a pub-
licly available machine learning web service for text classification is used. This
service is hosted in uClassify1. Among all the possibilities offered in this website,
we focus on the Myers-Briggs functions developed by Mattias Östmar.

As author explains2, each function determines a certain dimension of the per-
sonality type according to Myers-Briggs personality model. The analysis is based
on the writing style and should not be confused with the Myers-Briggs Type In-
dicator (MBTI) which determines personality type based on self-assessment ques-
tionnaires. Training texts are manually selected based on personality and writing
style according to [78].

Those are the used functions:

• Myers-Briggs Attitude: Analyzes the Extroversion/Introversion dimension.

• Myers-Briggs Judging Function: Determines the Thinking/Feeling dimen-
sion.

• Myers-Briggs Lifestyle: Determines the Judging/Perceiving dimension.

• Myers-Briggs Perceiving Function: Determines the Sensing/iNtuition di-
mension.

1https://www.uclassify.com
2https://www.uclassify.com/browse/prfekt
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Each function returns a float within the range [0.0, 1.0] per each pair of char-
acteristics of the dimension. For example, if we test a certain text and we obtain
X value for Sensing, the value for iNtuition is 1-X. Thus, we only record one value
per each function: Extroversion, Sensing, Thinking and Judging.

In order to create a new dataset containing the personality features, those four
values of each email message are added to the original dataset. This new dataset is
used during the tests to evaluate the influence of the personality in spam filtering.
To do so, we apply the top ten classifiers mentioned previously to both the original
dataset and to the new one, and we compare the results.

5.3 Validation of the Proposed Method
In this Section the validation of the proposed method is presented, taking into
account the results of three different scenarios.

5.3.1 Email Spam

The first validation of the method is carried out focusing on email spam messages.
The method described in Section 5.2 is followed in order to analyze the influence
of personality recognition techniques in email spam filtering.

Email datasets used in personality analysis

Two different publicly available datasets are used:

• CSDMC 2010 Spam Corpus3: composed of 2,949 legitimate email messages
and 1,378 spam messages. This dataset is used to carry out the experiments.

• TREC 2007 Public Corpus4: This corpus contains 75,419 messages: 25,220
ham (legitimate) and 50,199 spam emails. The experiments done with the
previous dataset are repeated with this new one in order to validate the
results obtained. For the sake of using a similar approach, 4,000 emails are
selected randomly from this dataset (3,000 ham and 1,000 spam).

Personality recognition of email messages

In this task, personality recognition functions described in Section 5.2 are used.
So the four different dimension of the Myers-Briggs personality model are added
to the original dataset.

3http://www.csmining.org/index.php/spam-email-datasets-.html
4http://plg.uwaterloo.ca/ gvcormac/treccorpus07/
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Bayesian spam filtering of email messages

To analyze if personality recognition techniques improve Bayesian spam filtering,
the best ten classifiers identified in Section 5.3.1 for spam filtering are used:

1. BLR.i.t.c.stwv.go.wtok

2. DMNB.c.stwv.go.wtok

3. DMNB.i.c.stwv.go.wtok

4. DMNB.i.t.c.stwv.go.wtok

5. DMNB.stwv.go.wtok

6. DMNB.c.stwv.go.stemmer

7. DMNB.i.c.stwv.go.stemmer

8. DMNB.i.t.c.stwv.go.stemmer

9. DMNB.stwv.go.stemmer

10. BLR.i.t.c.stwv.go.ngtok.stemmer.igain

During this chapter, our main objective is to improve those results using the
selected classifiers.

Experimental results

The results obtained during the validation of the proposed method are shown. To
carry out the following experiments the CSDMC2010 dataset is used.

Descriptive analysis. The objective of this step is to analyze the personality
features of the authors (spammers and legitimate email writers) applying the previ-
ously explained personality recognition functions. During this step the personality
features are added to the original dataset creating a new labeled dataset, and we
extract descriptive statistic regarding the personality. This information is shown
in Table 5.1.

Analyzing the data presented in the descriptive table, significant differences
between spam and ham can be found. The biggest difference according to Myers-
Briggs personality model between spam emails and legitimate emails is given by
the Perceiving Function. Taking into account only this dimension, the sensing
feature of the legitimate emails is 16 points higher than spam emails.
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Total Extroversion Sensing Thinking Judging
ham 2949 975 2439 313 1908
spam 1378 591 918 301 915

Percentage(%)
ham 100 33 83 11 65
spam 100 43 67 22 66

Table 5.1: Descriptive analysis of the dataset.

This finding can be used to better distinguish between ham and spam, thus
classification algorithms may provide better detection rates. In the next steps
different experiments are carried out to see the real influence of personality feature
in Bayesian email spam filtering.

Using personality. To confirm if personality improves Bayesian spam filtering,
we apply the top ten classifiers to the labeled (personality) dataset. We compare
the results with those results obtained when applying the same classifiers to the
original dataset.

The results obtained during this experiments are shown in Table 5.2. Once
again, we use the same nomenclatures as described in Table 1.

Original dataset Personality
# Spam classifier FP FN Acc FP FN Acc
1 BLR.i.t.c.stwv.go.wtok 13 24 99.15 14 26 99.08
2 DMNB.c.stwv.go.wtok 21 17 99.12 22 16 99.12
3 DMNB.i.c.stwv.go.wtok 21 17 99.12 22 16 99.12
4 DMNB.i.t.c.stwv.go.wtok 21 17 99.12 22 16 99.12
5 DMNB.stwv.go.wtok 21 17 99.12 22 16 99.12
6 DMNB.c.stwv.go.stemmer 22 19 99.05 22 21 99.01
7 DMNB.i.c.stwv.go.stemmer 22 19 99.05 22 21 99.01
8 DMNB.i.t.c.stwv.go.stemmer 22 19 99.05 22 21 99.01
9 DMNB.stwv.go.stemmer 22 19 99.05 22 21 99.01

10 BLR.i.t.c.stwv.go.
.ngtok.stemmer.igain 14 28 99.03 13 26 99.10

Table 5.2: Comparison between normal and personality

Results show that only in one case the classification of the original dataset is
improved using personality features (from 99.03% to 99.10%), while in other four
cases we obtain the same accuracy (99.12%) and in the other five the accuracy is
reduced.
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As a conclusion, adding the four personality dimensions to the dataset does
not improve the classification in general terms. But as seen in Table 5.1, the Sens-
ing/iNtuition dimension of the personality can be sufficient to better distinguish
between the two classification labels.

Myers-Briggs Perceiving Function. To see if the mentioned dimension
affects in the Bayesian spam filtering, a new dataset is created. We only use the
Myers-Briggs Perceiving Function in order to add the sensing characteristic of each
message to the dataset. This function has been selected taking into account the
differences in personality dimensions, between ham and spam texts, presented in
the descriptive analysis of the dataset. Table 5.1 shows that the biggest difference
(83% vs 67%) was observed in this dimension.

The followed procedure is the same than in the previous experiment: we apply
the best ten classifiers to the new dataset and we compare the results with the
original ones.

Table 5.3 summarizes the results obtained.

Original dataset Sensing
# FP FN Acc FP FN Acc
1 13 24 99.15 15 27 99.03
2 21 17 99.12 21 17 99.12
3 21 17 99.12 21 17 99.12
4 21 17 99.12 21 17 99.12
5 21 17 99.12 21 17 99.12
6 22 19 99.05 22 18 99.08
7 22 19 99.05 22 18 99.08
8 22 19 99.05 22 18 99.08
9 22 19 99.05 22 18 99.08
10 14 28 99.03 14 26 99.08

Table 5.3: Results using sensing feature

In this case, we obtain better results in terms of accuracy than using all the
dimensions of the Myers-Briggs personality model. The results are improved in
five cases, in four of them the same results are obtained, and only in one case the
result the accuracy is decreased.

Those results give a baseline to see the possibilities that personality recognition
techniques can improve Bayesian spam filtering.

Second dataset. Once the mentioned results are obtained, we repeat the process
using a different dataset in order to validate the assumptions. As in the previous



72 Chapter 5. Influence of Personality Recognition in Spam Filtering

Chapter, the TREC2007 dataset is used.
On the one hand, the same ten classifiers that obtained the best results with

the previous dataset are applied to TREC2007.
On the other hand, the same classifiers are applied to a new dataset, which has

been created adding personality features to the original dataset. Also in this case,
the previously used personality recognition functions are used.

Table 5.4 shows the obtained results.

Original dataset Personality
# Spam classifier FP FN Acc FP FN Acc

1 BLR.i.t.c.stwv.go.
.ngtok.stemmer.igain 17 24 98.98 17 18 99.13

2 DMNB.c.stwv.go.stemmer 21 21 98.95 22 19 98.98
3 DMNB.i.c.stwv.go.stemmer 21 21 98.95 22 19 98.98
4 DMNB.i.t.c.stwv.go.stemmer 21 21 98.95 22 19 98.98
5 DMNB.stwv.go.stemmer 21 21 98.95 22 19 98.98
6 DMNB.c.stwv.go.wtok 21 23 98.90 20 23 98.93
7 DMNB.i.c.stwv.go.wtok 21 23 98.90 20 23 98.93
8 DMNB.i.t.c.stwv.go.wtok 21 23 98.90 20 23 98.93
9 DMNB.stwv.go.wtok 21 23 98.90 20 23 98.93
10 BLR.i.t.c.stwv.go.wtok 22 28 98.75 21 27 98.80

Table 5.4: Comparison of the best ten classifiers, second dataset

In this case, although the number of false positive is reduced only in four out of
ten classifiers, the accuracy is improved in all of them. Moreover, the best accuracy
is improved from 98.98% to 99.13%. Those results provide means to demonstrate
that personality recognition helps in email spam filtering.

5.3.2 SMS Spam

This study has been carried out following the procedure showed in Section 5.2,
where two main phases are defined: on the one hand, personality recognition
techniques are applied to the dataset in order to create a new one when aggregating
the personality-based features. This new dataset is later used to see the real
influence of the personality feature in SMS spam filtering.

On the other hand, two experiments are carried out applying several classifiers
to the datasets (with and without personality) to compare all the results and
see which classifies better. Once we analyze the results, the same experiments
using a different dataset are carried out. In other words, we use a new labeled
(spam/legitimate) SMS dataset, we add the personality to each message, and we
apply the same classifiers and the same filters. Finally we analyzed all the results.
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SMS datasets used in personality analysis

During this work two publicly available dataset are used:

• SMS Spam Collection v.1 5 (named as SMSSpam in this dissertation): Pub-
lished in [7]. It is composed of 5,574 English, real and non-enconded mes-
sages, tagged as being ham or spam. Specifically, it contains 747 spam
messages and 4,827 ham messages. This dataset is used to carry out the two
spam filtering experiments.

• British English SMS corpora6 (named as BritishSMS in this dissertation):
Introduced in [113]. This dataset contains 875 SMS messages labelled in
terms of spam. There are 450 legitimate SMS messages, and 425 spam SMS
messages in this dataset. During this study, we use this dataset to validate
the results of the previous dataset, repeating the experiments workflow.

Personality recognition of SMS messages

The first phase in our method aims to apply personality recognition techniques
to each SMS message in order to create a new dataset, adding this feature to the
original dataset.

To do that, the same personality recognition functions described in Section 5.2
are used. So the four different dimension of the Myers-Briggs personality model
are added to the original dataset.

SMS spam filtering

To analyze the influence of the personality of SMS messages, we first select 10
representative classifiers and some of the most used filters settings for natural lan-
guage processing. To do the selection we take into account the results obtained
in 5.3.1 and in other research studies such as [91]. Used classifiers: Large-scale
Bayesian logistic regression for text categorization, discriminative parameter learn-
ing for Bayesian networks, complement class Naive Bayes classifier, Multi-nominal
Naive Bayes classifier, updateable multi-nominal Naive Bayes classifier, decision
tree (C4.5), random tree, forest of random trees, Support Vector Machine (SMO),
and adaptive boosting meta-algorithm with Naive Bayes..

In the same way as in Section 4.3.2, the next step is to apply those classifiers,
combined with the best three filters and settings, to the datasets (with and without
personality) and compare the results.

5http://www.dt.fee.unicamp.br/∼tiago/smsspamcollection/
6https://goo.gl/UUgl4X
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This first step provides the best classifier for text messages. In the following
phase, the best classifiers are selected. We apply those classifiers with different
combination of filters and settings (56 combinations per classifier) to the datasets
as a second dataset. The objective of the combination of these filters and settings
is to follow a text mining process in order to compare results and identify the best
ones.

Once the process is evaluated with the SMSSpam dataset, we repeat them using
the BritishSMS dataset to compare results, in order to validate our hypothesis.

As in the previous experiments, the nomenclatures of Table 1 are used to
represent classification algorithms and filters.

Experimental results

In this Section, results obtained during the previously explained experiments are
shown. During the study, we use SMSspam dataset in the first two experiments
and BritishSMS to validate the results.

Descriptive analysis. The objective of this step is to analyze the personality of
the messages applying the previously described personality recognition technique.
The statistics about the personality in SMS messages are computed, and results
shown in Table 5.5.

Total Extroversion Sensing Thinking Judging
ham 4827 4392 3998 2431 1793
spam 747 599 566 238 431

Percentage(%)
ham 100 91 83 50 37
spam 100 80 76 32 58

Table 5.5: Descriptive analysis of the dataset

Results show that all the dimensions of the personality model have a different
distribution depending on the text type. At this point we can confirm that the
way SMS messages are writen (spam/ham) varies from a personality perspective.

SMS spam filtering classifiers that perform better. These experiments
aim to identify the best SMS spam filtering classifiers in order to use them in the
next experiment with more filters and settings. As it is mentioned previously, we
choose 10 classifiers and three different filter combinations per each classification
technique.
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The same classifiers and settings used in Section 4.3.2 are selected in order to
follow the same procedure.

Table 5.6 shows the results of the ten classifiers in combination with the three
filters. Numbers represent the type of filters used, namely: (1) stwv.go.wtok, (2)
i.t.c.stwv.go.ngtok.stemmer.igain and (3) i.t.c.stwv.go.wtok.

SMO technique appears in the Table as the classifier that better results provide,
when used with the third filter settings. Although in this case the personality does
not provide means to improve the original classification scores, the other two cases
that used personality features reach the same accuracy. Additionally, it can be
seen that in most of the cases, accuracy is improved, or at least same results are
obtained.

Table 5.6 also shows that the number false positive is reduced generally. This
means that personality can help to improve the results in SMS spam filtering, but
we need to analyze more possible combinations of filter settings to confirm this
statement.

SMS spam filtering with personality features. The second experiment is
based on the results obtained in the first one. While the previous aims to search
for the best algorithms, this one aims to explore the possible filter combinations
with the best classifiers.

In this manner, we identify the best 6 classifiers from Table 5.6 and combine
each one with 56 different filter settings. We analyze the achieved results and we
select the classifiers that obtained the best ten results in terms of accuracy. Finally
we apply those classifiers to the new dataset that we created using the personality
recognition technique. Those results are shown in Table 5.7.

The table shows that a higher accuracy than in the previous experiment is
obtained applying new settings of the filters to the original SMS dataset.

Analyzing the information shown in Table 5.7 we see that the aggregation of
the personality feature improves almost all of the results. In terms of accuracy a
98.94% is reached improving the best result obtained of the original dataset. Only
in two cases the accuracy does not improve, but the number of false positive is
reduced in both (from 27 to 19 and from 13 to 3). In addition, the number of
false positive is reduced in all cases. For the spam problem, reduction of the false
positives can be considered a significant improvement.
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Original dataset Personality
Spam classifier FP Acc FP Acc
SMO.3 3 98.73 5 98.64
NBM.3 12 98.69 4 98.71
NBMU.3 12 98.69 3 98.42
BLR.3 5 98.64 5 98.64
DMNB.1 10 98.62 5 98.73
BLR.2 2 98.60 2 98.60
NBM.1 23 98.53 14 98.62
SMO.2 4 98.53 3 98.56
NBMU.2 36 98.51 18 98.62
NBMU.1 29 98.49 19 98.64
CNB.1 31 98.44 18 98.60
NBM.2 52 98.37 44 98.51
DMNB.2 4 98.28 2 98.31
DMNB.3 4 98.28 2 98.31
CNB.2 64 98.19 54 98.35
CNB.3 56 98.17 23 98.73
BLR.1 1 97.45 0 96.23
SMO.1 0 97.45 0 97.43
J48.3 54 97.02 57 96.97
J48.2 58 96.90 60 96.86
J48.1 42 96.86 43 96.91
RF.2 0 96.38 0 96.47
RF.3 0 96.21 0 96.23
RT.1 25 95.60 22 95.39
RF.1 0 95.19 0 94.83
RT.3 84 95.16 86 94.94
RT.2 88 95.07 98 94.73
AB.2 167 91.44 167 91.44
AB.3 167 91.44 167 91.44
AB.1 188 91.32 188 91.32

Table 5.6: Comparison between results of the first experiment of SMS spam filter-
ing
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Original dataset Personality
# Spam classifier FP FN Acc FP FN Acc
1 NBMU.i.c.stwv.go.ngtok 28 36 98.85 26 39 98.83
2 NBMU.i.t.c.stwv.go.ngtok 27 39 98.82 19 40 98.94
3 NBM.i.t.c.stwv.go.ngtok 32 36 98.78 28 36 98.85
4 NBMU.i.t.c.stwv.go.ngtok.stemmer 23 45 98.78 19 48 98.80
5 NBM.c.stwv.go.wtok 13 56 98.76 5 63 98.78
6 NBM.i.t.c.stwv.go.ngtok.stemmer 34 35 98.76 30 38 98.78
7 NBMU.c.stwv.go.wtok 13 56 98.76 3 81 98.49
8 CNB.i.t.c.stwv.go.ngtok.stemmer 37 34 98.73 34 35 98.76
9 NBM.i.c.stwv.go.ngtok 37 34 98.73 33 35 98.78
10 NBM.i.c.stwv.go.ngtok.stemmer 36 35 98.73 33 36 98.76

Table 5.7: Comparison of the best ten classifiers

Validation of the results using a second dataset. As we mentioned previ-
ously, so as to validate the results during the first two experiments, we decided to
repeat those experiments with a different dataset. In this case, we use the publicly
available BritishSMS dataset.

To accomplish the validation of the experiment, we select the same ten classi-
fiers that obtained the best results with the previous dataset, and we apply them
to the BritishSMS dataset with and without personality feature using the 10-fold
cross-validation technique. The obtained results are presented in Table 5.8.

Original dataset Personality
# Spam classifier FP FN Acc FP FN Acc
1 NBM.i.c.stwv.go.ngtok 5 17 97.49 5 17 97.49
2 NBM.i.t.c.stwv.go.ngtok 5 18 97.37 3 19 97.49
3 NBMU.i.c.stwv.go.ngtok 7 16 97.37 6 16 97.49
4 NBMU.i.t.c.stwv.go.ngtok 6 17 97.37 6 17 97.37
5 NBMU.i.t.c.stwv.go.ngtok.stemmer 9 16 97.14 9 17 97.03
6 NBM.i.c.stwv.go.ngtok.stemmer 8 18 97.03 7 18 97.14
7 CNB.i.t.c.stwv.go.ngtok.stemmer 8 19 96.91 6 19 97.14
8 NBM.i.t.c.stwv.go.ngtok.stemmer 8 19 96.91 6 19 97.14
9 NBM.c.stwv.go.wtok 9 23 96.34 2 26 96.80
10 NBMU.c.stwv.go.wtok 9 23 96.34 9 22 96.46

Table 5.8: Comparison of the best ten classifiers, second dataset

Once again we can conclude that the use of personality features improve the
spam classification, thus validating the hypothesis. Although the best result is
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not improved in terms of accuracy, we reach the same accuracy in three different
classifiers, and in almost all the cases results are improved. In addition, if we
analyze the false positives results, those are also improved in most of the cases.

Taking into account that it is a very small SMS spam dataset (875 SMSs), the
generalization of the best result would significantly detect a very high amount of
spam SMSs.

5.3.3 Social Media Spam

With the objective of demonstrating that spam filtering on OSNs can be improved
using personality recognition techniques, the next experiment is done.

To do that, the same procedure explained in Section 5.3.1 is followed but using
a different dataset.

Personality recognition techniques are used to add the personality feature to
the dataset, in the same time that a descriptive analysis of the texts is done. After
that, several classifiers and filters settings are combined and applied to the dataset
with and without personality. And finally, the obtained results are compared in
order to give conclusions about the study.

OSN spam dataset used in personality analysis

The dataset used in this experiment is the same that we present in the previous
chapter:

Youtube Comments Dataset 7: Presented in [115]. This dataset contains mul-
tilingual 6,431,471 comments from a popular social media website Youtube, and
481,334 are marked as spam. Among all those comments the subset created in
Section 4.3.3 is used here.

Experimental results

This phase is divided in two main parts: on the one hand, the descriptive exper-
iment of the dataset, and on the other hand, the predictive experiments and the
comparison between the results.

Descriptive experiment. Taking into account the personality recognition func-
tions presented in the previous sections, a descriptive analysis of the dataset is
done. During this experiment, the different dimensions of the personality model
are added to the original dataset, and a new dataset is created.

Although the differences between ham and spam comments are not significant,
Table 5.9 shows that the biggest difference is in terms of thinking feature. So in the

7http://mlg.ucd.ie/yt/
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Total Extroversion Sensing Thinking Judging
ham 3000 1841 2222 2303 1651
spam 1000 624 715 726 538

Percentage(%)
ham 100 61 74 77 55
spam 100 62 72 73 54

Table 5.9: Descriptive analysis of the dataset

next step, first of all a experiment using all the dimensions is carried out and after
that, also a test is done adding only the thinking feature to the original dataset.

Predictive experiments and comparison. To analyze the if personality recog-
nition techniques help in OSNs spam filtering, the same combinations presented
in Section 5.3.1 are used in order to identify the best ten classifiers. The same
test was carried out in the previous chapter, so we know which are the best ten
classifiers.

Knowing that, the next step is to apply those classifier to the labeled dataset
in order to compare the results.

Original dataset Personality
# Spam classifier FP FN Acc FP FN Acc
1 NBM.c.stwv.go.ngtok 89 611 82.50 51 663 82.15
2 NBMU.c.stwv.go.ngtok 89 611 82.50 43 678 81.98
3 NBM.stwv.go.ngtok 71 630 82.48 42 679 81.98
4 NBMU.stwv.go.ngtok 71 630 82.48 32 699 81.73
5 NBM.c.stwv.go.ngtok.stemmer 81 621 82.45 46 665 82.23
6 NBMU.c.stwv.go.ngtok.stemmer 81 621 82.45 37 683 82.00
7 NBM.stwv.go.ngtok.stemmer 64 642 82.35 39 688 81.83
8 NBMU.stwv.go.ngtok.stemmer 64 642 82.35 29 707 81.60
9 CNB.stwv.go.ngtok 125 583 82.30 60 646 82.35
10 CNB.stwv.go.ngtok.stemmer 109 600 82.28 54 650 82.40

Table 5.10: Comparison of the best ten classifiers

Results in Table 5.10 show that while the number of false positive is reduced
in every cases, the accuracy is only improved in two out of ten cases.

In this point, taking into account the results obtained in the descriptive experi-
ment, where we can see that the main difference between ham and spam comments
is the thinking feature, the experiment is repeated but adding only this dimension
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to the original dataset. The results obtained during this experiment are presented
in Table 5.11.

Original dataset Thinking
# FP FN Acc FP FN Acc
1 89 611 82.50 76 629 82.38
2 89 611 82.50 70 633 82.43
3 71 630 82.48 61 645 82.35
4 71 630 82.48 56 650 82.35
5 81 621 82.45 69 632 82.48
6 81 621 82.45 65 636 82.48
7 64 642 82.35 56 648 82.40
8 64 642 82.35 52 657 82.28
9 125 583 82.30 100 608 82.30
10 109 600 82.28 87 615 82.45

Table 5.11: Comparison of the best ten classifiers with and without Thinking
dimension

In this case, the accuracy is improved in more classifiers than in the previous
table. The number of false positives is also reduced compared to the original
dataset. Moreover, the best accuracy (82.50%) is not improved but the same
percentage is obtained.

The significant reduction of the number of false positive give means to vali-
date the hypothesis that personality recognition techniques help in OSNs spam
filtering.

5.4 Conclusions of the Chapter

This Chapter provides means to give a baseline for improving spam filtering.
This study shows that adding a personality score obtained during a personality

analysis of texts in most of the cases the result is improved in both terms: accuracy
and the number of false positive.

Moreover, in order to validate the results and to demonstrate that the per-
sonality recognition is useful in spam filtering, we carry out the same experiment
using different datasets. The results in both experiments are positive, improving
the accuracy and the number of false positives of most of the best classifiers.

Furthermore, taking into account that the personality recognition functions
used are independent from the text, the use of manually tagged (personality)
emails during the learning process of the function might improve the results.
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Although the difference in percentage does not seem to be relevant, taking into
account the amount of real spam traffic, the improvement is significant.





CHAPTER 6

COMBINATION OF SENTIMENT ANALYSIS AND

PERSONALITY RECOGNITION IN SPAM FILTERING

The main objective of this chapter is to explain a new spam filtering method,
demonstrating the combination of sentiment analysis and personality techniques
applied to spam, can improve spam classification. We take into account the results
obtained in Chapters 4 and 5, aiming to impruve previous results.

The details of the proposed method are described first, and validated later
using the same datasets (CSDMC2010, TREC2007, SMSSpam, BritishSMS, and
Youtube) of the previous two Chapters.

6.1 Proposed Method

The proposed method is a combination of the two previously described processes.
As shown in Figure 6.1, each original dataset is fed with sentiment, and person-
ality features in a way that four datasets are kept for comparison: the original
one, the original with a polarity feature, the original with the personality fea-
ture, and finally the aggregation of both polarity and personality features to the
original dataset. Second, the 10 classifiers that better discriminate the datasets
(CSDMC2010, TREC2007, SMSSpam, BritishSMS, and Youtube) are identified.
Finally those classifiers are applied to all the datasets in order to compare the
results.

83
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Figure 6.1: Improving spam filtering combining sentiment analysis and personality
recognition

6.2 Validation of the Proposed Method
Once again, three different scenarios are analyzed in order to conduct the compar-
ison: email spam, SMS spam and social media spam.

6.2.1 Email Spam

As in the previous chapters, we use CSDM2010 and TREC2007 datasets. In
both of them the best sentiment analyzer and the best personality dimensions are
selected, in order to compare the best results of Chapters 4 and 5 with the new
results obtained using the combined dataset. The best sentiment analyzer and
the best personality technique are also used to create the new dataset with both
features.

In Table 6.1, the results of the first experiments are shown. In the first column
the results of using the original dataset are presented, while in the second one the
best results obtained using sentiment analysis are summarized. In the third one,
the best results of this dataset using personality detection techniques are given.
Finally, the results obtained with the combination of personality and polarity are
given.

According to the obtained results, we can confirm the combination of sentiment
analysis with personality recognition techniques improved the best result obtained
in Bayesian spam filtering in terms of accuracy. The combination improves (with
a 99.24% of accuracy) both the top result of the original dataset (99.15%) and
the top result of the polarity analysis (99.21%). Moreover, in those cases where
the best result is achieved, the combination of sentiment analysis and personality
techniques reduces the number false positive.

To validate those first results, the same test is carried out using the TREC2007
dataset and the obtained results are summarized in Table 6.2.
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Used technique
None TB 0.1 Sensing Comb

Spam classifier FP Acc FP Acc FP Acc FP Acc
BLR.i.t.c.stwv.go.wtok 13 99.15 14 99.12 15 99.03 15 99.03
DMNB.c.stwv.go.wtok 21 99.12 22 99.21 21 99.12 19 99.24
DMNB.i.c.stwv.go.wtok 21 99.12 22 99.21 21 99.12 19 99.24
DMNB.i.t.c.stwv.go.wtok 21 99.12 22 99.21 21 99.12 19 99.24
DMNB.stwv.go.wtok 21 99.12 22 99.21 21 99.12 19 99.24

DMNB.c.stwv.
.go.stemmer 22 99.05 22 99.15 22 99.08 23 99.05

DMNB.i.c.stwv.
.go.stemmer 22 99.05 22 99.15 22 99.08 23 99.05

DMNB.i.t.c.stwv.
.go.stemmer 22 99.05 22 99.15 22 99.08 23 99.05

DMNB.stwv.go.stemmer 22 99.05 22 99.15 22 99.08 23 99.05
BLR.i.t.c.stwv.go.

.ngtok.stemmer.igain 14 99.03 14 99.03 14 99.08 14 99.10

Table 6.1: Comparison of the best classifiers using the dataset CSDMC2010

Used technique
None Adj Pers Comb

Spam classifier FP Acc FP Acc FP Acc FP Acc
BLR.i.t.c.stwv.go.

.ngtok.stemmer.igain 17 98.98 17 99.05 17 99.13 17 99.18

DMNB.c.stwv.
.go.stemmer 21 98.95 20 99.05 22 98.98 21 99.10

DMNB.i.c.stwv.
.go.stemmer 21 98.95 20 99.05 22 98.98 21 99.10

DMNB.i.t.c.stwv.
.go.stemmer 21 98.95 20 99.05 22 98.98 21 99.10

DMNB.stwv.go.stemmer 21 98.95 20 99.05 22 98.98 21 99.10
DMNB.c.stwv.go.wtok 21 98.90 20 98.93 20 98.93 21 98.95
DMNB.i.c.stwv.go.wtok 21 98.90 20 98.93 20 98.93 21 98.95
DMNB.i.t.c.stwv.go.wtok 21 98.90 20 98.93 20 98.93 21 98.95
DMNB.stwv.go.wtok 21 98.90 20 98.93 20 98.93 21 98.95
BLR.i.t.c.stwv.go.wtok 22 98.75 22 98.68 21 98.80 22 98.85

Table 6.2: Comparison of the best classifiers using the dataset TREC2007
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In this case, the best result of the original dataset is improved using only
sentiment analysis, and a better accuracy if obtained using personality detection
techniques. Moreover, the combined dataset improves even more all the previous
accuracies of each classifier, reaching 99.18% of accuracy.

6.2.2 SMS Spam

The second scenario aims to analyze the method proposed in this Chapter using
datasets composed by SMS messages. The same dataset used in the previous
Chapters are used also in this case: SMSSpam and BritishSMS.

Table 6.3 shows the results obtained with the first dataset. The sentiment
analyzer TextBlob -0.05 and all the dimensions of the personality recognition model
are used to create the combined dataset, and the Tables 6.3 summarizes all the
results.

Used technique
None TB -0.05 Pers Comb

Spam classifier FP Acc FP Acc FP Acc FP Acc
NBMU.i.c.stwv.go.ngtok 28 98.85 35 98.74 26 98.83 23 98.89
NBMU.i.t.c.stwv.go.ngtok 27 98.82 8 98.76 19 98.94 15 99.01
NBM.i.t.c.stwv.go.ngtok 32 98.78 33 98.78 28 98.85 26 98.89
NBMU.i.t.c.stwv.go.

.ngtok.stemmer 23 98.78 34 98.74 19 98.80 14 98.87

NBM.c.stwv.go.wtok 13 98.76 28 98.85 5 98.78 4 98.74
NBM.i.t.c.stwv.go.
.ngtok.stemmer 34 98.76 32 98.76 30 98.78 25 98.85

NBMU.c.stwv.go.wtok 13 98.76 8 98.76 3 98.49 3 98.44
CNBi.t.c.stwv.go.
.ngtok.stemmer 37 98.73 27 98.82 34 98.76 31 98.80

NBM.i.c.stwv.go.ngtok 37 98.73 22 98.91 33 98.78 31 98.82
NBM.i.c.stwv.go.
.ngtok.stemmer 36 98.73 19 98.82 33 98.76 33 98.76

Table 6.3: Comparison of the best classifiers using the dataset SMSSpam

Best accuracy results of the original dataset (98.85%), are improved with senti-
ment analysis (98.91%), personality features (98.94%), reaching to a 99.01% with
the combination of the features.

In addition, to validate those results a second dataset is used and the results
are shown in Table 6.4. Once again, the best result is improved, obtaining a 97.6%
of accuracy, and reducing the number of false positive in most of the classifiers.
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Used technique
None TB -0.05 Pers Comb

Spam classifier FP Acc FP Acc FP Acc FP Acc
NBM.i.c.stwv.go.ngtok 5 97.49 5 97.49 5 97.49 5 97.49
NBM.i.t.c.stwv.go.ngtok 5 97.37 5 97.37 3 97.49 3 97.49
NBMU.i.c.stwv.go.ngtok 7 97.37 6 97.49 6 97.49 5 97.60
NBMU.i.t.c.stwv.go.ngtok 6 97.37 6 97.37 6 97.37 6 97.37

NBMU.i.t.c.stwv.go.
.ngtok.stemmer 9 97.14 9 97.03 9 97.03 9 97.03

NBM.i.c.stwv.go.
.ngtok.stemmer 8 97.03 8 97.03 7 97.14 7 97.14

CNB.i.t.c.stwv.go.
.ngtok.stemmer 8 96.91 7 97.03 6 97.14 6 97.14

NBM.i.t.c.stwv.go.
.ngtok.stemmer 8 96.91 7 97.03 6 97.14 6 97.14

NBM.c.stwv.go.wtok 9 96.34 6 96.57 2 96.80 1 96.80
NBMU.c.stwv.go.wtok 9 96.34 6 96.57 9 96.46 6 96.69

Table 6.4: Comparison of the best classifiers using the dataset BritishSMS

Used technique
None TB 0.1 Thinking Comb

Spam classifier FP Acc FP Acc FP Acc FP Acc
NBM.c.stwv.go.ngtok 89 82.50 83 82.30 76 82.38 71 82.30
NBMU.c.stwv.go.ngtok 89 82.50 83 82.30 70 82.43 66 82.30
NBM.stwv.go.ngtok 71 82.48 67 82.33 61 82.35 57 82.20
NBMU.stwv.go.ngtok 71 82.48 67 82.33 56 82.35 51 82.23

NBM.c.stwv.go.
.ngtok.stemmer 81 82.45 74 82.53 69 82.48 60 82.48

NBMU.c.stwv.go.
.ngtok.stemmer 81 82.45 74 82.53 65 82.48 53 82.55

NBM.stwv.go.
.ngtok.stemmer 64 82.35 59 82.20 56 82.40 51 82.18

NBMU.stwv.go.
.ngtok.stemmer 64 82.35 59 82.20 52 82.28 46 82.13

CNB.stwv.go.ngtok 125 82.30 104 82.40 100 82.30 84 82.50
CNB.stwv.go.
.ngtok.stemmer 109 82.28 94 82.35 87 82.45 75 82.43

Table 6.5: Comparison of the best classifiers using the dataset of Youtube com-
ments
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6.2.3 Social Media Spam

Finally, to demonstrate if this new detection method could also be valid in OSN
spam, a new experiment is performed using the Youtube comments dataset. The
same methodology used in the previous experiments is followed and the different
results are presented in Table 6.5.

Yet again, the combination of different techniques improves the results in both
terms: accuracy and the number of false positive. Here, the number of false
positive is reduced in every case, and the best accuracy is obtained using the
combined dataset (82.55%).

6.3 Conclusions of the Chapter
This chapter presents a new filtering method that gives the research community
the opportunity of detecting non evident intent in spam. This new method consists
in using a combination of the polarity and personality features of each text.

As results reveal, the combination of NLP techniques help improving spam
filtering in terms of accuracy and reducing the number of false positive.

Moreover, this method is validated in three different types of spam, and using
more than one dataset in each type. This means that although each spam type is
different, sentiment analysis and personality recognition techniques are capable to
highlight differences between spam and ham texts. Those differences help classifiers
to filter spam texts, and to improve the results.

Furthermore, this experiment demonstrates that the more information about
the content of the texts is added to the dataset, the improvement of the results is
higher.



CHAPTER 7

CONCLUSION

7.1 Summary

In this dissertation we have analyzed the threat of spam from different points of
view.

We aimed to alert users of the risk of publicizing personal data in OSNs. The
main reason is that all the information that is (intentionally or not) publicly avail-
able in OSNs can be used to carry out malicious activities. In this thesis, we
have demonstrated the possibility of improving current spam click-through rates
using ONS public information to personalize spam messages. We extracted public
information from Facebook profiles, we designed email templates analyzing the
collected information, and we carried out several experiments sending both typical
and personalized spam. The tests provide means to validate our hypothesis about
the effectiveness of using OSN information in order to obtain higher click-through
rates in spam campaigns.

In the second part, we presented three novel spam detection methods with the
objective of improving spam filtering techniques.

Taking into account that the main objective of a spam campaign is to sell a
product, to trick a user to provide confidential data, or convince a victim to open
an attachment, we assume that those messages need have a special connotation re-
garding. We analyzed this assumption using different spam datasets (with different
types of spam) and applying different sentiment classifiers. We found significant
differences between legitimate and spam messages, so we designed a novel filtering
method. This method improves spam filtering and reduces the number of false
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positives. We validated those results using three different scenarios: email spam,
SMS spam and OSN spam. The detection capability is improved in all cases.

Following a very similar procedure, we presented the second spam filtering
method. In this case, personality recognition techniques are used instead of sen-
timent analysis. We consider this technique as a further step towards identifying
intentionality of the messages. The personality dimensions of a well known person-
ality model are used during the study. We analyzed the differences between spam
and legitimate text, and we took them into account to add the distinguishing fea-
tures to the original dataset. Also, in this case the three scenarios are considered
in the validation and the hypothesis are proved with better detection ratios.

Finally, we combined the two previously mentioned strategies and we presented
another method, a combined one. We added both features to the datasets, and
we carried out the validation experiments with and without the features. With
this combination we provided means to validate our hypothesis that those kind
of techniques can help to detect non-evident spam texts. In consequence of using
this method, it is possible to identify some insights of the intention of the texts,
and more spam texts are correctly classified.

7.2 Future Work

Assuming that our study has some limitations, in this section we outline research
directions that can be explored in future work. During this thesis work we observe
that our methods offer more possibilities than the ones described in this disserta-
tion, so we explain the most relevant future work in the following lines. Even if we
discarded them for the completion of our research, they still deserve the attention
of the scientific community.

Personalized spam. Open questions remain in this direction, like the influence
of the spam templates in the users, massive targeted spam delivery, or investigating
spam campaigns inside the OSN framework. In this dissertation an analysis of the
effectiveness of personalized spam is carried out. To do that, we create a email
spam campaign and we analyze the results. But, considering the huge increase of
spam in OSNs, it would be interesting to analyze personalized spam campaigns and
their response rates inside a OSN. This research alternative offers a different vision
about users behavior regarding targeted attacks, specially because the information
from the same OSN can be used to fully personalize messages. The influence of the
spam templates in the users could also be further analyzed, because we understand
that the style, content, and writing style can provide different results. Massive
targeted spam delivery remains as another research direction; due to legal and
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ethical issues we did not go further in spam message campaigns, and used a set of
2,889 emails. This is far from the millions that spammers send.

Sentiment analyzers. In order to improve the accuracy of the sentiment analyz-
ers, we propose to explore the possibility of developing and using a learning-based
classifier instead of a lexicon-based classifiers (those based on lexicon resources
such as SentiWordNet). This gives the opportunity to analyze the influence of the
improvement of the classifiers accuracy on spam filtering results.

Specific calibration. Another attractive direction to enrich the methods pre-
sented in this thesis is to use specific calibration datasets in the sentiment analyzer
and also in personality recognition functions. For instance, the personality recog-
nition functions used are trained with independent text. The use of emails, SMSs
or comments tagged in terms of personality during the learning process of the
functions might improve them. The same happens in the case of the proposed
learning-based sentiment classifiers, which will offer better accuracies calibrating
with specific text pieces.

Content analysis techniques. The use of sentiment analysis and personal-
ity recognition techniques give a baseline for future research studies focused on
spam filtering using content analysis techniques. Those methods could benefit
from deeper linguistic features for classification, which could be combined with
sentiment and personality. An example of such features is used in [104], where
authors present a multilingual native language identification. The target of our
research was identifying the intentionality of a message. We reached to a point
where polarity and personality are extracted, but further research should be done
in finding intentionality. A corpora of intentionality related words could be gen-
erated, and used to compute it, in a similar way of SentiWordNet. SentiWordNet
is the result of the automatic annotation of all the synsets of WordNet according
to the notions of positivity, negativity, and neutrality. A similar approach with
intentionality notions could be pursued.

Identification of spam types. The used datasets contain several types of spam
such as advertisements, scams, Nigerian scams... We think that it would be pos-
sible to improve the spam filtering results identifying the different spam types
before the filtering, due to a specific writing style of each spam type. For instance,
a communication with the purpose of selling a product will be positive, while the
objective of Nigerian scams is to make the reader feel pity.
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