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The time it takes software systems to be tested is usually long. Search-based test selection has been a widely
investigated technique to optimize the testing process. In this paper, we propose a set of seeding strategies for
the test case selection problem that generate the initial population of pareto-based multi-objective algorithms,
with the goals of (1) helping to find an overall better set of solutions and (2) enhancing the convergence of the
algorithms. The seeding strategies were integrated with four state-of-the-art multi-objective search algorithms
and applied into two contexts where regression-testing is paramount: (1) Simulation-based testing of Cyber-
Physical Systems and (2) Continuous Integration. For the first context, we evaluated our approach by using six
fitness function combinations and six independent case studies, whereas in the second context we derived a
total of six fitness function combinations and employed four case studies. Our evaluation suggests that some of
the proposed seeding strategies are indeed helpful for solving the multi-objective test case selection problem.
Specifically, the proposed seeding strategies provided a higher convergence of the algorithms towards optimal
solutions in 96% of the studied scenarios and an overall cost-effectiveness with a standard search budget in
85% of the studied scenarios.
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1 INTRODUCTION
Generally, verification and validation activities are time consuming on large software systems.
Companies that have a large code-base require a huge number of tests to be executed in many
servers, taking hours or even days to complete [15]. In systems like Cyber-Physical Systems
(CPSs), testing is time consuming as it requires execution at different levels, even for the same
software versions [8, 18]. In other contexts, such as Software Product Lines (SPLs), there are a large
number of potential configurations, which makes it infeasible to test every single configuration
thoroughly [17, 80]. To deal with all these problems, search algorithms have been proposed in
the last few years with the goal of increasing the cost-effectiveness of several verification and
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validation activities. These activities include several optimization aspects, including automated test
case generation [1, 2, 4, 20, 40, 52, 62, 66–68, 74, 87], test case selection/minimization [8, 75, 94, 97–
99, 101] and test prioritization [14, 36, 38, 53].
A widely investigated technique for increasing the cost-effectiveness of the verification and

validation processes has been regression test selection [35, 100]. The test case selection problem is
multi-objective in nature. On the one hand, adding a new test to a given test suite cannot decrease
fault detection or the overall test suite adequacy [26], but it increases the overall test execution
cost. On the other hand, the test execution cost can be reduced by removing tests from the test set,
but this cannot increase fault detection or test set adequacy [26]. For these reasons, multi-objective
search algorithms have been widely studied in the last few years to solve the test case selection
problem [7, 8, 50, 75, 81, 94, 95, 98]. These approaches have already been successfully deployed
in industry [41, 73]. In the last few years, test selection based on evolutionary algorithms have
gained attention. Most of them have focused on comparing either (1) which adequacy criteria
could fit best for integrating it in the fitness functions [7, 8, 46, 50, 98] or (2) which algorithm
performs best when selecting test cases (when having one specific fitness function) [11, 81, 94, 95].
Additionally, most of them compare their approaches with a baseline algorithm, such as, Random
Search (RS) [7, 8, 11, 81, 94, 95] or Greedy [98].

It is important to reiterate that applicable regression testing approaches (e.g., search-based test
case selection) need to be significantly faster than the run-them-all approach to be beneficial [15].
Faster search-based test case selection approaches could be achieved by developing techniques
that allow a faster convergence. A common practice in other search-based software engineering
problems has been to seed the initial population with certain seeding strategies. The results of this
have been positive in several applications, including test generation [39, 58, 60, 84] and service
composition [21, 22]. In the case of test case selection, many studies have proposed either different
algorithms or fitness functions [8, 10, 27, 41, 73, 95, 98, 99]. However, little attention has been paid
to propose seeding strategies for multi-objective test case selection. For instance, Panichella et al.
proposed a diversity-based genetic algorithm that seeded the initial population with orthogonal
arrays by employing a Hadamard matrix [75]. Nevertheless, the approach presented by Panichela
et al. [75] was algorithmic, and the seeding strategy for initializing the population needed to be
accompanied by other mechanisms that injected diversity during the search process.

This paper is an extension of our previously published TheGenetic and Evolutionary Computation
Conference (GECCO) 2020 paper [6]. Specifically, we build upon our conference paper from the
following perspectives:

• We propose an additional seeding strategy for the multi-objective test case selection prob-
lem [6].
• The original paper integrated our approach in the context of multi-objective black-box test
case selection of simulation models of CPSs. Besides this context, our extension involves
the integration of the approach within the Continuous Integration (CI) context. Within this
new context, we used four new real-world case studies with real faults. Three of these new
case studies were industrial case studies (one from Google [34, 54, 82, 83, 91], two from ABB
Norway [15, 82, 83, 91]), and an open-source project (i.e., Rails [54]). This allowed us to
validate that the proposed seeding strategies could work in different contexts.
• In the original GECCO paper we evaluated the seeding strategies solely in the Non-dominated
Sorting Genetic Algorithm-II (NSGA-II) algorithm [32]. In this extension we included three
additional multi-objective search algorithms (i.e., IBEA [104], SPEA2 [105] and PESA-II [29])
in the evaluation, which allowed us to validate that the proposed seeding strategies do not
only work with a single algorithm.
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• We include an additional evaluation metric to study how the seeding algorithms help the
search algorithms converge towards optimal solutions.
• We enrich background and related work sections.

In this paper, we present four seeding strategies designed for population-based search algorithms
for test selection (one of which is configurable). In addition, we re-implement the strategy for
automatically generating the initial population by Panichella et al. [75]. The seeding strategies
are focused on generating the initial population of the algorithm, which gives a high flexibility
when using any state-of-the-art population-based search algorithm. However, for the empirical
evaluation, we integrated our seeding strategies with the four multi-objective search algorithms
mentioned above. In addition, the evaluation was performed in two contexts where regression test
selection might bring significant benefits to the software engineering productivity: (1) the context
of simulation-based testing of CPSs, where we used as a base our previous studies [7, 8] and (2) the
context of CI development environments. We can summarize the main contributions of this paper
as follows:

• We propose a total of four seeding strategies for initializing the population of Pareto-efficient
algorithms for the test case selection problem.
• We integrated the approach on top of PlatEMO [93], and instantiated it to solve the multi-
objective test case selection into two different application domains: (1) Black-box test case
selection of simulation models and (2) regression test selection in continuous integration
environments. Within the first application domain, we have integrated the proposed seeding
strategies in the framework for test case selection proposed in our previous work [7, 8],
which is an open-source framework. Within the second application domain, we used openly
available datasets of industrial and real-world case studies [34, 82, 83, 91].
• We perform an empirical evaluation using six case studies in the first application domain
and four in the second one. For both domains we derived a total of six fitness combinations.
In addition we used the above mentioned four multi-objective search algorithms. For the
first domain we used a total of 144 experimental scenarios to compare the different seeding
strategies, whereas in the second domain we used a total of 96 experimental scenarios.
• We make all our sources available for replication by other researchers.

To assess the proposed seeding strategies we employed mutation testing within the first context
and real faults within the second. This allowed us to determine the fault-revealing capabilities of
the solutions. Two evaluation metrics were employed: the Hypervolume (HV) and the Average
Convergence, which measures how fast the algorithms converged. The results showed that two of
the proposed seeding strategies helped the multi-objective search algorithms produce solutions
with higher cost-effectiveness in both application domains, allowing a faster converge towards
optimal solutions. Specifically, these two strategies allowed a faster convergence of the algorithms
in 96% of the studied experimental scenarios with statistical significance. When the entire search
process was considered, these seeding strategies outperformed the non-seeded technique for 85%
of the scenarios with statistical significance.

The rest of the paper is structured as follows. General background is presented in Section 2. The
proposed seeding strategies are presented in Section 3. The application domains are presented in
Section 4. Section 5 explains how we evaluated the proposed seeding strategies. The evaluation
results are analysed and discussed in Section 6. Section 7 discusses the threats to validity of our
empirical evaluation and how we mitigated them. We position our work with other similar works
in Section 8. We conclude the paper in Section 9.
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2 BACKGROUND
In this section we present the basic background and terminology related to our paper.

2.1 Multi-objective search algorithms
2.1.1 Search algorithms. Search-based Software Engineereing (SBSE) aims at formulating a

software engineering problem as a mathematical optimization problem [13]. SBSE has been widely
applied to solve a wide variety of software engineering problems, including requirements engineer-
ing [42], software-effort estimation [88] and software-product line configurations sampling [47].
Software testing is one of the primary areas where SBSE techniques have been applied at sev-
eral software testing stages (e.g., test generation [1, 4, 40, 68, 84], test case selection/minimiza-
tion [94, 95, 98, 99, 101] and test case prioritization [13, 36, 53, 90, 96]).
The search algorithms used in this study are evolutionary, meaning they aim at mimicking

natural evolution processes [19]. Firstly, these algorithms generate an initial population. This stage
is where our seeding strategies are applied. While evolutionary algorithms usually generate the
initial population purely randomly, we generate it by using certain seeding strategies applied to
the test case selection problem (Section 3). After generating the initial population, evolutionary
algorithms apply three operators: (1) selection, (2) crossover and (3) mutation. These operators
are applied until the search budget is exceeded (e.g., a time budget is exceeded or the number of
fitness evaluations reaches a limit). The first operator (i.e., selection) aims at selecting individuals
to be involved in the reproduction, typically by using the fitness functions so as to enable stronger
solutions to survive [20]. The crossover operator recombines two individuals (i.e., solutions) based
on a randomly selected crossover point (or set of crossover point). 1 The mutation operator changes
the genes in each individual with certain probability, typically 1/N, where N is the number of genes
in the solution [20].

2.1.2 Pareto optimality. Multi-objective search algorithms are based on the notion of Pareto
optimality. This states that with multiple objectives, a solution 𝑠𝑎 provided by the search algorithm
is better than another solution 𝑠𝑏 only when 𝑠𝑎 dominates 𝑠𝑏 in at least one objective while
not being worse than 𝑠𝑏 in the rest of the objectives [53]. Based on this, multi-objective search
algorithms can be applied to find solutions (𝑠𝑘 ) that optimize a set of 𝑃 objective functions (𝑂𝐹 =

{𝑜 𝑓1 (𝑠𝑘 ), 𝑜 𝑓2 (𝑠𝑘 ), ..., 𝑜 𝑓𝑃 (𝑠𝑘 )}). These objective functions are usually in conflict with each other [98].
In multi-objective search algorithms, assuming the above mentioned objective functions need

to be maximized in order to produce more optimal solutions, a solution 𝑠𝑎 is said to dominate
the solution 𝑠𝑏 (𝑠𝑎 ≻ 𝑠𝑏 ) if and only if their objective functions (𝑜 𝑓𝑖 (𝑠𝑎) and 𝑜 𝑓𝑖 (𝑠𝑏)) satisfies the
following [98]:

𝑜 𝑓𝑖 (𝑠𝑎) ≥ 𝑜 𝑓𝑖 (𝑠𝑏)∀𝑖 ∈ {1, 2, ..., 𝑃}; and ∃𝑖 ∈ {1, 2, ..., 𝑃}|𝑜 𝑓𝑖 (𝑠𝑎) > 𝑜 𝑓𝑖 (𝑆𝑏)
Unlike single-objective search algorithms, which provide the best single solution based on an

individual function, the goal of multi-objective algorithms is to provide a set of solutions that are not
dominated by any other in the population. These solutions are said to form the ParetoOptimalSet [98].
Their corresponding objective functions form the ParetoFrontier [98]. The multi-objective optimiza-
tion problem is defined as follows [98]. For a given vector of decision variables 𝑥 , and a set of
objective functions 𝑜 𝑓𝑖 (𝑥), where 𝑖 = 1,2,...,P, maximize {𝑜 𝑓1 (𝑥), 𝑜 𝑓2 (𝑥), ..., 𝑜 𝑓𝑃 (𝑥))} by finding the
Pareto optimal set over the feasible set of solutions.

1In our study we employ a single-point crossover operator
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2.2 Multi-objective test case selection and notation
The multi-objective test case selection problem can be formulated in two ways [97], by using a
weighted fitness function, where a multi-objective problem is converted into a single-objective
problem [94], or by adoptingmultiple objectives [98]. In this paper we opted for the second approach,
although the proposed seeding strategies can be used with any kind of population-based search
algorithm that is applied to solve the test case selection problem, including single-objective search
algorithms. The multi-objective test case selection problem has as a goal to select a Pareto efficient
subset of the test suite based on multiple criteria [98].

In the remainder of the paper we will use the following notation. 𝑇𝑆 = {𝑡𝑐1, 𝑡𝑐2, ..., 𝑡𝑐𝑁 } is a Test
Suite of N test cases (𝑡𝑐). To measure the quality and cost of a test suite, let 𝑂𝐹 = {𝑜 𝑓1, 𝑜 𝑓2, ..., 𝑜 𝑓𝑝 }
be a set of p objective functions (𝑜 𝑓 ) to be satisfied when selecting test cases [75]. The test case
selection algorithm aims at selecting a subset of test cases from𝑇𝑆 , such that𝑇𝑆 ′ = {𝑡𝑐1, 𝑡𝑐2, ..., 𝑡𝑐𝑀 }
is a subset of 𝑇𝑆 (i.e., 𝑇𝑆 ′ ⊆ 𝑇𝑆), that is Pareto-optimal with respect to the objective functions in
𝑂𝐹 and 𝑀 ≤ 𝑁 [75]. Like most multi-objective test selection studies [7, 8, 75], we used a binary
coding representation of solutions. In this case, if the i-th digit of the binary string is 1, it means
that the test case 𝑡𝑐𝑖 from 𝑇𝑆 is included in the solution. Conversely, if the i-th digit is 0, it means
that the test case 𝑡𝑐𝑖 has not been selected.

Let us consider as an example the code snippet in Listing 1 aiming to return the maximum value
of two input parameter (i.e., 𝑛 and𝑚). Let us assume that two objective functions are used by a test
selection algorithm: (1) the quality objective is line coverage (i.e., number of lines executed by the
selected test cases in the 𝑇𝑆 ′) and (2) the cost objective is the number of selected test cases. Thus,
a test selection algorithm would aim at increasing the line coverage, while reducing the number
of selected test cases. Let us also assume that we have an initial Test Suite 𝑇𝑆 of four test cases
(i.e., 𝑇𝑆 = {𝑡𝑐1, 𝑡𝑐2, 𝑡𝑐3, 𝑡𝑐4}), where 𝑡𝑐1 = {𝑛 = 2,𝑚 = 1}, 𝑡𝑐2 = {𝑛 = 1,𝑚 = 1}, 𝑡𝑐3 = {𝑛 = 5,𝑚 = 1},
𝑡𝑐4 = {𝑛 = 2,𝑚 = 5}.

The search algorithm returns a series of solutions represented a binary coding. For instance, the
following solution 𝑠𝑘 = {1, 0, 0, 0} selects only 𝑡𝑐1 from 𝑇𝑆 ; assuming lines 2-5 are considered to
compute the line coverage, such test will cover a 75% of line coverage (i.e., line 4 is not covered),
and the cost function, which refers to number of test cases, will be 1. In terms of line coverage,
one could argue that the following solution 𝑠 𝑗 = {0, 0, 0, 1} is better, since test case 𝑡𝑐4 from 𝑇𝑆

would exercise line 4, which is not covered by any other test case in 𝑇𝑆 , achieving this way a line
coverage of 100%. Meanwhile, the test cost would remain the same (i.e., number of test cases equal
to 1). Thus, for this specific objective function, solution 𝑠 𝑗 dominates solution 𝑠𝑘 (i.e., 𝑠 𝑗 ≻ 𝑠𝑘 ).
Naturally, one could argue that 𝑠 𝑗 is not an appropriate test suite, because it does not test the

situation where n is higher than m (i.e., the condition in line 3 is not negated). Thus, if the quality
metric would be changed to condition coverage, both 𝑠𝑘 and 𝑠 𝑗 would have the same coverage
percentage (i.e., 50%). This condition coverage could be further improved by selecting, for instance,
test cases 𝑡𝑐1, and 𝑡𝑐4. The algorithm would encode this in solution 𝑠𝑙 as follows: 𝑠𝑙 = {1, 0, 0, 1}. In
such a case, the condition in line 3 is set both to false (when executing 𝑡𝑐1) and true (when executing
𝑡𝑐2); therefore, solution 𝑠𝑙 would obtain a condition coverage of 100%, while its cost would increase
to 2 test cases. 𝑠𝑙 would not dominate neither solution 𝑠 𝑗 nor 𝑠𝑘 , since the cost for executing the
test suites represented by 𝑠 𝑗 and 𝑠𝑘 are lower. Therefore, for the first example (line coverage) the
Pareto optimal set is 𝑠 𝑗 , whereas the second example (condition coverage) the Pareto optimal set
would then be 𝑠 𝑗 , 𝑠𝑘 and 𝑠𝑙 .
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1 i n t max ( i n t n , i n t m) {
2 i n t max = n ;
3 i f (m>n )
4 max = m;
5 r e t u r n max ;
6 }

Listing 1. Code snippet of a function for returning the highest value from two integer inputs

The search space for test case selection is 2𝑁 , which means that it grows exponentially with the
number of tests in the initial test suite. For example, for an initial test suite of 100 test cases, there
can be a total of 1.27× 1030 solutions. It is impracticable to computationally determine the objective
functions for such a large search space. Therefore, using search algorithms as an alternative to
brute force in order to solve the test case selection problem is a sensible option.

3 SEEDING STRATEGIES
In this section we explain the proposed four seeding strategies and the seeding strategy proposed
by Panichella et al. [75].

3.1 Dynamic Test Suite Size-based Random Seeding
Pareto-efficient test case selection algorithms aim at producing a set of non-dominated solutions
that provide a trade-off between effectiveness (e.g., achieve certain degree of coverage) and cost
(e.g., the time it takes a test suite to be executed or its size). Usually, solutions encompassing test
suites with a larger number of test cases have higher probabilities of detecting faults [75], whereas
solutions with a lower number of test cases are less costly. With this seeding strategy, we aim at
providing solutions over the entire initial population with different number of test cases. To this
end, we propose to uniformly distribute the test suite size of the solutions over the population. This
would allow for several advantages. Firstly, solutions that are very effective (but costly) will be
produced, along with solutions that are less effective but with lower cost. Secondly, this could allow
for exploring solutions in broader directions within the search space, leading overall solutions to
be fitter.

The pseudocode in Algorithm 1 shows how we implemented this seeding strategy. As an input,
the Number of test cases (N) and the population size (nPop) is given. As an output, the algorithm
returns the initial population, which is a two-dimensional array (each row being a solution). We
build the initial population (initialPop) as follows: for each solution in the population (Line 1), the
probability of a test being included in the solution is i/nPop (Line 3), i being the index of a solution
in the initial population. A test is included in the j-th position of the i-th solution, if the function
𝑟𝑎𝑛𝑑 () returns a number lower or equal to i/nPop. If the contrary is observed, the test case will not
be included in the test suite. Subsequently, the probabilities of a test being selected increases as the
solution index of the initial population increases. This way, the solutions at the beginning of the
population will have a low number of test cases selected, whereas the solutions in the last positions
of the initial population will have a high number of test cases. This algorithm permits a generation
of an initial population of solutions that include test suites of a different variety of sizes. There is a
high likelihood that when 𝑖 is low, there might be solutions with no test cases, which results in
no test execution (i.e., no cost), but also not testing anything (i.e., no effectiveness). However, this
is not considered an issue. Firstly, from the algorithmic perspective, this can be positive because
during the generations of the search algorithm, these type of solutions can help other when doing
the crossover, removing a large amount of test cases from the suite. From the practical aspect, this
might be useful in different contexts. For instance, in the context of Continuous Integration (CI), if
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two subsequent commits are performed fastly (e.g., due to having forgotten to add something), the
developer might not want to test the first commit. Another example could be when using a fitness
function measuring coverage, and having no test cases covering a newly added line. Furthermore,
it is important to highlight that the targeted search algorithms are multi-objective, what means
that there will very likely be more than one solution in the Pareto-frontier which can be selected
and which will have test cases.

Algorithm 1: Algorithm for the dynamic test suite size-based random seeding
Input: N //Number of test cases
nPop //Population size
Result: initialPop(nPop,N) // initial population

1 for i← 1 to nPop do
2 for j← 1 to N do
3 if rand() ≤ i /nPop then
4 initialPop(i,j) = 1;
5 else
6 initialPop(i,j) = 0;
7 end
8 end
9 end

Figure 1 shows the example of the objective space covered in two random runs of the seeding
strategies (i.e., without running the rest of the algorithm), one by the Dynamic Test Suite Size-based
Random Seeding strategy proposed in this section (the left figure) and a non-seeded approach (the
right figure). As can be seen, the proposed seeding strategy covers a wider area in the objective
space compared to the non-seeded approach. This is due to a wider variety in the test suite sizes.

In the remainder of the paper, we refer to this seeding strategy as “Dynamic”.

Fig. 1. Example of two random runs of the population execution for the proposed dynamic test suite size-based
random seeding strategy and a non-seeded strategy
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3.2 Static Test Suite Size-based Random Seeding
Test engineers who have domain knowledge might guess the typical size required for detecting all
faults. To this end, we propose a strategy where a predefined test suite size could be selected by
the test engineer, in order for the initial population to include solutions that will have sizes that
are close to the predefined test suite size. This would allow the search algorithm to exploit the
search in an area predefined by the test engineer. Algorithm 2 shows how we implemented this
seeding strategy, which is similar to the algorithm explained in the previous subsection but with
the difference that the probability of a test case to be included is static. As can be seen in Line 3,
the probability of a test case to be included is of the desired test suite size (desiredTestSuiteSize),
which is a value (in percentages) provided as input to the algorithm.

Algorithm 2: Algorithm for the static test suite size-based random seeding
Input: N //Number of test cases
nPop //Population size
desiredTestSuiteSize // Percentage of the test suite size
Result: initialPop // initial population

1 for i← 1 to nPop do
2 for j← 1 to N do
3 if rand() ≤ desiredTestSuiteSize /100 then
4 initialPop(i,j) = 1;
5 else
6 initialPop(i,j) = 0;
7 end
8 end
9 end

Figure 2 shows how the solutions are distributed for two independent runs of the static test suite
size-based random seeding that was configured to have a test suite size of 30 and 70%. As can be
seen, the objective area covered by the 30% test suite size strategy covers an area of lower cost but
also lower test quality as compared with the 70% test suite size strategy.
In the remainder of this paper, we refer to this strategy as Static30 or Static70, being 30 and 70

two independent configurations of this strategy for the desiredTestSuiteSize parameter.

3.3 Adaptive Random Population Generation
In previous studies, it has been shown that injecting diversity into the population improves perfor-
mance of test case selection [75], as it leads the algorithm to have lower probability of being trapped
in some local optimum [31]. Inspired by the Adaptive Random Testing (ART) algorithm [25], we
propose the Adaptive Random Population Generation (ARPG) algorithm to generate an initial
population that promotes diversity between solutions. The hypothesis behind the ART algorithm
is that the higher the diversity of test cases, the higher the probability of detecting faults [25]. This
algorithm has been widely used to generate test cases [23–25], and thus, we believe it can also be
appropriate to generate an initial population considering diversity.

Algorithm 3 shows the pseudocode of the implemented ARPG algorithm to generate the initial
population. Initially, a first solution is randomly generated and included in the first index of the
initial population (Line 1). For the remaining solutions in the population, the process works as
follows. A set of candidate solutions to be included in the initial population is generated (Lines 3-5).
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Fig. 2. Example of two random runs of the population execution for the proposed Static Test Suite Size-based
Random Seeding strategies (configured to the 30% and the 70% of the test suite size)

Typically, the size of this set of candidates is 10 [24, 25], so we used this number in our evaluation.
Among these set of candidate solutions, the one which is farthest (i.e., the most dissimilar) from
the solutions that are already included in the initial population is selected (Lines 6-17), as proposed
by Chen et al. [25]. We used the Hamming Distance to measure the distance between a candidate
set and a solution of the population due to its simplicity. This process is repeated until the entire
initial population is generated.

An issue this seeding strategy could have involves its running time, especially when the number
of population tends to increase. Its big O complexity for this strategy would be 𝑂 [(𝑛𝑃𝑜𝑝 − 1) ∗
(𝑛𝐶𝑎𝑛𝑑+(𝑛𝐶𝑎𝑛𝑑 (𝑛𝑃𝑜𝑝2−𝑛𝑃𝑜𝑝)/2))], which makes the running time exponential to the population
size. However, usually the population size in the context of test case selection is around 100 [7, 8, 98],
which makes this strategy applicable in practice. In the remainder of the paper, we refer to this
strategy as ARPG. Some distance measures might have also a strong influence in the execution time
of this seeding strategy in those cases where the number of tests is long. We therefore recommend
distance functions who have linear execution time based on the number of test cases, as we do
with the Hamming Distance.

3.4 Adaptive Random Population Generation with Dynamic Test Suite Size
This algorithm complements the Dynamic Test Suite Size-based Random Seeding with the Adaptive
Random Population Generation Seeding strategy. We conjecture that having solutions in the
population with a different test suite size and the more diverse as possible will increase the
performance of the multi-objective test case selection approach.
Algorithm 4 shows the procedure to generate the initial population by following this strategy.

In a first step, an initial solution is generated and included in the initial population, where the
probability of including a test case in this solution is 1/𝑛𝑃𝑜𝑝 (Lines 1-7). For the remaining solutions
in the population, the process works as follows. A set of candidate solutions to be included in
the initial population is generated, where the probability of selecting a test case in a candidate
solution is 𝑖/𝑛𝑃𝑜𝑝 , 𝑖 being the index of the solution being generated in the population (Lines 9-17).
Among these set of candidate solutions, the one which is farthest (i.e., the most dissimilar) from the
solutions that are already included in the initial population is selected and included in the solution
(Lines 18-29). As with the previous strategy, we use the Hamming Distance to measure the distance
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Algorithm 3: Algorithm for the ARPG seeding
Input: N //Number of test cases
nPop //Population size
nCandidate //Number of candidate solutions
Result: initialPop // initial population

1 initialPop(1,:) = randSol(N);
2 for i← 2 to nPop do
3 for j← 1 to nCandidate do
4 candidateSets(j,:) = randSol(N);
5 end
6 for j← 1 to nCandidate do
7 minDist = 1;
8 for k← 1 to i-1 do
9 distance = measureDistance(initialPop(k,:), candidateSet(j,:))

10 if distance < minDist then
11 minDist = distance;
12 end
13 end
14 distArray(j) = minDist ;
15 end
16 distIndx = max(distArray);
17 initialPop(i,:) = candidateSets(distIndx,:);
18 end

between a candidate set and a solution of the population. This process is repeated until the entire
initial population is generated.
Similarly to the Dynamic seeding strategy, in this case there is high likelihood that the initial

populations have no test cases selected. However, as previously explained in Section 3.1, this is not
considered an issue.

As can be seen, the difference between this strategy and the ARPG is the way the first solution
to be included in the population is generated and the way the candidate sets are generated. For
such generation, the probability of selecting a test case incrementally varies as the population
is being generated. This process for changing the size might make the generation of candidates
slightly slower when compared with the ARPG, because the algorithm needs to assign a test or not
based on a problability (Lines 2-6 and 11-15). Nevertheless, this cost is marginal when compared to
the cost of the entire execution of the algorithms. In the remainder of the paper, we refer to this
strategy as DynamicARPG.

3.5 Orthogonal Population Generation
To the best of our knowledge, the only work in the context of search-based test case selection where
an initial population is not generated in the standard way is that of Panichella et al. [75]. To this
end, we reimplemented their initial population generation approach to compare it with the seeding
strategies proposed in this paper. This strategy is based on the orthogonal arrays methodology [71]
that uses the Hadamard matrices to build orthogonal arrays. The underlying idea by Panichella
et al. [75] was to distribute and diversify the initial population in order the exploration to be
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Algorithm 4: Algorithm for the ARPG seeding with dynamic test suite size
Input: N //Number of test cases
nPop //Population size
nCandidate //Number of candidate solutions
Result: initialPop // initial population

1 for i← 1 to N do
2 if rand() ≤ 1 /nPop then
3 initialPop(1,i) = 1;
4 else
5 initialPop(1,i) = 0;
6 end
7 end
8 for i← 2 to nPop do
9 for j← 1 to nCandidate do
10 for k← 1 to N do
11 if rand() ≤ i /nPop then
12 candidateSet(j,k) = 1;
13 else
14 candidateSet(j,k) = 0;
15 end
16 end
17 end
18 for j← 1 to nCandidate do
19 minDist = 1;
20 for k← 1 to i-1 do
21 distance = measureDistance(initialPop(k,:), candidateSet(j,:))
22 if distance < minDist then
23 minDist = distance;
24 end
25 end
26 distArray(j) = minDist ;
27 end
28 distIndx = max(distArray);
29 initialPop(i,:) = candidateSets(distIndx,:);
30 end

more effective. They conjecture that this diversification favours the search algorithm (a Genetic
Algorithm in their case) towards global optima.

Algorithm 5 shows the procedure to generate this population following the orthogonal population
generation method [75]. Given a population size (𝑛𝑃𝑜𝑝) and the number of test cases in the initial
test suite (N), Lines 1-4 aim at generating a Hadamard matrix of dimensions 𝐾 × 𝐾 . A Hadamard
matrix 𝐻 of order 𝑛 is an 𝑛 × 𝑛 matrix with the following property:

𝐻 × 𝐻𝑇 = 𝐻𝑇 × 𝐻 = 𝑛𝐼 (1)
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where all the elements in 𝐻 are either +1 or -1 and I is the identity matrix. This matrix, except for
the first row and the first column, have the same number of +1 and -1 elements. The following is a
Hadamard matrix of 𝑛 = 4:

𝐻4 =


+1 +1 +1 +1
+1 −1 +1 −1
+1 +1 −1 −1
+1 −1 −1 +1

 (2)

As proposed by Panichella et al. [75], we generate this matrix using the hadamard function
available in MATLAB. To generate K, Panichella et al., used 𝐾 = ⌈(𝐿 + 1)/4⌉ × 4, where ⌈(𝐿 + 1)/4⌉
refers to the smallest integer number greater or equal to𝐾 = ⌈(𝐿+1)/4⌉, 𝐿 being the highest number
of 𝑛𝑃𝑜𝑝 (i.e., number of population) or 𝑁 (i.e., number of test cases). However, in the MATLAB
version we used (i.e., MATLAB 2019b), K had to be K/12 or K/20 or power of 2. Subsequently, we
implemented the function getHadamardK which returned the lowest value equal or higher than
⌈(𝐿 + 1)/4⌉ × 4 that met that condition. As proposed by Panichella et al. [75], we remove the first
column of the matrix (Line 5) because it is the only one that contains only +1 elements, which
means that the first test case in 𝑇𝑆 will be selected by all the solutions in the population. Lines
6 to 14 convert the generated matrix into the population following the encoding we used (i.e.,
binary coding (see Section 2.2)). In the remainder of the paper we refer to this seeding strategy as
“Orthogonal”.

Algorithm 5: Algorithm for the Orthogonal Population seeding
Input: nPop //Population size
N //Number of Test cases
Result: initialPop // initial population

1 L=max(N,nPop);
2 K= getHadamardK(⌈(L+1)/4⌉ × 4)
3 𝐻𝑘= hadamard(K);
4 𝐻𝐾 = sortRowsAscendingOrder(𝐻𝑘 );
5 𝐻𝐾 = deleteFirstColumn(𝐻𝑘 );
6 for i← 1 to nPop do
7 for j← 1 to N do
8 if 𝐻𝑘 (i,j) == 1 then
9 initialPop(i,j) = 1;

10 else
11 initialPop(i,j) = 0;
12 end
13 end
14 end

4 APPLICATION DOMAINS
The proposed seeding strategy can be applied in any population-based search algorithm tackling the
test case selection problem. Test case selection has been applied in multiple software applications,
including C++ software [86], Java software [44] and Software Product Lines [94, 95]. This section
describes the two selected domains where we applied the proposed seeding strategies.
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4.1 Black-box test case selection of simulation models
Simulation models are typically used by engineers to model and simulate complex systems, such as
Cyber-Physical Systems (CPS) [18, 66]. This technology is largely employed as it supports engineers
in several activities, including automated test generation and early testing of CPSs without requiring
an initial prototype [68]. However, simulating some of these systems is commonly time-consuming,
where a single simulation may take hours to complete in some systems [68]. Furthermore, testing a
CPS requires several test levels, even with the same software version being tested. Usually, testing
starts at the Model-in-the-Loop (MiL) level, following with the Software-in-the-Loop (SiL) level
and lasting with the Hardware-in-the-Loop (HiL) level [8, 13], this being a real-time simulation.
Testing these systems by using simulation-based testing also poses several other difficulties, such
as the use of co-simulation, human test oracle, or several fidelity levels of the models [8, 18].
Consequently, test optimization is paramount, and recent approaches have proposed black-box
testing methodologies, including test case generation [65, 66, 68] and test case selection [10, 13].
With black-box testing we refer to focusing only on the inputs and outputs of the system, without
requiring either external data related to historical failures or white-box coverage. This technique
has been found to be appropriate to solve the test case selection problem, showing improvement
over traditionally employed white-box coverage techniques (i.e., Decision Coverage, Condition
Coverage, and Modified Condition/Decision coverage) [8].
In a previous work, we proposed a set of test adequacy criteria for multi-objective test case

selection adapted to the context of simulation-based testing of CPSs [8]. These adequacy criteria can
be categorized into two main parts: (1) test quality metrics, which measured a quantitative degree
of certain anti-patterns defined in previous works [63], and (2) a measure of distances between
test cases based on the Euclidean distance adapted to the context of simulation-based testing.
The hypothesis behind the former is that the higher the quantitative degree of an anti-pattern,
the higher the probability of finding faults. As for the latter’s, the hypothesis is that the more
dissimilar the selected test cases are, the higher the probability of finding faults. This hypothesis has
been widely investigated, showing positive results [37, 45, 46]. Four anti-patterns for simulation-
based testing were selected based on previous studies [7, 8, 63]: (1) instability, (2) discontinuity,
(3) growth to infinity and (4) the output minimum-maximum difference. Figure 3 illustrates the
first three. Instability refers to the anti-pattern where an output signal shows quick and frequent
oscillations [63]. Discontinuity is an anti-pattern in which an output signal shows a short duration
pulse [63]. The growth to infinity anti-pattern measures how an output signal grows to an infinite
value. The output minimum-maximum difference measures the difference between the minimum
and maximum output values [8]; this metric was inspired to overcome simulation-based specific
problems (e.g., not having specification for bounds and predicting how thoroughly a model has
been exercised) [8]. As for the similarity measures, two measures were used: (1) input-based test
similarity and (2) output-based test similarity. The former measures the similarity of a set of selected
test cases by considering the signals used to stimulate the model under test. The latter measures
the similarity of a set of selected test cases by considering the output signals of the model. The
Euclidean distance is used to measure this similarity as proposed in previous studies [64, 65]. All
the details of the fitness functions are explained in a prior work [8].

Besides multi-objective test case selection for simulation-based testing of CPSs being an impor-
tant challenge, we integrated our seeding strategies with our test case selection framework [8] for
different reasons. Firstly, the availability of an open source benchmark on Github along with exper-
imental material (including case studies, test cases, mutants, execution scripts, etc.). Secondly, we
provided more than one derived fitness function, which allows us to perform a more comprehensive
empirical evaluation, not only evaluating our seeding strategies with specific case studies, but also
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Fig. 3. Anti-patterns for simulation models [8]

with different fitness functions. Based on the aforementioned anti-patterns and similarity metrics,
we derived six fitness function combinations, summarized in Table 1. We used only two objective
functions because we figured out that the provide a higher cost-effectiveness than when using
more objective functions [6, 8]. Furthermore, we evaluate more case studies and more algorithms
and having a larger amount of fitness function combinations would significantly increase the time
for executing experiments.

Table 1. Fitness function combinations integrated on the NSGA-II

Fitness
configuration ID Objetcive 1 Objective 2

c1 Discontinuity

Test
execution
time

c2 Growth to infinity
c3 Instability
c4 Input similarity
c5 Output similarity
c6 MinMax

Fitness functions for the black-box test case selection context
We now explain how the fitness functions where defined in the first application context.

Test Execution Time (TET): Define a set of test cases 𝑇𝑆𝑠𝑒𝑙𝑒𝑐𝑡 = {𝑡𝑐𝑠1 , 𝑡𝑐𝑠2 , ..., 𝑡𝑐𝑠𝑁 }, that are
selected from the initial test suite 𝑇𝑆𝑖𝑛𝑖𝑡 = {𝑡𝑐𝑖1 , 𝑡𝑐𝑖2 , ..., 𝑡𝑐𝑖𝑀 }. Let 𝑇𝐸𝑇𝑠𝑎 denote the test execution
time of the test case 𝑡𝑐𝑠𝑎 from 𝑇𝑆𝑠𝑒𝑙𝑒𝑐𝑡 , and 𝑇𝐸𝑇𝑖𝑏 be the test execution time of test case 𝑡𝑐𝑖𝑏 in
𝑇𝑆𝑖𝑛𝑖𝑡 . The total Test Execution Time (TET) of a set of selected test cases is:

𝑇𝐸𝑇𝑠𝑒𝑙𝑒𝑐𝑡 =

∑𝑁
𝑎=1𝑇𝐸𝑇𝑠𝑎∑𝑀
𝑏=1𝑇𝐸𝑇𝑖𝑏

(3)

The search algorithm aims at minimizing this metric.
Discontinuity (D): Based on the above definition, let 𝐷𝑠𝑎 denote the discontinuity level of the

test case 𝑡𝑐𝑠𝑎 in 𝑇𝑆𝑠𝑒𝑙𝑒𝑐𝑡 , and 𝐷𝑠𝑏 the discontinuity level of test case 𝑡𝑐𝑠𝑏 in 𝑇𝑆𝑖𝑛𝑖𝑡 , normalized from
0 to 1. The total discontinuity score of a set of selected test cases is:

𝐷𝑠𝑒𝑙𝑒𝑐𝑡 =

∑𝑁
𝑎=1 𝐷𝑠𝑎∑𝑀
𝑏=1 𝐷𝑠𝑏

(4)

The search algorithm aims at maximizing this metric. More details of how the discontinuity level
of a test case is measured and its normalization procedure is explained in our prior study [8].
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Growth to infinity (G): Based on the above definition, let𝐺𝑠𝑎 denote the growth to infinity level
of the test case 𝑡𝑐𝑠𝑎 in𝑇𝑆𝑠𝑒𝑙𝑒𝑐𝑡 , and𝐺𝑠𝑏 the discontinuity level of test case 𝑡𝑐𝑠𝑏 in𝑇𝑆𝑖𝑛𝑖𝑡 , normalized
from 0 to 1. The total growth to infinity score of a set of selected test cases is:

𝐺𝑠𝑒𝑙𝑒𝑐𝑡 =

∑𝑁
𝑎=1𝐺𝑠𝑎∑𝑀
𝑏=1𝐺𝑠𝑏

(5)

The search algorithm aims at maximizing this metric. More details of how the growth to infinity
level of a test case is measured and its normalization procedure is explained in our prior study [8].

Instability (I): Based on the above definition, let 𝐼𝑠𝑎 denote the instability level of the test case
𝑡𝑐𝑠𝑎 in 𝑇𝑆𝑠𝑒𝑙𝑒𝑐𝑡 , and 𝐼𝑠𝑏 the instability level of test case 𝑡𝑐𝑠𝑏 in 𝑇𝑆𝑖𝑛𝑖𝑡 , normalized from 0 to 1. The
total growth to infinity score of a set of selected test cases is:

𝐼𝑠𝑒𝑙𝑒𝑐𝑡 =

∑𝑁
𝑎=1 𝐼𝑠𝑎∑𝑀
𝑏=1 𝐼𝑠𝑏

(6)

The search algorithm aims at maximizing this metric. More details of how the instability level of
a test case is measured and its normalization procedure is explained in our prior study [8].

MinMax (MM): Based on the above definition, let𝑀𝑀𝑠𝑎 denote the minimum-maximum differ-
ence level of the test case 𝑡𝑐𝑠𝑎 in 𝑇𝑆𝑠𝑒𝑙𝑒𝑐𝑡 , and 𝑀𝑀𝑠𝑏 the minimum-maximum difference level of
test case 𝑡𝑐𝑠𝑏 in𝑇𝑆𝑖𝑛𝑖𝑡 , normalized from 0 to 1. The total growth to infinity score of a set of selected
test cases is:

𝑀𝑀𝑠𝑒𝑙𝑒𝑐𝑡 =

∑𝑁
𝑎=1𝑀𝑀𝑠𝑎∑𝑀
𝑏=1𝑀𝑀𝑠𝑏

(7)

The search algorithm aims at maximizing this metric. More details of how the minimum-
maximum difference level of a test case is measured and its normalization procedure is explained
in our prior study [8].

Input similarity (disInput): Based on the above definition, let 𝑑𝑖𝑠𝐼𝑛(𝑡𝑐𝑠𝑎 , 𝑡𝑐𝑠𝑏 ) be the input
distance function between test cases 𝑡𝑐𝑠𝑎 and 𝑡𝑐𝑠𝑏 from𝑇𝑆𝑠𝑒𝑙𝑒𝑐𝑡 , and let 𝑑𝑖𝑠𝐼𝑛(𝑡𝑐𝑠𝑐 , 𝑡𝑐𝑠𝑑 ) be the input
distance function between test cases 𝑡𝑐𝑠𝑐 and 𝑡𝑐𝑠𝑑 from 𝑇𝑆𝑖𝑛𝑖𝑡 . The distance metric is based on the
Euclidean distance [8], and it ranges from 0 to 1, where 0 means that the two test cases are the
same and 1 means that they are completely different (based on the input signals). The total input
distance score of a set of selected test cases is:

𝑑𝑖𝑠𝐼𝑛𝑝𝑢𝑡𝑠𝑒𝑙𝑒𝑐𝑡 =

∑𝑁
𝑎=1

∑𝑁
𝑏=𝑎+1 𝑑𝑖𝑠𝐼𝑛(𝑡𝑐𝑠𝑎 , 𝑡𝑐𝑠𝑏 )∑𝑀

𝑐=1
∑𝑀
𝑑=𝑐+1 𝑑𝑖𝑠𝐼𝑛(𝑡𝑐𝑠𝑐 , 𝑡𝑐𝑠𝑑 )

(8)

The search algorithm aims at maximizing this metric. More details of how the distance between
two test cases is measured is explained in our prior study [8]. It is assumed that there are dissimilar
test cases and therefore, the Equation does not divide by zero.

Output similarity (disOutput): Based on the above definition, let 𝑑𝑖𝑠𝑂𝑢𝑡 (𝑡𝑐𝑠𝑎 , 𝑡𝑐𝑠𝑏 ) be the
output distance function between test cases 𝑡𝑐𝑠𝑎 and 𝑡𝑐𝑠𝑏 from 𝑇𝑆𝑠𝑒𝑙𝑒𝑐𝑡 , and let 𝑑𝑖𝑠𝑂𝑢𝑡 (𝑡𝑐𝑠𝑐 , 𝑡𝑐𝑠𝑑 )
be the output distance function between test cases 𝑡𝑐𝑠𝑐 and 𝑡𝑐𝑠𝑑 from 𝑇𝑆𝑖𝑛𝑖𝑡 . The distance metric
is based on the Euclidean distance [8], and it ranges from 0 to 1, where 0 means that the two test
cases are the same and 1 means that they are completely different (based on the output signals).
The total output distance score of a set of selected test cases is:
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𝑑𝑖𝑠𝑂𝑢𝑡𝑝𝑢𝑡𝑠𝑒𝑙𝑒𝑐𝑡 =

∑𝑁
𝑎=1

∑𝑁
𝑏=𝑎+1 𝑑𝑖𝑠𝑂𝑢𝑡 (𝑡𝑐𝑠𝑎 , 𝑡𝑐𝑠𝑏 )∑𝑀

𝑐=1
∑𝑀
𝑑=𝑐+1 𝑑𝑖𝑠𝑂𝑢𝑡 (𝑡𝑐𝑠𝑐 , 𝑡𝑐𝑠𝑑 )

(9)

The search algorithm aims at maximizing this metric. More details of how the distance between
two test cases is measured is explained in our prior study [8]. It is assumed that there are dissimilar
test cases and therefore, the Equation does not divide by zero.

4.2 Regression test selection in continuous integration environments
Continuous Integration (CI) environments allow software engineers to continually integrate and
test their code [54]. This allows for reducing the amount of code rework required to evolve the
system by speeding up development time [34]. In this context, it is paramount to ensure that
enough testing is performed prior to code submission [34]. However, the codebase can be extremely
large, and it might not be possible to execute the entire test suite. Subsequently, regression test
selection approaches have been investigated to make continuous integration testing more cost-
effective [34, 49, 82, 83, 91, 102].

CI environments can provide a large amount of historical information in relation to the execution
of tests (e.g.., tested versions, verdict information, test case duration). Inspired by previous works [34,
82, 83, 95], we have defined the following objectives functions adapted to the multi-objective test
case selection context:
• Fault Detection Capability (FDC): CI environments allow for extracting information related
to the failure rate obtained by each test case. Based on information of the failure rate of
each test case, we define the FDC of a given 𝑇𝑆 ′ ⊆ 𝑇𝑆 as the sum of the failure rate of each
of the selected test cases in 𝑇𝑆 ′. The search algorithm aims at maximizing this objective
function. This metric has shown a high effectiveness in several regression test optimization
approaches [11, 13, 82, 83, 94, 95].
• Time Since Last Failure (TSLF): This metric was proposed by Elbaum et al. [34] to redefine
test case selection and prioritization in CI environments. In this paper we adapt it to the
search-based test case selection context. Specifically, it aims at favouring those test cases
that have failed in a recent version. Elbaum et al. [34] conjecture that those tests that have
failed in a recent version are “proxies” for code changes, targeting code that is churning. The
search algorithm aims at minimizing this objective function.
• Time Since Last Execution (TSLE): This metric was also proposed by Elbaum et al. [34], and
aims at favouring those tests that have not been executed in a while. The hypothesis is that
despite having minor effects initially, if a test suite is repeatedly ignored over time, it can
have a negative effect in the regression testing effectiveness. The search algorithm aims at
maximizing this objective function to favour those test cases that have not been executed in
recent versions.

Other commonmetrics in the context of regression testing are those related to white-box coverage.
However, we could not use this information because they were not available in the used dataset.
Conversely, the defined metrics have been used in other studies (e.g., [34, 82, 83, 95]) and these
have been found to be effective. For instance, the FDC metric directly obtains information of the
failures detected by the test cases, which is an information that is highly accurate in the context of
regression testing.
We selected this second context as an extension to our conference-version paper [6] due to

several reasons. Firstly, it is a context that has been widely investigated during the last few years in
the context of regression testing [15, 34, 49, 54, 61, 82, 83, 91, 102]. This is, to a large extent, due to
the importance that CI environments pose in current software engineering companies to develop
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their software systems. Secondly, we found available dataset from large projects and industrial
companies, including Google [34, 54, 82, 83] and ABB [82, 83, 91]. Lastly, the context is very different
to the one used in the conference version paper [6] and presented in the previous version, which
helps validate that the proposed seeding strategies could work in other contexts. We derived six
fitness functiopn combinations (Table 2) by combining each of the objective functions defined above
with the test execution time by forming a bi-objective fitness combination. In addition, we used up
to three objectives by combining each of them with one another and with the test execution time.2

Table 2. Fitness function combinations integrated on the Regression test case selection algorithms

Fitness
configuration ID Objetcive 1 Objective 2 Objective 3

c1 FDC

Test
execution
time

c2 TSLF
c3 TSLE
c4 TSLF TSLE
c5 FDC TSLE
c6 FDC TSLF

Fitness functions for the regression test selection in continuous integration
environments
We now explain how the fitness functions where defined in the second application context.

Test Execution Time (TET): Define a set of test cases 𝑇𝑆𝑠𝑒𝑙𝑒𝑐𝑡 = {𝑡𝑐𝑠1 , 𝑡𝑐𝑠2 , ..., 𝑡𝑐𝑠𝑁 }, that are
selected from the initial test suite 𝑇𝑆𝑖𝑛𝑖𝑡 = {𝑡𝑐𝑖1 , 𝑡𝑐𝑖2 , ..., 𝑡𝑐𝑖𝑀 }. Let 𝑇𝐸𝑇𝑠𝑎 denote the average test
execution time of the test case 𝑡𝑐𝑠𝑎 for all the CI cycles from 𝑇𝑆𝑠𝑒𝑙𝑒𝑐𝑡 , and 𝑇𝐸𝑇𝑖𝑏 be the average test
execution time of test case 𝑡𝑐𝑖𝑏 for all the CI cycles in 𝑇𝑆𝑖𝑛𝑖𝑡 . The total Test Execution Time (TET)
of a set of selected test cases is:

𝑇𝐸𝑇𝑠𝑒𝑙𝑒𝑐𝑡 =

∑𝑁
𝑎=1𝑇𝐸𝑇𝑠𝑎∑𝑀
𝑏=1𝑇𝐸𝑇𝑖𝑏

(10)

The search algorithm aims at minimizing this metric.
Fault Detection Capability (FDC): Based on the above definition, let 𝐹𝐷𝑅𝑠𝑎 denote the failure

detection ration of test case 𝑡𝑐𝑠𝑎 in𝑇𝑆𝑠𝑒𝑙𝑒𝑐𝑡 , and 𝐹𝐷𝑅𝑠𝑏 the failure detection ratio of test case 𝑡𝑐𝑠𝑏 in
𝑇𝑆𝑖𝑛𝑖𝑡 , normalized from 0 to 1. The total FDC score of a set of selected test cases is:

𝐹𝐷𝐶𝑠𝑒𝑙𝑒𝑐𝑡 =

∑𝑁
𝑎=1 𝐹𝐷𝑅𝑠𝑎
𝑀

(11)

The Failure Detection Ration (FDR) of a test case refers to the number of times it has failed (i.e.,
triggered a failure) with respect to the number of times the test has been executed [82, 83]. The
search algorithm aims at maximizing this metric.

Time Since Last Failure (TSLF): Based on the above definition, let 𝐿𝐹𝐶𝐷𝑠𝑎 denote the time
difference since the test case 𝑡𝑐𝑠𝑎 in 𝑇𝑆𝑠𝑒𝑙𝑒𝑐𝑡 triggered a failure in terms of cycle difference (e.g., if
the test is aimed to be selected at cycle 300, and the last time it triggered a fault was in cycle 250,
the difference will be 50). Let 𝑁𝑜𝐶 be the total number of cycles. If the test case has never failed,
the 𝐿𝐹𝐶𝐷𝑠𝑎 is set to 𝑁𝑜𝐶 . The total 𝑇𝑆𝐿𝐹𝑠𝑒𝑙𝑒𝑐𝑡 of a set of selected test cases is:

2The selected algorithms for the evaluation were multi-objective. Therefore it is not appropriate to use more than three
objective functions.
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𝑇𝑆𝐿𝐹𝑠𝑒𝑙𝑒𝑐𝑡 =

∑𝑁
𝑎=1 𝐿𝐹𝐶𝐷𝑠𝑎 + 𝑁𝑜𝐶 × |𝑀 − 𝑁 |

𝑀 × 𝑁𝑜𝐶 (12)

The search algorithm aims at minimizing this metric.
Time Since Last Execution (TSLE): Based on the above definition, let 𝐿𝐸𝐶𝐷𝑠𝑎 denote the time

difference since the test case 𝑡𝑐𝑠𝑎 in 𝑇𝑆𝑠𝑒𝑙𝑒𝑐𝑡 was executed in terms of cycle difference (e.g., if the
test is aimed to be selected at cycle 300, and the last time it was executed was in cycle 299, the
difference will be 1). Let 𝑁𝑜𝐶 be the total number of cycles. The total𝑇𝑆𝐿𝐸𝑠𝑒𝑙𝑒𝑐𝑡 of a set of selected
test cases is:

𝑇𝑆𝐿𝐸𝑠𝑒𝑙𝑒𝑐𝑡 =

∑𝑁
𝑎=1 𝐿𝐸𝐶𝐷𝑠𝑎
𝑀 × 𝑁𝑜𝐶 (13)

The search algorithm aims at maximizing this metric.

5 EMPIRICAL EVALUATION
In this section we discuss the experimental set-up we carried out to empirically evaluate the
proposed seeding strategies.

5.1 Research questions
To evaluate the proposed seeding strategies, we defined the following two Research Questions
(RQ):

RQ1: How do the proposed seeding strategies performwhen compared with non-seededmulti-objective
search algorithms? With this RQ we aimed at answering whether the seeding strategies do actually
perform better than search algorithms that did not have the initial population seeded. To this end,
we compared, for the first application context, a total of six fitness combinations along with four
search algorithms (i.e., NSGA-II, IBEA, SPEA2 and PESA-II) over six case studies (i.e., a total of 144
combinations). Additionally, for the second application context, a total of 6 fitness combinations
within four search algorithms over four case studies (i.e., a total of 96 combinations) were compared.
To answer this RQ, for each of all these 240 combinations, five seeding strategies (the static seed
had 2 independent configurations) were compared with a non-seeded approach. The non-seeded
approach generated the initial populations purely randomly.

RQ2: Among the proposed seeding strategies, which one fares best? The intention behind the second
RQ was to assess whether there is a seeding strategy that stands out over the rest in order to
recommend it to practitioners. To this end, we compared each of the seeding strategies with one
another for each of the 240 combinations (i.e., 144 combinations for the first application context
and 96 combinations for the second one).

RQ3: Do the proposed seeding strategies produce significant execution time overhead? The third
RQ aims at comprehensively analysing the overhead caused by the proposed seeding strategies.
To this end, we measure the time taken by the different algorithms with and without the seeding
strategies.

5.2 Case studies
This section briefly explains the details of the selected case studies in both of the selected application
contexts.
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5.2.1 Black-box test case selection case studies. Six case studies involving Simulink models of
different sizes, complexities and domains were employed, which provide a wide heterogeneity to
the experiment. Table 3 provides a summary of the selected case studies in terms of (1) number of
Simulink blocks, (2) number of inputs, (3) number of outputs, (4) number of test cases used in the
study, (5) the initial number of mutants and (6) the final number of mutants. It is noteworthy that
one of these case studies, i.e., The Electro-Mechanical Braking (EMB) system, was an industrial
case study developed by Bosch engineers [92]. This case study was previously used in other
evaluations [63]. The remaining case studies involve (1) CW, a model of four car windows with
its control software, (2) CC, the software in charge of automatically controlling the speed of the
car, (3) Tiny, a toy Simulink model, (4) AC Engine, an Alternating Current Engine with its control
software involving safety functionalities, and (5) Two Tanks, a case study involving a Simulink
model of Two Tanks. All these case studies have been previously used to evaluate Simulink testing
methods [7–9, 43, 63, 65, 66, 69, 72]. We used the same test cases provided by in our benchmark [8]
in order for the results to be compared with their approach.

Table 3. Key characteristics of the selected case studies in the first application context

Case
Study

# of
Blocks

# of
Inputs

# of
Outputs

# of Test
Cases

Initial set
of mutants

Final set
of mutants

CW 235 15 4 133 250 96
EMB 315 1 1 150 40 18
CC 31 5 2 150 60 20
Tiny 15 3 1 150 20 9
AC Engine 257 4 1 120 20 12
Two Tanks 498 11 7 150 34 6

5.2.2 Continuous-integration test case selection case studies. Four case studies involving real
test execution historical information of CI projects were used. Three of them were industrial case
studies from ABB Robotics Norway and Google. The ABB Robotics Norway’s case studies relate
to (i) ABB Paint Control and (ii) ABB IOF/RO, and provided information related to the tests for
testing robotic systems. These case studies have been previously used in other regression testing
studies [15, 82, 83, 91]. The case study from Google relates to the GSDTSR data set, which contains
test suite results executed over a sample of Google products. The dataset, originally used in the
paper [34] has also been used in other regression testing studies (e.g., [54, 82, 83]). The last case
study related to Rails, an open-source case study written in Ruby and hosted on Travis CI and used
in a previous work [54]. Table 4 provides a summary of the characteristics for the selected case
studies, which includes (1) the number of test cases that each case study has, (2) the number of CI
cycles, (3) the total number of verdicts (e.g., a test case might have been executed more than once)
and (4) the percentage of failed test cases (i.e., percentage of verdicts that returned a “fail”).

Table 4. Key characteristics of the selected case studies in the second application context

Case
Study

# of
Test Cases

# of
CI Cycles

# of
Verdicts

% of Failed
Test Cases

ABB Paint Control 89 352 25,594 19.36%
ABB IOF/ROL 1,941 320 3,019 28.42%
Google GSDTSR 5,555 336 1,260,617 0.25%
Rails 2010 3,528,911 313,859,138 0.0051%
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5.3 Evaluation metrics
We used the revisited Hypervolume (HV) metric to measure the effectiveness of our approach, as
employed in similar works [7, 8, 75]. For the first application context, for a set of solutions from the
Pareto-frontier, we used (1) the cost and (2) the percentage of faults revealed by each solution as
external utility functions. For the second application context, for a set of solutions from the Pareto-
frontier, we used (1) the cost and (2) the percentage of failures revealed by each solution as external
utility functions. Thus, to compute this revisited HV function, for the Pareto-frontier returned
by the search algorithm, each solution was individually assessed by obtaining their percentage
of faults/failures detected and the cost (i.e., the test execution time). By using this information,
a new Pareto-frontier was obtained aiming at maximizing the percentage of faults detected and
minimizing the test execution time. The derived Pareto-frontier was later employed to obtain the
HV measure, by having as a reference point 0% for the percentage of faults detected and the time
to execute the entire test suite for the cost. Notice that the higher the HV measure, the better the
performance of the algorithm.

For the first application context (i.e., black-box test case selection of simulation models) mutation
testing was employed to assess the fault revealing capability of a solution, as it has shown to
be a good substitute of real faults [48]. To this end, a set of mutants was generated for each of
the case studies, and the relation between test cases and killed mutants was obtained. With this
information, we removed (1) duplicated mutants (i.e., mutants equivalent to one another but not to
the original program) as recommended by Papadakis et al., [76], (2) mutants that were killed by all
test cases (as we considered them to be too weak mutants) and (3) mutants that were not killed
by any test case (to avoid the inclusion of equivalent mutants). We used the mutants available
in the framework [8], which employed the mutation operators proposed by Hann et al., [43] for
Simulink models. Information related to the number of mutants in the initial set and the final set
are available in Table 3. The distribution of the resulting mutants with respect to the test cases
can be found in Figure 4. As can be seen, there are different kind of distributions. For instance, the
ACEngine case study has a large number of test cases not detecting any single mutant, and only a
small portion of the test cases in the test suite detects mutants. However, it is noteworthy that in
many cases, there are test cases which are very long in time, subsequently, leading to detecting
more mutants. Therefore, in occasions, it is better to select a few test cases that have a small test
execution time than a single one having a long execution time. For the second application context
(i.e., regression test selection in continuous integration environments), similar to the other studies
using these datasets [82, 83], we used the information available for the evaluation cycle that was
used related to the real failures detected by the executed tests. Figure 5 depicts a histogram with
the relation between the number of test cases and the percentage of cycles that these have failed.
As can be seen, the type of failure distribution is different in the four case studies. In the Google
dataset, a high amount of failures are triggered by a few test cases. A similar pattern can also be
appreciated in the Rails case study, although not as exacerbated as in the Google’s dataset. In these
both datasets, there is a high amount of test cases that do not fail during the cycles. However, notice
that the distribution of both IOF and Paint datasets are completely different. It can be observed
that in the Paint dataset there is a high amount of tests that have failed between 75 and 85% of the
cycles. Conversely, in the IOF dataset, it can be appreciated that there are around 100 test cases
that have never failed, and there is a large amount of test cases that have failed in only a few cycles.
There are however, also, a large amount of test cases that have failed in most of the cycles; for
instance, there is a high number of test cases that have failed in 75% or more test cycles, unlike the
cases of Google and Rails. Subsequently, we believe that there is a high heterogeneity in the context
of failure distributions. More importantly, all this data comes from real-world and industrial case
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studies. Unfortunately, in this second application context, information of the differences in faults
was not available. This means that a fault could be revealed by two different test cases, including
a bias in our evaluation (i.e., one can argue that a single test is enough to detect more than one
fault, and the second test is useless to execute). Nevertheless, maximizing the number of detected
failures is an important aspect of test selection too, and this metric has been also used in previous
works [82, 83, 91] using these case studies. Furthermore, we believe that there might be a strong
correlation between the percentage of failures detected and the number of faults detected.

Fig. 4. Histogram showing the distribution of faults among the test cases for the first application context

The HV was measured both, within the last set of Pareto-frontier solutions provided by the
search algorithms as well as during the search (every 500 generations). This not only provided us
information on how the proposed seeding strategies impacted on the final result but also allowed
us to observe how fast the algorithms converged. We measured how fast our algorithms converged
by using the Average Convergence metric, as proposed in other studies where the convergence of
different seeding strategies for search algorithms was measured [77–79]:

𝐴𝑣𝑔.𝐶𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 = 1 − 𝑂𝑝𝑡𝑖𝑚𝑎𝑙𝐹𝑖𝑡𝑛𝑒𝑠𝑠 −𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝐹𝑖𝑡𝑛𝑒𝑠𝑠
𝑂𝑝𝑡𝑖𝑚𝑎𝑙𝐹𝑖𝑡𝑛𝑒𝑠𝑠

(14)

where, for each algorithm run, 𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝐹𝑖𝑡𝑛𝑒𝑠𝑠 refers to the average HV values obtained for the
ten measured iterations (i.e., every 500 iterations of the algorithm the modified HV is measured)
and 𝑂𝑝𝑡𝑖𝑚𝑎𝑙𝐹𝑖𝑡𝑛𝑒𝑠𝑠 refers to the known highest HV value for that case study (i.e., for each of
the case studies we checked for the highest HV obtained by our algorithms). A higher value of
𝐴𝑣𝑔.𝐶𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 means that the algorithm has found a set of optimal solutions faster, meaning
that it has converged faster.

5.4 Experimental scenarios and statistical tests
The evaluation was divided into different experimental scenarios for each of the selected application
domains. Each experimental scenario included:
• Case study: Six case studies in the first application domain and four case studies in the second
application domain
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Fig. 5. Histogram showing the distribution between the test cases and the number of cycles where the test
failed for the second application context

• Multi-objective search algorithm: Four algorithms (NSGA-II, IBEA, SPEA2, PESA-II)
• Objective functions: A total of six fitness functions combinations (c1 to c6)

Subsequently, a total of 6 × 4 × 6 = 144 experimental scenarios were derived for the first
application domain and 4 × 4 × 6 = 96 for the second application domain. For all these scenarios, we
applied six seeding strategies and the non-seeded approach, which was the baseline of our study.
As suggested by Arcuri and Briand [3], for each of the experimental scenarios, the algorithm

along with the seeding strategy was run 50 times to account for random variations.
For each experimental scenario, we first executed the Kruskal-Wallis statistical test, which

performed a one-factor many-levels test. We assessed whether there was statistical differences
among the selected seeding strategies. If we found there were statistical differences (i.e., p-value
≤ 0.05), we used a post-hoc analysis for assessing the statistical difference between each of the
seeding strategy pairs. For the post-hoc analysis , we used the Holm’s method in order to avoid risks
with alpha inflation by applying corrections to the p-values. Furthermore, to assess the difference
between the seeding strategies, we employed the Vargha and Delaney Â12 value. The Â12 value
measures the probability that running the seeding strategy A yields better performance than
running the seeding strategy B. Thus, we used this to classify which of the seeding strategies were
better when there was statistical significance.

5.5 Algorithms setup
We implemented our seeding algorithms on top of PlatEMO [93], an open-source multi-objective
optimization platform that implements over 100 multi and many-objective search algorithms.
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For the selected algorithms, the population size was set to 100 and the total number of fitness
evaluations was 25,000. The crossover rate was set to 0.8, and a standard single point crossover
operator was employed. The mutation of a variable was done with the standard probability 1/N, N
being the number of test cases in the initial test suite. We chose these parameter values based on
other studies related to multi-objective test case selection [7, 8, 98] as well as guidelines [3]. As
in our previous work [7, 8], for the NSGA-II selection operator, we used the binary tournament
selection operator [16, 32]. The remaining algorithms’ configurations parameters were the default
ones provided in PlatEMO [93].
As for the seeding strategies, the number of candidate sets in the ARPG strategy was set to

10 based on the original paper [25]. In the case of the static seeds, we experimented with two
instance configurations, where we set one of the algorithm’s configuration for a desired test suite
size of 30% (coined as Static30), and the other one of 70% (coined as Static70). These configurations
were selected based on an initial preliminary experiment. Additionally, we wanted to analyze
configurations with larger and shorter test suites than 50% (as the non-seeded generated initial
population typically provides solutions that include the 50% of test cases).

6 ANALYSIS OF THE RESULTS AND DISCUSSION
To keep the paper at a reasonable size, we generated four tables summarizing the statistical results.
On the one hand, Tables 5 and 6 report the summary of the statistical tests for the first application
domain both for the HV metric as well as for the average convergence. On the other hand, Tables
7 and 8 report the summary of the statistical tests for the second domain. For each experimental
scenario, we first executed the Kruskal-Wallis test for a one-factor many-levels test, which assessed
whether there was statistical differences among the selected seeding strategies. If we found there
were statistical differences (i.e., p-value ≤ 0.05), we used a post-hoc analysis. This post-hoc analysis
was based on the Holm’s method to avoid risks with alpha inflation by applying corrections to the
p-values.

For each case study in each of the application contexts, we provide inside the column 𝐴/𝐵/= the
number of times each seeding strategy outperformed another one. The first number (i.e., the one in
the left) represents the number of experimental scenarios where the seeding strategy in column
“Strategy A” outperformed the seeding strategy in column “Strategy B” with statistical significance.
This meant that Â12 > 0.5 and the hypothesis was rejected based on the Holm’s method, for either
of the metrics (i.e., HV or Avg. Convergence).3 The second number (i.e., the one in the middle)
represents the number of experimental scenarios where the seeding strategy in column “Strategy
B” outperformed the seeding strategy in column “Strategy A” with statistical significance (i.e., Â12
< 0.5 and the hypothesis was rejected based on the Holm’s method). The third number (i.e., the
one in the right) represents the number of experimental scenarios where there was no statistical
significance between both strategies (i.e., it failed to reject the hypothesis, or the hypothesis was
accepted based on the Holm’s method). The column “Total” represents a summary of all the results
obtained for each of the case studies.

Besides, we analyzed the difference existing between two different seeding strategies by catego-
rizing their difference based on the Â12 values, as suggested by Romano et al. [85]. We categorized
the difference existing between the “Strategy A” and the “Strategy B” as negligible if 𝑑 < 0.147, as
small if 𝑑 < 0.33, as medium if 𝑑 < 0.474 and as large if 𝑑 >= 0.474, where 𝑑 = 2|Â12 −0.5|. These
values were obtained based on the study by Romano et al. [85]. These results are summarized in
Tables 12, 13, 14 and 15. For each case study, seven values are shown (i.e., A++, A+, A, =, B, B+ and
B++), divided by a slash (i.e., /). The first value (A++) means the number of experimental scenarios

3Note that the higher the value of these metrics, better the performance of the seeding strategy
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that the difference between Strategy A and B was large, in favour of strategy A. The second value
(A+) means the number of experimental scenarios that the difference between Strategy A and
B was medium, in favour of strategy A. The third value (A) means the number of experimental
scenarios that the difference between Strategy A and B was small, in favour of strategy A. The
fourth value (=) means the number of experimental scenarios that the difference between Strategy
A and B was negligible. The fifth value (B) means the number of experimental scenarios that the
difference between Strategy A and B was small, in favour of strategy B. The sixth value (B+) means
the number of experimental scenarios that the difference between Strategy A and B was medium, in
favour of strategy B. Lastly, the seventh value (B++) means the number of experimental scenarios
that the difference between Strategy A and B was large, in favour of strategy B.
Besides, a higher level of details of the obtained results (e.g., statistical tests results, such as

specific results of the Â12 values between all the seeding strategies for all the experimental scenarios,
boxplots and other figures) is available in the following webpage: https://sites.google.com/alumni.
mondragon.edu/tosem-some-seeds-are-strong

Table 5. Summary of the performed statistical tests for the Hypervolume metric within the first application
context

CW EMB CC Tiny TwoTanks ACEngine Total
Seeding Strategy A Seeding Strategy B A/B/= A/B/= A/B/= A/B/= A/B/= A/B/= A/B/=

Non Seeded

Dynamic 1/22/1 0/24/0 0/22/2 0/24/0 0/23/1 2/7/15 3/122/19
Static30 0/23/1 0/24/0 0/24/0 0/24/0 0/24/0 2/10/12 2/129/13
Static70 23/1/0 24/0/0 24/0/0 24/0/0 24/0/0 17/0/7 136/1/7
ARPG 0/3/21 1/0/23 1/1/22 0/1/23 0/2/22 0/0/24 2/7/135
Orthogonal 5/1/18 16/0/8 5/0/19 13/0/11 13/0/11 0/0/24 52/1/81
DynamicARPG 1/22/1 0/24/0 0/22/2 0/24/0 0/24/0 2/8/14 3/124/17
Static30 16/2/6 19/2/3 16/3/5 21/0/3 20/3/1 0/4/20 92/14/38
Static70 23/1/0 24/0/0 24/0/0 24/0/0 24/0/0 17/2/5 136/3/5

Dynamic ARPG 22/1/1 24/0/0 22/0/2 24/0/0 22/0/2 6/2/16 120/3/21
Orthogonal 22/1/1 24/0/0 22/0/2 24/0/0 23/0/1 6/3/15 121/4/19
DynamicARPG 1/0/23 0/2/22 0/0/24 0/1/23 1/1/22 0/0/24 2/4/138

Static30

Static70 23/1/0 24/0/0 24/0/0 24/0/0 24/0/0 22/1/1 141/2/1
ARPG 23/1/0 24/0/0 24/0/0 24/0/0 24/0/0 10/2/12 129/3/12
Orthogonal 22/1/1 24/0/0 24/0/0 24/0/0 24/0/0 7/2/15 125/3/16
DynamicARPG 1/16/7 1/18/5 3/17/4 2/22/0 3/20/1 3/0/21 13/93/38
ARPG 0/23/1 0/24/0 0/24/0 0/24/0 0/24/0 0/18/6 0/137/5

Static70 Orthogonal 0/23/1 0/24/0 0/24/0 0/24/0 0/24/0 0/18/6 0/137/5
DynamicARPG 1/23/0 0/24/0 0/24/0 0/24/0 0/24/0 2/17/5 3/136/5

ARPG Orthogonal 10/0/14 17/0/7 4/0/20 17/0/7 11/0/13 0/0/24 59/0/85
DynamicARPG 1/22/1 0/24/0 0/22/2 0/24/0 0/24/0 2/7/15 3/123/18

Orthogonal DynamicARPG 1/22/1 0/24/0 0/22/2 0/24/0 0/24/0 3/6/15 4/122/18

6.1 RQ 1 – Comparison with the baseline
In general, both Dynamic and Dynamic ARPG seeding strategies outperformed the non-seeded
approach inmost cases for both application domains. Specifically, when considering themodifiedHV
metric, both seeding strategies outperformed with statistical significance the non-seeded approach
in most of the cases. The Dynamic seeding strategy outperformed it in 85% of experimental
scenarios, whereas the Dynamic ARPG for 85.8% of the experimental scenarios (Tables 5 and
7). When considering the Â12 values and the classification performed by Romano et al. [85], the
differences were large for 80% of the experimental scenarios for the Dynamic seeding strategy and
for 79.5% for the Dynamic ARPG as compared with the non-seeded approach. When considering the
convergence metric, the results were even stronger. Both strategies outperformed with statistical
significance the non-seeded approach in 96.25% of experimental scenarios (Tables 6 and 8). This
differencewas large for 95.8% of the experimental scenarios according to the classification performed

, Vol. 1, No. 1, Article . Publication date: May 2020.

https://sites.google.com/alumni.mondragon.edu/tosem-some-seeds-are-strong
https://sites.google.com/alumni.mondragon.edu/tosem-some-seeds-are-strong


Some Seeds are Strong: Seeding Strategies for Search-based Test Case Selection :25

Table 6. Summary of the performed statistical tests for the Average Convergence metric within the first
application context

CW EMB CC Tiny TwoTanks ACEngine Total
Seeding Strategy A Seeding Strategy B A/B/= A/B/= A/B/= A/B/= A/B/= A/B/= A/B/=

Non Seeded

Dynamic 0/23/1 0/24/0 0/24/0 0/24/0 0/24/0 2/22/0 2/141/1
Static30 0/24/0 0/24/0 0/24/0 0/24/0 0/24/0 0/24/0 0/144/0
Static70 24/0/0 24/0/0 24/0/0 24/0/0 24/0/0 24/0/0 144/0/0
ARPG 2/0/22 0/0/24 1/0/23 1/1/22 1/2/21 1/0/23 6/3/135
Orthogonal 21/0/3 22/0/2 16/0/8 21/0/3 21/0/3 0/2/22 101/2/41
DynamicARPG 0/23/1 0/24/0 0/24/0 0/24/0 0/24/0 2/22/0 2/141/1
Static30 22/2/0 22/1/1 21/0/3 22/0/2 20/0/4 4/3/17 111/6/27
Static70 24/0/0 24/0/0 24/0/0 24/0/0 24/0/0 24/0/0 144/0/0

Dynamic ARPG 23/1/0 24/0/0 24/0/0 24/0/0 24/0/0 22/2/0 141/3/0
Orthogonal 23/0/1 24/0/0 24/0/0 24/0/0 24/0/0 22/2/0 141/2/1
DynamicARPG 0/0/24 0/1/23 0/0/24 0/0/24 0/1/23 0/0/24 0/2/142

Static30

Static70 24/0/0 24/0/0 24/0/0 24/0/0 24/0/0 24/0/0 144/0/0
ARPG 24/0/0 24/0/0 24/0/0 24/0/0 24/0/0 24/0/0 144/0/0
Orthogonal 24/0/0 24/0/0 24/0/0 24/0/0 24/0/0 24/0/0 144/0/0
DynamicARPG 1/21/2 0/22/2 0/21/3 0/22/2 0/22/2 3/5/16 4/113/27
ARPG 0/24/0 0/24/0 0/24/0 0/24/0 0/24/0 0/24/0 0/144/0

Static70 Orthogonal 0/24/0 0/24/0 0/24/0 0/24/0 0/24/0 0/24/0 0/144/0
DynamicARPG 0/24/0 0/24/0 0/24/0 0/24/0 0/24/0 0/24/0 0/144/0

ARPG Orthogonal 22/0/2 23/0/1 16/0/8 20/0/4 20/0/4 0/1/23 101/1/42
DynamicARPG 0/23/1 0/24/0 0/24/0 0/24/0 0/24/0 2/22/0 2/141/1

Orthogonal DynamicARPG 0/24/0 0/24/0 0/24/0 0/24/0 0/24/0 2/21/1 2/141/1

Table 7. Summary of the performed statistical tests for the Hypervolume metric within the second application
context

Google IOF Paint Rails Total
Seeding Strategy A Seeding Strategy B A/B/= A/B/= A/B/= A/B/= A/B/=

Non Seeded

Dynamic 4/20/0 0/24/0 0/22/2 1/16/7 5/82/9
Static30 7/0/17 15/0/9 1/11/12 9/6/9 32/17/47
Static70 16/4/4 5/0/19 17/0/7 6/3/15 44/7/45
ARPG 0/1/23 0/1/23 0/0/24 0/0/24 0/2/94
Orthogonal 3/5/16 1/1/22 2/0/22 4/0/20 10/6/80
DynamicARPG 4/20/0 0/24/0 0/22/2 1/16/7 5/82/9
Static30 20/0/4 24/0/0 20/0/4 21/1/1 85/1/10
Static70 20/4/0 24/0/0 23/0/1 27/1/6 84/5/7

Dynamic ARPG 20/4/0 24/0/0 22/0/2 28/0/6 84/4/8
Orthogonal 20/1/3 24/0/0 22/0/2 19/1/4 85/2/9
DynamicARPG 0/0/24 0/0/24 0/0/24 0/0/24 0/0/96

Static30

Static70 10/4/10 0/5/19 20/1/3 4/13/5 34/23/37
ARPG 2/9/13 0/16/8 8/1/15 9/8/7 19/34/43
Orthogonal 1/10/13 0/14/10 15/1/8 6/7/11 22/32/42
DynamicARPG 0/20/4 0/24/0 0/20/4 0/22/2 0/86/10
ARPG 4/16/4 0/7/17 0/18/6 4/3/17 8/44/44

Static70 Orthogonal 4/19/1 0/9/15 0/12/12 9/4/11 13/44/39
DynamicARPG 4/20/0 0/24/0 0/23/1 1/17/6 5/84/7

ARPG Orthogonal 4/4/16 2/1/21 2/0/22 5/0/19 13/5/78
DynamicARPG 4/20/0 0/24/0 0/22/2 0/17/7 4/83/9

Orthogonal DynamicARPG 1/20/3 0/24/0 0/22/2 1/19/4 2/85/9

by Romano et al. [85]. This means that the proposed seeding strategies help on obtaining a faster
convergence, which can be further observed in Figures 6 and 7.4 All these results suggest that both
of these seeding strategies are appropriate and outperform the non-seeded approach when dealing
with the test case selection problem.

Results differed when considering other seeding strategies against the non-seeded approach. For
instance, the static seed configured to build test suites of the 30% outperformed the non-seeded

4More figures of this type can be found in the website: https://sites.google.com/alumni.mondragon.edu/
tosem-some-seeds-are-strong
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Table 8. Summary of the performed statistical tests for the Average Convergence metric within the second
application context

Google IOF Paint Rails Total
Seeding Strategy A Seeding Strategy B A/B/= A/B/= A/B/= A/B/= A/B/=

Non Seeded

Dynamic 3/20/1 0/24/0 0/24/0 0/22/2 3/90/3
Static30 12/1/11 17/0/7 18/1/5 17/0/7 64/2/30
Static70 18/4/2 20/0/4 22/0/2 4/3/17 64/7/25
ARPG 0/1/23 0/1/23 0/0/24 1/0/23 1/2/93
Orthogonal 12/1/11 6/1/18 24/0/0 8/0/16 50/1/45
DynamicARPG 3/20/1 0/24/0 0/24/0 0/22/2 3/90/3
Static30 21/0/3 24/0/0 24/0/0 24/0/0 93/0/3
Static70 20/4/0 24/0/0 24/0/0 22/1/1 90/5/1

Dynamic ARPG 20/2/2 24/0/0 24/0/0 23/0/1 91/2/3
Orthogonal 20/0/4 24/0/0 24/0/0 22/0/2 90/0/6
DynamicARPG 0/0/24 0/0/24 0/0/24 0/0/24 0/0/96

Static30

Static70 14/4/6 1/4/19 17/5/2 1/18/5 33/31/32
ARPG 1/12/11 0/18/6 1/17/6 0/18/6 2/65/29
Orthogonal 6/8/10 0/11/13 8/6/10 0/11/13 14/36/46
DynamicARPG 0/21/3 0/24/0 0/24/0 0/24/0 0/93/3
ARPG 3/19/2 0/19/5 0/22/2 4/2/18 7/62/27

Static70 Orthogonal 4/11/8 0/12/12 2/14/8 12/0/12 18/38/40
DynamicARPG 4/20/0 0/24/0 0/24/0 0/22/2 4/90/2

ARPG Orthogonal 12/3/9 6/1/17 23/0/1 9/0/15 50/4/42
DynamicARPG 2/20/2 0/24/0 0/24/0 0/23/1 2/91/3

Orthogonal DynamicARPG 0/20/4 0/24/0 0/24/0 0/22/2 0/90/6

Fig. 6. Median HV obtained for the 50 algorithm runs at every 500 generations for the NSGA-II algorithm
configured with the C1 fitness combination within the first application domain

approach in the first application domain when considering both the modified HV metric (Table
5) as well as the convergence metric (Table 6). However, in the second application domain, the
non-seeded approach performed slightly better than this strategy, suggesting that this strategy
might only be applicable in some application domains, but not in others. This could be due to
the fact that in the first application domain, where simulation models of CPSs are involved, the
test cases take a long time to execute, whereas in the second domain, the tests take less time.
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Fig. 7. Median HV obtained for the 50 algorithm runs at every 500 generations for the NSGA-II algorithm
configured with the C1 fitness combination within the second application domain

Subsequently, in those cases where the time may be a relevant factor, the static seed configured to
build test suites of the 30% (or lower) could be an appropriate technique.

The ARPG strategy performed similarly to the non-seeded approach. On the one hand, in 95.4% of
all the experimental scenarios there was no statistical significance when considering the HV metric.
On the other hand, in 95% of the cases, there was no statistical significance when considering
the average convergence metric. This means that the proposed ARPG strategy did not have any
impact in the search algorithm, which might be due to three reasons. First, having diversity in the
population in terms of selected and not selected test cases might not have an impact when selecting
test cases. Second, the selected distance function (i.e., Hamming distance) might not be appropriate
for this context. Third, the number of candidate solutions, which was configured to have 10, did
not produce sufficiently distinct populations, and this number might need to be increased.
Unexpectedly, the orthogonal population strategy performed worse than the non-seeded ap-

proach. While the approach performed similarly when considering the HV metric, where there
was no statistical significance between the strategy and the baseline for 67% of the scenarios, when
considering the Average Convergence, the baseline approach outperformed the orthogonal seed in
63% of the experimental scenarios with statistical significance. This strategy, which was originally
proposed by Panichela et al. [75], aims at promoting diversity during the search process. Probably,
in order this technique to be effective, it requires additional mechanisms that inject diversity during
the search, as proposed in the original work [75]. Another technique that performed worse than the
baseline was the static seed configured to select around 70% of the test cases. For most experimental
scenarios, the baseline outperformed this technique, which means that the number of tests selected
in the initial population by this technique might be too large.
In any application of search algorithms, the appropriate selection of the fitness function is

fundamental. In our previous study [8], where different fitness function combinations were analyzed
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for the context of search-based test case selection of simulation models, we noticed that some
fitness function combinations were stronger than others. For instance, we found that those fitness
functions that had some anti-patterns as effectiveness measures were stronger than those that were
based on test case similarity. Upon a closer look, we noticed that the cases where the non-seeded
approach outperformed the Dynamic and Dynamic ARPG strategies could be the result of the fitness
function not being appropriate enough. For instance, this was the case of the C3 fitness function
combination in the Google case study, which combines the TSLE fitness function as effectiveness
metric with the test execution time. As can be seen in Figure 8, in such case, the only seeding
strategy that converges towards better HV values is the Static70, while the remaining techniques’
performance degrade over the search. In a similar line, some search algorithms, in combination with
some fitness function combinations and the proposed seeding strategies that performed best (i.e.,
Dynamic and Dynamic ARPG) might not be appropriate to solve the test case selection problem.
For instance, this was the case in the Rails case study when using the IBEA algorithm and the C3
combination, or in the case of the ACEngine case study when using the IBEA algorithm alongside
the C4 combination (Figure 9).

Fig. 8. Median HV obtained for the 50 algorithm runs at every 500 generations of the fitness function
combination C3 along with the Google case study, where the seeding strategies had negative effects due to
the fitness function not working correctly

The combination of some seeding strategies, search algorithm and fitness function was not
particularly well suited. For instance, this was the case of the PESA-II algorithm with the Dynamic
and DynamicARPG seeding strategies along with the C4 fitness combination in the first application
domain, as can be seen in Figure 10. In this case, C4 combination combines the TET with the
input similarity. While the input similarity showed a low performance when compared to other
anti-patterns (e.g., discontinuity) [8], in our experiments with the PESA-II algorithm it showed

, Vol. 1, No. 1, Article . Publication date: May 2020.



Some Seeds are Strong: Seeding Strategies for Search-based Test Case Selection :29

Fig. 9. Median HV obtained for the 50 algorithm runs at every 500 generations of two cases where the seeding
strategies had a negative effect

how the HV degraded over time. Conversely, the other algorithms (e.g., NSGA-II) along with the
C4 combination were able to maintain or improve the overall HV indicator. Subsequently, it can
be seen that in some cases the selection of the algorithm is as important as the selection of an
appropriate fitness function.

Fig. 10. Median HV obtained for the 50 algorithm runs at every 500 generations of the PESA-II algorithm in
the first application domain with the C4 fitness function combinations. As can be seen, the HV indicator
degrades as the search advances in number of generations.

Table 9 reports which were the combinations that for the 50 independent runs obtained highest
average HV values. As can be seen, in all of them, NSGA-II was the algorithm providing the
highest HV. Interestingly, for the fitness function combination, in the first application context,
the combination of Discontinuity and TET objectives were the ones performing best in all the
case studies, which is in line with the results obtained in our previous work [8]. In the second
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application context, the combination of FDC and TET objectives where the ones performing best in
terms of the highest average HV indicator.

Table 9. Summary of the combinations showing highest average HV indicator

Case Study Algorithm Fitness
configuration Seeding Strategy

ACEngine NSGA-II C1 DynamicARPG
CC NSGA-II C1 DynamicARPG
CW NSGA-II C1 Dynamic
EMB NSGA-II C1 Dynamic
Tiny NSGA-II C1 Dynamic
TwoTanks NSGA-II C1 Dynamic
Google NSGA-II C1 DynamicARPG
IOF NSGA-II C1 DynamicARPG
Paint NSGA-II C1 Dynamic
Rails NSGA-II C1 Dynamic

For these cases, we analyzed the Pareto-frontier returned by the search algorithms, and took the
ones with highest mutation score (for the first application context) and the highest failure detection
ratio (for the second application context), and analyzed their TET. In the first application context,
both the non-seeded approach and the one with the seeding strategy obtained the maximum
mutation score, except for some outliers in the case study of the CW (for the case of the non-seeded
approach). Figure 11 shows the distribution of the TET obtained for each of the case studies by the
seeding strategy obtaining highest HV and the non-seeded approach. As can be seen, in the most
complex case studies in terms of number of blocks (i.e., EMB and TwoTanks), the seeding strategy
helped significantly in the reduction of the TET. For the TwoTanks case study, the test suites
obtained with the Dynamic seed took between 2 and 6% of the original TET to execute, whereas for
the non-seeded approach, the test suites took between 6 and 13% of the original TET. This means
that in this specific case study, the Dynamic seed could take less than half of the time taken by the
test suites provided non-seeded approach while detecting the same amount of mutants. In the case
of the EMB, the median value of the distribution for the seeded approach was around 7.5% of the
TET of the original test suite, whereas the median value for the non-seeded approach was around
13%; thus, the reduction in the overall TET was quite significant in this case too. In the remaining
four case studies, the TET values were similar between the seeded and non-seeded approaches. In
the Tiny and ACEngine case studies, the seeded approaches showed a lower TET median value,
but the distributions were slightly larger. In the CC case study, the median was similar, but the
distribution for the seeded approach was larger. Finally, the median TET value of the CW case
study was slightly lower, in addition to the overall distribution. However, in this specific case, the
distribution of the TET values were large in both cases. This might be due to a larger amount of
mutants being used. When having a closer look at the results, we noticed that for obtaining the
modified HV values, the number of non-dominated solutions in the seeded approaches were much
higher than those in the non-seeded approach. This means that in practice, where decision makers
are needed to select one specific solution from the Pareto-frontier returned by the algorithm (e.g.,
based on some time budget), when using the seeded approaches, the probabilities for selecting a
better solution is higher.
Results where quite different in the second application domain. This could be because in these

case studies, instead of measuring the percentage of faults detected, we focused on failures.5 As
can be seen in Figure 12, the seeding strategies favour a high failure detection ratio, selecting in
most of the solutions at least one solution that detects all the failures that are detectable by the
5Notice that the dataset do not have access to the faults
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Fig. 11. Test Execution Time taken to obtain maximum mutation score of individual solutions for the configu-
ration from Table 9. In most of these cases, the mutation score was 100%, except for some outliers in the case
study of the CW in the case of the non-seeded approach

test suite. Instead, the non-seeded approach did not detect all failures in most of the cases. This
has a direct impact on the overall TET of the approaches, as can be appreciated in Figure 13. It can
be concluded that the seeded approaches favour the fault detection ratio, while the non-seeded
approach favours cost reduction. When having a closer look, a similar pattern to that from the first
domain was observed. The number of solutions in the derived Pareto frontier was longer for the
case of the seeded approach when compared with the non-seeded approach. This means that the
decision maker has more choices and better chances of selecting an adequate solution in the case
of the seeded approach.

Fig. 12. Maximum percentage of failures detected by individual solutions for the configuration from Table 9
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Fig. 13. Maximum Test Execution Time (TET) by individual solutions to obtain the maximum failure ratio for
the configuration from Table 9

For both application domains, it could be appreciated that both the Dynamic and the Dynami-
cARPG seeding strategies outperformed the non-seeded strategy. Additionally, in the first applica-
tion domain, the Static30 also outperformed the non-seeded strategy. This means that from the
practical perspective, exceptions aside, the use of some of the proposed strategies can be beneficial
for the test case selection problem. However, when analyzing individual solutions with highest
mutation scores and highest failure rates, we saw that the execution time of the test cases is not
always beneficial for the seeded approach. While there were cases where the TET was reduced
down to the 50% when compared with the non-seeded approach while maintaining the mutation
score (e.g., EMB and TwoTanks case studies), this analysis suggest that effective decision makers
are required when selecting solutions from the Pareto-frontier, which remains for future work. We
therefore recommend the use of either the Dynamic or the DynamicARPG strategies for the test
case selection problem. Subsequently, the first RQ can be answered as follows:

The Dynamic and DynamicARPG seeding strategies outperformed the non-seeded approach
with statistical significance for around 85% of the experimental scenarios when considering the
modified HV metric and for around 96% of the experimental scenarios when considering the
Average Convergence.

6.2 RQ 2 – Best seeding strategy
In the previous RQ, three of the selected strategies outperformed the baseline (non-seeded ap-
proach) with statistical significance for most of the experimental scenarios when considering the
first application domain: Dynamic, Static30 and DynamicARPG. Conversely, the Static30 seeding
strategy did not outperform the baseline technique in the second application context, while both
Dynamic and DynamicARPG strategies did. When considering the first application scenario, both
the Dynamic and DynamicARPG outperformed the Static30 strategy with statistical significance
for most of the experimental scenarios too. Specifically, when considering the modified HV metric,
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the Dynamic seed outperformed the Static30 technique with statistical significance for 63.8% of
the experimental scenarios, whereas the DynamicARPG for 64.5% of the experimental scenarios.
These results were even stronger when considering the Average Convergence metric (i.e., 77% of
the experimental scenarios for the Dynamic seed and 78% of the cases for the DynamicARPG). This
means that even in an application domain where the Static30 technique outperformed the baseline,
both the Dynamic and DynamicARPG strategies are better. As for the second application domain,
the Dynamic strategy outperformed this seeding strategy in 88% of the scenarios when considering
the HV metric, and in 96.9% of the scenarios when considering the Average Convergence metric.
Similarly, the DynamicARPG outperformed the Static30 seed in 89.6% of the experimental scenarios
when considering the modified HV metric and in 96.9% of the scenarios when considering the
Average Convergence metric. Overall, all this means that both the Dynamic and DynamicARPG
techniques are stronger than the Static30 seed.
As expected from the results of RQ1, both the Dynamic and DynamicARPG performed better

than the Static70, ARPG and Orthogonal seeding strategies for most of the cases. There were only
some few experimental scenarios where these three approaches outperformed the Dynamic and
DynamicARPG techniques with statistical significance. This could be because the combination
between some search algorithm with some fitness function combinations might not be appropriate
for test case selection. For instance, this was the case in the Rails case study when using the IBEA
algorithm and the C3 combination, or in the case of the ACEngine case study when using the IBEA
algorithm alongside the C4 combination. These two examples are shown in figure 9, and have been
discussed in the previous RQ.

When comparing the Dynamic and the Dynamic ARPG strategies, results were generally indis-
tinguishable. On the one hand, when considering the modified HV metric, there was no statistical
significance in 97.5% of the experimental scenarios. On the other hand, when considering the
Average Convergence, there was no statistical significance in 99.2% of the experimental scenarios.
It is noteworthy that in the second application domain, there was no statistical significance in
any of the experimental scenarios. All this means that the cost-effectiveness of both techniques is
mostly the same.
From the practical perspective, generally both the Dynamic seed and the DynamicARPG tech-

niques outperformed the remaining seeding strategies. When compared among them, the results
were in indistinguishable. Nonetheless, the DynamicARPG seed combines both, the ARPG seed and
the dynamic seed strategies. While the DynamicARPG seed is competitive when compared with
the non-seeded approach, the fact that the ARPG performed close to the non-seeded approach (see
discussion on RQ1) suggests that it is the varying test suite size factor that makes this algorithm
perform better than the non-seeded approach. Furthermore, computationally, the Dynamic seed
is faster than the DynamicARPG, although both techniques are fast enough to be applicable in
practice. Having this discussed, we can answer the second RQ as follows:

The Dynamic and DynamicARPG seeding strategies outperformed the remaining seeding
strategies in at least 73.75% of the experimental scenarios when considering the modified HV
metric and in 85% of the experimental scenarios when considering the Average Convergence
metric. Despite not having significant differences between themselves, the Dynamic seed is
recommended for use by practitioners dealing with the multi-objective test case selection
problem.
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6.3 RQ 3 – Algorithms Running Times and Overhead
The third RQ aims at analyzing the effects of the seeding strategies in the execution time of the
search algorithms. To this end, in each run, we measured the time required by the algorithms to
execute and compared it with the non-seeded approach. We run the same statistical tests as in the
cases of RQ1 and RQ2. Table 10 summarizes the results of the statistical tests for the first application
domain whereas Table 11 does the same for the second application domain.

Table 10. Summary of the performed statistical tests for the execution time within the first application
context

ACEngine CC CW EMB Tiny TwoTanks TOTAL
Seeding Strategy A Seeding Strategy B A/B/= A/B/= A/B/= A/B/= A/B/= A/B/= A/B/=

Non seeded

Dynamic 11/5/8 11/8/5 14/1/9 7/7/10 24/0/0 23/0/1 90/21/33
Static30 0/24/0 0/24/0 0/24/0 0/22/2 0/20/4 15/8/1 15/122/7
Static70 24/0/0 24/0/0 24/0/0 24/0/0 24/0/0 23/0/1 143/0/1
ARPG 20/2/2 6/1/17 5/4/15 1/13/10 16/0/8 20/0/4 68/20/56
Orthogonal 7/4/13 3/8/13 1/11/12 8/0/16 12/1/11 17/0/7 48/24/72
DynamicARPG 17/1/6 21/1/2 17/0/7 11/3/10 24/0/0 23/0/1 113/5/26

Table 11. Summary of the performed statistical tests for the execution time within the second application
context

Google IoF Paint Rails Total
Seeding Strategy A Seeding Strategy B A/B/= A/B/= A/B/= A/B/= A/B/=

Non seeded

Dynamic 8/16/0 9/15/0 5/12/7 11/12/1 33/55/8
Static30 0/24/0 0/24/0 0/21/3 0/24/0 0/93/3
Static70 24/0/0 24/0/0 23/0/1 24/0/0 95/0/1
ARPG 24/0/0 24/0/0 22/0/2 23/0/1 93/0/3
Orthogonal 24/0/0 11/9/4 2/0/22 1/20/3 38/29/29
DynamicARPG 8/16/0 17/7/0 20/1/3 15/7/2 60/31/5

As can be seen, there was statistical significance between some of the seeding strategies and the
non-seeding approach. For instance, the Static30 seed outperformed the non-seeding approach,
whereas Static70 was outperformed by the non-seeded approach. This suggests that the number
of test cases that have been selected in the solution has an impact in the running time, probably
because it takes more time to compute the fitness of the solutions with a higher amount of test
cases being selected.
From RQ1 and RQ2, we derived that the Dynamic and DynamicARPG seeding strategies were

the ones performing best. In the case of Dynamic, the non-seeded approach seemed to perform
better in the first application domain, outperforming it with statistical significance in 62.5% of
the experimental scenarios; in such application domain, the Dynamic seed was faster in 14.6% of
the experimental scenarios. Conversely, in the second application domain, the Dynamic seeding
strategy outperformed the non-seeded approach in terms of running times in more experimental
scenarios; specifically, for 57.3% of the experimental scenarios, the Dynamic seed was faster with
statistical significance, whereas the non-seeded approach outperformed this strategy in 33.4% of the
scenarios. In the case of the DynamicARPG seeding strategy, results were worse when compared
against the non-seeded approach. In both application scenarios, the non-seeded approach was faster.
Specifically, in the first application context, the non-seeded approach was faster with statistical
significance in 78.5% of the scenarios, whereas in the second application context in 63.5% of them.
However, while there is statistical significance, when considering the actual running times

between Dynamic and DynamicARPG against the non-seeded approach, it can be seen that the
differences are not large. The largest difference in the mean time of the 50 runs for all the scenarios
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were 6.49 seconds between the DynamicARPG and the non-seeded approach (Google case study,
SPEA2 algorithm, C4 fitness function combination). In addition, when considering the Dynamic
seed, the maximum average running time difference with regard to the non-seeded approach
was 2.65 seconds (AC Engine case study, NSGA-II algorithm, C2 fitness function combination).
The average running time difference of the mean running times between the Dynamic and the
non-seeded algorithm was 0.38 seconds. In the case of the DynamicARPG, the average running
time difference of the mean running time (for the 50 runs) against the non-seeded algorithm was 0.8
seconds. Therefore, the overhead that these algorithms might provoke is not a reason that should
prevent their usage in practice.6
Furthermore, from RQ1, we have seen that the proposed seeding strategies help the search

algorithms converge faster. This means that if the execution time of algorithms is a critical factor
when deployed a test selection algorithm in practice, the seeding strategies can be used together
with a lower number of generations, requiring this way a lower running time of the algorithms. For
instance, in Figure 6, it can be seen that the algorithms obtain the maximum HV value by the 500th
generation, or even before. This means that by using 500 generations, the results will be similar to
using the 2500. However, around an 80% of time could be saved when compared to the non-seeded
approach. Therefore, this RQ can be answered as follows:

The proposed seeding strategies do not produce significant overhead in the running times of
the algorithms. While there is statistical significance when comparing the running times (both,
in favour and against the seeding algorithms), when considering the overall running times
of the algorithms showing best performance in RQ1 and RQ2, the difference on average was
not longer than 2.65 seconds between the Dynamic and the non-seeded algorithm, which is
a time that can be assumed in practice. Furthermore, both the Dynamic and DynamicARPG
seeds help the search algorithms converge faster, which could be combined with having a lower
number of generations should the algorithms’ running times is critical.

Summary of the results and practical implications
In our evaluation, we have aimed at assessing whether the proposed techniques are appropriate for
the test case selection problem. To this end, we have carried out an empirical evaluation by using two
application domains, four search algorithms and different fitness function combinations. We now
summarize some of the insights found that need to be considered when applying a multi-objective
test case selection algorithm in practice:
• Two of the seeding strategies (i.e., Dynamic and DynamicARPG) stood out over the rest.
More importantly, the performance of these two techniques was better than the traditionally
employed non-seeded approach. Due to its simplicity and lower running time, we recommend
the use of the Dynamic seeding strategy.
• In terms of the algorithms’ running times, we could see that these two seeding strategies do
not provoke significant overhead in the algorithms’ running times when compared against
the non-seeded approach. The small overhead provoked by the seeding strategies in some of
the cases, does not prevent our techniques from being applicable in practice.
• These two seeding strategies converge fast towards optimal solutions. If the running times
of the algorithms is an issue when applying test selection approaches in practice, the number
of generations can be reduced when using the proposed seeding strategies.

6All this data is available in: https://sites.google.com/alumni.mondragon.edu/tosem-some-seeds-are-strong/appendix-
b/running-time
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• The combination of some algorithms along with some fitness functions are not reliable.
For instance, the PESA-II algorithm performed wrongly when using the C4 fitness function
combination in the first application context. IBEA algorithm did not also perform as expected
in the Rails case study with the C3 fitness function combination or the ACEngine C4 fitness
function combination. Before applying a search algorithm in practice, it is highly important
to detect cases like these ones.
• Some fitness function combinations do not work correctly in specific systems. For instance,
the C3 fitness function combination did not perform well in the Google case study. Before
applying any test case selection algorithm in practice, it is important to detect which are the
appropriate fitness function combinations.
• NSGA-II has been the algorithm traditionally used for the multi-objective test case selection
problem [8, 81, 95, 98]. While the study was not exhaustive because we focused on the
assessment of the seeding strategies, we found that NSGA-II was the algorithm that provided
highest average HV values. Furthermore, unlike the cases of PESA-II or IBEA, the NSGA-II
found to be a reliable algorithm. Moreover, this algorithm has been extensively studied in the
test case selection context. Therefore, we recommend the use of this algorithm along with
one of the two proposed seeding strategies when applying test case selection in practice.
• The Dynamic and DynamicARPG seeding strategies ensure a high fault and failure detection
ratio. Conversely, the non-seeded approaches did not always provide a solution that detected
all the failures in the second application scenario.
• In practice, decision makers are required. We found that for measuring the modified HV, the
Dynamic and DynamicARPG seeding approaches provided more non-dominated solutions
than the non-seeded approach. Therefore, we believe that decision makers have higher
probabilities of selecting better solutions when using one of such seeding approaches.
• While it was not the main objective of the study, in the first application domain the C1 fitness
function combination was the one who obtained the highest average HV values. This fitness
function combines the discontinuity anti-pattern with the test execution time. This is in-line
with the findings of our previous study [8]. In the second application domain, the C1 fitness
function combination was the one who obtained the highest average HV. This combination
combined the Fault Detection Capability (FDC) with the Test Execution Time, which would
suggest that this metric is more effective when selecting test cases than the TSLE or the TSLF.

7 THREATS TO VALIDITY
Internal validity: An internal validity threat in our study could be related to the generated
mutants, which relates to the first application context. In Simulink models, employing mutation
testing is extremely expensive because the physical layer encompasses complex mathematical
equations. Subsequently, it was not feasible to generate a large set of mutants. To reduce this
threat, we employed the same mutants generated in our previous studies [7, 8]. Furthermore,
notice that the amount of mutants used in this study was similar to those used in other empirical
evaluations of testing methods for Simulink models [11–13, 43, 51, 55–57, 64–66]. Additionally, we
removed duplicated mutants as recommended by Papadakis et al. [76] to further mitigate this threat.
Another internal validity threat in this study is referred to the parameters of the algorithms (e.g.,
population size), which were not changed. To mitigate this threat we configured the algorithms
considering related guidelines and works that included Pareto-based search algorithms for test
case selection [98]. Also, some of our seeding strategies are configurable. The number of candidate
sets in the ARPG strategy was set to 10. Another value could have changed our results, but we
selected this number based on the original ART paper [25]. Additionally, for the static seeding
strategies, we selected two instances of this algorithm (i.e., the test suite size parameter at 30 and
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70%) based on initial preliminary algorithm runs. Another threat of our study could be related to
the selection of the search algorithms. As in the original version paper [6], we used the NSGA-II
due to its wide usage in the context of test case selection [8, 75, 98]. Furthermore, we included
three additional search algorithms (i.e., IBEA, SPEA2 and PESA-II) due to their wide usage by the
search community. The use of other algorithms could have another implication in the results of
the algorithms, which means that we cannot generalize our finding to all multi-objective search
algorithms. Nevertheless, we believe that the selected algorithms are a good representation of
multi-objective search algorithms, and their implementation is available in different programming
languages, thus, practitioners can easily use them.

External validity: As in any search-based software engineering evaluation, an external validity
threat exists related to the generalization of results. We tried to mitigate this threat by using several
case studies applied within two different application contexts. For the first application context, six
case studies involving Simulink models of different sizes and characteristics were used. As for the
sizes, according to a study of 391 public Simulink models, more than half of the analyzed models
had less than 100 blocks, and around 75% of models had less than 300 blocks [28]. Four of the case
studies we used had from 235 to 498 blocks, which means that most of our case studies were larger
than most public subject models. With regards to the second application contexts, four different case
studies where used, three of which were industrial case studies and one a real-world open-source
case study. The characteristics of these case studies were also different (e.g., the number of test
cases ranged from 89 to 5,555). Another external validity threat is related to how the faults and
failures are distributed, which might have an influence in the performance of the algorithms, as
discovered by Zhu et al. [103]. As discussed in Section 5.3, in our case studies, both the fault and
failure distribution is quite different from the different case studies. In addition to the application
context and the case studies mentioned above, the performance of the proposed seeding strategies
were evaluated in four multi-objective search algorithms.

Conclusion validity: A conclusion validity threat in our study might be related to the non
deterministic nature of evolutionary algorithms. This threat was mitigated by running each algo-
rithm 50 times to account for random variations, as recommended in guidelines [3]. Additionally,
we carefully analyzed the results by applying appropriate statistical tests. As a pre-hoc analysis,
we used the Kruskal-Wallis test to assess whether there were statistical differences. Only in one
scenario there was no statistical significance (i.e., AC Engine, scenario 13 (p-value = 0.186)). In
most of the scenarios the p-values were far from the specified threshold (i.e., p-value ≤ 0.05) for
the Kruskal-Wallis statistical test. As a post-hoc analysis, we used the Holm’s method to assess
the statistical significance between the different seeding strategies. This permits correcting the
p-values based on the alpha inflation. Furthermore, to complement the Holm’s method, to assess
the difference between the seeding strategies, we employed the Vargha and Delaney Â12 values.
To assess this difference, we further used different cut-off measures based on the classification
performed by Romano et al. [85], to assess whether the difference existing between the seeding
strategies were negligible, small, medium or large.

Construct validity: In randomized algorithms, construct validity threats arise when the mea-
sures used are not comparable across the algorithms. We mitigated this threat by using the same
stopping criterion for all the algorithms (i.e., we set the total number of fitness evaluations at
25,000).

8 RELATEDWORK
Test case selection. Test case selection has been widely studied in the current literature for
different application areas (e.g., Java applications [44], software product lines [95], deep learning
systems [59]). Yoo and Harman identified and analysed the positive and negative aspects of 12

, Vol. 1, No. 1, Article . Publication date: May 2020.



:38 Aitor Arrieta, Pablo Valle, Joseba A. Agirre, and Goiuria Sagardui

different approaches based on an extensive analysis of the state-of-the-art [100]. Engströem et
al. identified 28 techniques for regression test selection [35]. Besides evolutionary search-based
approaches, other techniques have been proposed for test case selection, including multi-objective
lineal programming techniques [97], greedy-based algorithms [33], or reinforcement learning [91].
Our approach is intended to support population-based search-based test case selection techniques.
In addition, test case selection is performed by following certain criterion, such as, white-box criteria
which aim at ensuring certain degree of code coverage [33, 70, 98], criteria based on historical
data [34, 81, 83, 95] and black-box criteria (e.g., similarity-based test selection) [7, 8, 30, 46, 70].
These criteria are employed as fitness functions in the search-based test selection context, and
typically combined with a cost function (e.g., estimated test execution time of the selected test cases).
While in this paper we focused on two application domains, one using black-box test selection
approaches (first application context) and the other one using historical data (second application
context), the proposed seeding strategies do not consider such metrics and can therefore be used
with any kind of technique.

Multi-objective test case selection.Multi-objective algorithms to solve the test case selection
problem was first proposed by Yoo and Harman [98]. They evaluated the use of the NSGA-II
algorithm integrated with objective functions that included (1) coverage, (2) historical informa-
tion related to faults and (3) testing costs. The same authors later extended this study, where
they proposed an hybrid approach [99]. In the last few years, several new approaches have been
proposed to adapt the test case selection problem to different emergent areas, including defence
software [41, 73], or compute-intensive CPSs [7, 8]. Most multi-objective test selection approaches
aim at proposing effective objective functions and study whether they act as a reasonable surrogate
for fault detection capabilities [7, 8, 46, 50, 98]. Unlike all these studies, our approach aims at
comparing how different strategies for seeding the initial population perform in the context of
multi-objective test case selection algorithms.

Other approaches compare the performance of evolutionary algorithms for selecting test cases in
different context, such as time-constrained scenarios [81], or product lines [11, 94, 95]. However, all
these approaches consider non-seeded initial population generation approaches. Other approaches
have proposed algorithms where the initial population is particularly seeded following a specific
strategy. For instance, Panichella et al., proposed including diversity in genetic algorithms to
improve optimality of multi-objective test case selection. To this end, they proposed mechanisms of
orthogonal design and orthogonal evolution with the aim of increasing diversity during the search
process [75]. A similar approach was proposed by De Lucia et al., which proposed enhancing the
NSGA-II algorithm by increasing population diversity in the obtained Pareto frontiers during the
search [31]. The difference between these approaches and the one we propose in this paper is that
in their case, diversity is included during the entire search process, whereas our solution is intended
solely to seed the initial population. As previously commented, this provides high flexibility in
practice, as our seeding strategies can be applied in any population-based algorithms, including
the ones proposed in test case selection specific multi-objective search algorithms [31, 75].

Seeding strategies. Seeding strategies have been proposed for solving other search-based soft-
ware engineering problems. From the testing perspective, several approaches have been proposed
in the past. Fraser and Arcuri proposed three seeding strategies (e.g., seeding of constants extracted
from source code) for search-based test generation of unit testing, showing a positive impact when
compared to non-seeded algorithms [39]. This study was further extended, confirming the positive
impact of the seeding strategies in further subject programs [84]. Seeding was also applied on
SAPIENZ [60], a test generation tool for testing Android programs. Specifically, SAPIENZ statically
analyses some files to extract strings to seed the multi-objective search algorithm in charge of
generating test cases. Lopez-Herrejon et al., proposed a total of three seeding strategies for pairwise
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software product lines testing [58], showing a positive impact both, in the final solutions returned
by the search algorithms as well as the time it takes the algorithm to converge. Besides search-based
testing, seeding has also been successfully applied to solve other software engineering problems,
including service composition problems [21, 22], software improvement [5] and software product
line configuration [89]. In contrast to all these studies, the proposed seeding strategies proposed in
this paper are designed for the test case selection problem. To the best of our knowledge, there are no
previous papers that have proposed and studied the impact of seeding strategies for multi-objective
test selection.

9 CONCLUSION
In this paper we propose a set of seeding strategies for initializing the population of search-based test
case selection algorithms. The proposed techniques are both domain and algorithm agnostic. In an
empirical evaluation with four multi-objective search algorithms, two different application domains
and several case studies in each of these application domains, we demonstrated that at least two of
the seeding strategies (Dynamic and DynamicARPG) show significant improvement over the non-
seeded approach. Specifically, these two seeding strategies provide a higher convergence towards
optimal solutions, which might be beneficial in cases where the search algorithms take a long time to
compute. Furthermore, the overall cost-effectiveness of two of the proposed seeding strategies was
still higher than the non-seeded approach when using a common amount of fitness evaluations (i.e.,
those used in other search-based test case selection problems [7, 8, 98]). The proposed techniques
do not pose any kind of disadvantages (e.g., higher computation time, development complexity),
and subsequently, they are recommended to be used by practitioners that use multi-objective test
case selection strategies for regression test optimization problems.

Replication package: For the sake of replicability, our replication package is available in the
following link: https://doi.org/10.5281/zenodo.5795353
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A SUMMARY OF THE RESULTS OF THE VARGHA AND DELANEY Â12 VALUES
BASED ON THE CLASSIFICATION OF LARGE (A++, B++), MEDIUM (A+, B+), SMALL
(A, B) AND NEGLIGIBLE (=)

Table 12. Summary of the performed statistical tests for the Hypervolume metric within the first application
context
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Table 13. Summary of the performed statistical tests for the Average Convergence metric within the first
application context
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Table 14. Summary of the performed statistical tests for the Hypervolumemetric within the second application
context
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Table 15. Summary of the performed statistical tests for the Average Convergence metric within the second
application context
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