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Abstract 

Machining operations affect the properties of the final surface layer, and these 

can impact on its functional performance, particularly on fatigue behaviour. Among the 

properties of the machined surface, surface topography is one major parameter affecting 

fatigue behaviour. The literature review has demonstrated that stress concentration 

factors Kt of the surface provide a more reliable estimation of the impact on the fatigue 

behaviour of machined components. Finite Element (FE) simulations can accurately 

calculate the stress concentration factor of machined surfaces, but they incur a high 

computational cost. Recent advances have shown that analytical models can reliably 

determine stress concentration factors of 2D roughness profiles. However, analytical 

models that predict stress concentration factors of 3D surface topographies are still 

lacking. This paper is aimed at developing an analytical method to calculate the stress 

concentration factor Kt of 3D surfaces generated by machining operations. To validate 

the model, a specimen of 7475-T7351 aluminium alloy was face milled and its surface 

topography was characterised using an Alicona IFG4 profilometer. Stress concentration 

factors were calculated in the selected surface regions using the proposed analytical 

model, and later compared to results obtained by FE simulations. The mean difference 

in the stress concentration factor Kt calculated by the proposed analytical and FE models 

is of 1.53%. Importantly, the developed analytical model reduces the computing time by 

3000 times compared to FE models, and enables the analysis of larger surfaces. 

Keywords 

Surface topography, stress concentration factor, fatigue, modelling 

  



3 

 

1. Introduction 

The processes applied in the last stage of the manufacturing route of a 

component, such as machining operations, can significantly affect the properties of the 

surface layer. These properties define the Surface Integrity (SI) of the component and 

include surface topography and subsurface properties (residual stresses, microhardness 

variations or microstructural defects). It is well known that SI plays a major role in the 

functional performance of components subjected to cyclical loadings [1-5], particularly 

in fatigue behaviour since cracks generally initiate from free surfaces [5]. Therefore, it 

is necessary to fulfil SI requirements so as to prevent early fatigue failures of 

components such as moulds, gears, bearings and shafts. Such failures can have a 

detrimental effect on operating costs [5]. This is even more important when producing 

critical components, such as aeroengine parts, where poor SI can endanger the safety of 

passengers. 

Historically, empirical correction factors that modify fatigue endurance have 

been used to quantify the effect of manufacturing processes (i.e. machining, polishing or 

forging) on fatigue behaviour [6,7]. The surface properties of a component are very 

sensitive to the manufacturing conditions and consequently, this implies performing a 

specific fatigue behaviour characterisation for each manufacturing condition, to 

determine reliable empirical correction factors. However, it is widely accepted that the 

SI of the component significantly affects fatigue life.  

Many authors have studied the effect of SI on the fatigue behaviour of machined 

surfaces. Although these efforts have enabled understanding the effect of machining 

conditions on the SI of machined components, the correlation between SI and in-service 

fatigue behaviour is not yet widely understood. It is generally accepted that surface 
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anomalies generated during machining are detrimental to fatigue life of components. 

Some authors [8-11] have found that cracks, carbide/particle break outs, severe plastic 

deformation, material drag, or white layers produced by different machining processes 

reduce the fatigue strength of specimens. Other researchers have shown that the effect 

of residual stresses on fatigue performance can be significant, especially in the absence 

of microstructural damage and/or when roughness is low [12-19]. On the other hand, 

some authors have observed that higher surface roughness reduces fatigue strength, and 

this reduction is significant when surface residual stresses are negligible or are relaxed 

during cyclic loading [9, 20-24]. However, these findings are frequently limited to the 

range of tested conditions. It is therefore much more effective to analyse, understand 

and quantitatively determine the effect of each SI parameter on fatigue life. This 

knowledge would definitively contribute to the development of more accurate models to 

estimate the fatigue life of components.  

This paper has a particular focus on the effect of surface topography on the 

fatigue performance of machined components, since it is one major parameter of SI 

affecting fatigue behaviour. In fact, Novovic et al. [5] concluded that average surface 

roughness values higher than Ra = 0.1 µm heavily influence the fatigue performance of 

machined components if residual stresses are negligible. Traditionally, average 

roughness Ra has been used to analyse the effect of surface roughness on fatigue 

behaviour. However, a reliable quantitative relationship between 2D surface roughness 

descriptors and fatigue behaviour has not yet been established.  

Recent developments in areal topography measurement deliver the fast 

acquisition of high-density surface datasets, allowing the reconstruction of detailed 3D 

digital models of surface topography [25]. These advances also enable further analysis 
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of the effect of 3D surface parameters on fatigue performance. For instance, some 

authors [26, 27] suggest that areal topography parameters such as Sa, Sp, Sv (the 

arithmetical average height, maximum peak height, maximum pit height and maximum 

height of the scale-limited surface) show a greater correlation with fatigue performance 

than traditional 2D roughness parameters. Some researchers have also found good 

agreement between multi-scale curvature parameters and the fatigue limit of milled 

specimens [28]. However, it should be noted that if two surfaces have the same value of 

the principal index Sa, their surface micro geometrical features can differ significantly 

leading to completely distinct performance properties [29]. Therefore, it is insufficient 

to rely on only one or several single-value principal surface topography parameters 

when assessing the functionality of the surface. 

Fundamentally, the micro-geometrical irregularities that constitute surface 

roughness/topography can be studied as microscopic notches, which act as stress riser 

that can promote fatigue crack initiation [22, 30]. Interestingly, based on this concept, 

some other researchers have quantified the effect of surface roughness/topography 

generated by machining in terms of the stress concentration factor (Kt), considering that 

its effect is similar to a notch effect [22-24, 27].  

Some authors have developed semi-empirical models to determine the stress 

concentration factor of machined surfaces as a function of arithmetic surface 

parameters. Based on the expression developed by Peterson [31] of Kt for a single 

notch, Neuber [32] proposed an expression for the stress concentration factor induced 

by roughness, considered as a series of succeeding notches. Later, several authors 

further developed this expression of Kt adding more parameters that describe the surface 

roughness, such as Ra, Ry, Rz and Rq [33-37]. More recently, and taking into account the 
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limitations of 2D parameters of surface profiles, some other authors have developed 

new Kt expressions using 3D special parameters of the surface topography such as Sa, 

Sy, Sz and Sq [27, 37]. The stress concentration factor is obtained assuming the 

roughness as a series of successive notches. Nevertheless, arithmetic correlation is not 

accurate enough as does not consider local defects/topology of the topography and it 

calculates the mean value of the Kt instead of the critical value.  

Alternatively, some other researchers have calculated the stress concentration 

factors of machined surfaces using Finite Element (FE) models [22-24, 38-41]. The 

modelling procedure consist of: i) importing the geometry of the measured surface, ii) 

applying a uniform load in the direction of interest, and iii) analysing the ratio between 

the resulting stress at each point and the applied stress to quantify Kt. As these FE 

models are based on the geometry of the real surface, they can also describe local 

effects and are more reliable than the previous models described by means of arithmetic 

parameters. Based on the results of FE models, Abroug et al. [24, 39] and Li et al. [40] 

stated that the Sa roughness parameter is directly related to Kt. However, Ardi et al. [41] 

found a considerable scatter on the relationship between the height of the surface and 

the specific Kt of each point. Once again, these contradictions highlight the difficulty of 

quantifying the effect of surface measurement descriptors on Kt, and consequently on 

fatigue behaviour. 

FE models provide accurate estimations of the stress concentration factor, but 

they incur a high computational cost and calculus time. To overcome this drawback, 

recent research has focused on the development of analytical expressions of Kt that take 

into account the roughness profile and not only the arithmetic values of it. In 2016, 

Medina [42] developed the first fully analytical model to calculate stress concentration 
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factors for a wide range of shallow undulating surfaces, which was based on a previous 

work done by Gao [43]. Later, Cheng et al. [44] and Ma et al. [45] applied Medina’s 

approach to determine the stress concentration factor of 2D roughness profiles 

generated by machining. They defined the surface roughness profile using the Fourier 

series and obtained the expression of Kt performing a first order perturbation analysis. 

Both studies showed good agreement between the results obtained by the analytical 

method and calculations done by FE simulations. For instance, Ma et al. [45] reported 

relative errors below 8% in their case-study. 

Recently, Kantzos et al. [46] developed a Convolutional Neural Network (CNN) 

to determine the Kt for a 3D surface topography without high computational cost. The 

neural network was trained from results obtained from an Elasto-Viscoplastic Fast 

Fourier Transform-based mechanical model [47]. This model discretizes the surface on 

infinitesimal microstructures and calculates the response to an applied strain. The CNN 

does not imply a high computational cost, but it needs to be trained with lots of 

surfaces. Furthermore, it is not a robust model as it has no physical foundation. 

The literature review has demonstrated that the sole use of surface measurement 

descriptors is not enough to quantify the effect of surface topography on the fatigue 

behaviour of machined components. The determination of stress concentration factors 

Kt of machined surfaces provides a more reliable estimation of the impact on their 

fatigue behaviour. FE simulations can accurately determine the stress concentration 

factor of machined surfaces, but they incur a high computational cost and can only 

analyse small surfaces. Recent advances have shown that analytical models can reliably 

determine stress concentration factors of 2D roughness profiles. However, physics 

based analytical models that predict stress concentration factors of 3D surface 
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topographies are still lacking in the literature. These models are necessary to map stress 

concentration factors of machined surfaces with 3D features, for example, those 

produced by milling operations. Interestingly, the development of these analytical 

models can definitely contribute to a fast estimation of stress concentration factors of 

3D surfaces reducing the use of specialized and time-consuming FEM software.  

This paper is aimed at developing an analytical method to map the stress 

concentration factor Kt of 3D surfaces generated by machining operations. First, the 

analytical model used to calculate stress concentration factors of 2D roughness profiles 

is briefly described. Then, the method is further developed to map stress concentration 

factors of 3D surface topographies in two different loading directions. To validate the 

model, a specimen of 7475-T7351 aluminium alloy was face milled and its surface 

topography was characterised using an Alicona IFG4 profilometer. Stress concentration 

factors were calculated in the selected surface regions (regions with characteristic 

features) using the developed analytical model, and later compared to results obtained 

by FE simulations for the same surface regions. Finally, the differences between FE and 

the developed analytical model are discussed, as well as the recommendations to apply 

the developed methodology. 

2. Theory 

2.1. Background: stress concentration factors of 2D roughness profiles 

The surface topography of a machined surface can be studied as a random 

process that does not change over time (stationary stochastic process) and it can be 

calculated by superposing a series of sinusoidal components through spectrum analysis 

as suggested by Aono and Noguchi [48] (see Figure 1). Essentially, Fourier 



9 

 

Transformation converts spatial information into spectral information, and enables the 

assessment of the frequency content of the profile or surface [49]. By these means, the 

surface topography z(x) is defined as a Fourier series by a given n number of cosines 

and sinuses with ai and bi amplitudes and fi frequency, as shown in eq. 1.  

𝑧ሺ𝑥ሻ ൌ෍𝑎௜ ൉ cosሺ2𝜋 ൉ 𝑓௜ ൉ 𝑥ሻ ൅ 𝑏௜ ൉ sinሺ2𝜋 ൉ 𝑓௜ ൉ 𝑥ሻ
௡

௜ୀଵ

 
(eq.1) 

assuming ට𝑎௜ଶ൅𝑏௜
ଶ ൉ 𝑓௜ ≪ 1  

 

(eq.2) 

 

a) 

 

b) 

 

 

Figure 1. a) Example of a random roughness profile subjected to a uniform longitudinal load σm, and b) 

spectral information of the profile obtained by the Fourier Transformation  

 

Considering the topography as a shallow surface eq.2 that is subjected to plane 

stress conditions, the stress concentration factor can be obtained by performing a first 

order perturbation analysis [44, 45]. Applying a uniform longitudinal stress σm to the 

surface layer (see Figure 1) and performing a first order perturbation analysis, the local 

stress σxx is represented by the expression shown in eq.3. Finally, the stress 
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concentration factor Ktxx is defined in eq.4, as the ratio between the local stress state σxx 

and the applied stress σm. 

𝜎௫௫ሺ𝑥ሻ ൌ 𝜎௠ ൅ 4𝜋𝜎௠ ൉ ൭෍𝑎௜ ൉ 𝑓௜ ൉ cosሺ2𝜋 ൉ 𝑓௜ ൉ 𝑥ሻ ൅ 𝑏௜ ൉ 𝑓௜ ൉ sinሺ2𝜋 ൉ 𝑓௜ ൉ 𝑥ሻ
௡

௜ୀଵ

൱ (eq.3) 

𝐾௧ೣೣሺ𝑥ሻ ൌ
𝜎௫௫
𝜎௠

ൌ 1 ൅ 4𝜋 ൉ ൭෍𝑎௜ ൉ 𝑓௜ ൉ cosሺ2𝜋 ൉ 𝑓௜ ൉ 𝑥ሻ ൅ 𝑏௜ ൉ 𝑓௜ ൉ sinሺ2𝜋 ൉ 𝑓௜ ൉ 𝑥ሻ
௡

௜ୀଵ

൱ (eq.4) 

 

2.2. Methodology to calculate stress concentration factors of 3D topographies 

The first order perturbation analysis used for obtaining the stress concentration 

factor of 2D shallow profiles can only be applied under plane stress state conditions. To 

extend the methodology and calculate stress concentration factors of 3D surface 

topographies subjected to constant stress (normal stresses or bending stresses) the 

following hypothesis is assumed in this method: if the measured surface has a good 

resolution, the difference in the roughness height Δz (x, y) between adjacent 2D profiles 

is minimal, and consequently the difference in the stress state will also be minimal. 

Therefore, if the topography is divided into 2D profiles, first order perturbation analysis 

can be applied to each segment. This hypothesis is validated in Section 4. 

The first step to calculate the Kt of a 3D surface topography consists of dividing 

the topography into 2D segments, as shown in Figure 2. The topography is formed by a 

total of n points with x, y and z position vectors. In this step the roughness height vector 

z is transformed into a matrix of  i×j ≈ n size, where each column corresponds to a given 

x position and each row to a y position (eq.5). Therefore, each row represents data of a 

2D roughness profile of each yj point position, and consequently eq. 4 can be applied to 

determine the Ktxx of each 2D profile. When the first order perturbation analysis is 



11 

 

applied in all y segments, the general expression shown in eq.6 is obtained. The number 

of Fourier series or frequencies used in each y segment is limited to j/2 to fulfil Nyquist 

theorem [50, 51]. If this criterion is not met, an aliasing could appear on the calculated 

stress concentration map, which would not correspond to the measured topography.  

ሼ𝑧 ሽଵൈ௡
         
ሱ⎯ሮ ሾ𝑧ሿ௜ൈ௝ ൌ ൦

𝑧ଵଵሺ𝑥ଵ,𝑦ଵሻ 𝑧ଵଶሺ𝑥ଶ,𝑦ଵሻ
𝑧ଶଵሺ𝑥ଵ,𝑦ଶሻ 𝑧ଶଶሺ𝑥ଶ,𝑦ଶሻ

… 𝑧ଵ௝ሺ𝑥௝ ,𝑦ଵሻ
… 𝑧ଶ௝ሺ𝑥௝ ,𝑦ଶሻ

… . . .
𝑧௜ଵሺ𝑥ଵ,𝑦௜ሻ 𝑧௜ଶሺ𝑥ଶ,𝑦௜ሻ

…   …
… 𝑧௜௝ሺ𝑥௝ , 𝑦௜ሻ

൪ (eq.5) 

 

 

Figure 2. Example of a 3D surface topography z(x,y) measured using an optical profilometer (left) and, 

2D profiles z(x) of segments A and B of the measured surface.  

 

൛𝐾௧௫௫ሺ𝑥ሻൟ௜ൈଵ ൌ 1 െ 4𝜋

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧
෍𝑓ଵ௞ ൉ ሺ𝑎ଵ௞ cosሺ2π𝑓ଵ௞ ∙ 𝑥ሻ ൅ 𝑏ଵ௞ sinሺ2π𝑓ଵ௞ ∙ 𝑥ሻሻ

௝/ଶ

௞ୀଵ

෍𝑓ଶ௞ ൉ ሺ𝑎ଶ௞ cosሺ2π𝑓ଶ௞ ∙ 𝑥ሻ ൅ 𝑏ଶ௞ sinሺ2π𝑓ଶ௞ ∙ 𝑥ሻሻ

௝/ଶ

௞ୀଵ …

෍𝑓௜௞ ൉ ൫𝑎௜௞ cosሺ2π𝑓௜௞ ∙ 𝑥ሻ ൅ 𝑏௝௞ sinሺ2π𝑓௜௞ ∙ 𝑥ሻ൯

௝/ଶ

௞ୀଵ ⎭
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎫

 (eq.6) 
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Importantly, the proposed methodology enables the calculation of the stress 

concentration factor of 3D surface topography when the stress is applied in both the x 

and y direction. This is an interesting outcome for multiaxial loading states. The steps 

explained in the preceding paragraph are still valid to determine the stress concentration 

factor Ktyy in the y direction. If the z matrix is transposed, a j×i sized matrix can be 

obtained, where each row represents the 2D profile of each x point (eq.7). Finally, 

applying eq.4 in the y direction, the general expression of Ktyy is obtained in eq.8. 

ሾ𝑧ሿ௜ൈ௝
         
ሱ⎯ሮ ሾ𝑧ሿT௝ൈ௜ ൌ ൦

𝑧ଵଵሺ𝑥ଵ,𝑦ଵሻ 𝑧ଵଶሺ𝑥ଵ,𝑦ଶሻ
𝑧ଶଵሺ𝑥ଶ,𝑦ଵሻ 𝑧ଶଶሺ𝑥ଶ, 𝑦ଶሻ

… 𝑧ଵ௜ሺ𝑥ଵ, 𝑦௜ሻ
… 𝑧ଶ௜ሺ𝑥ଶ,𝑦௜ሻ… . . .

𝑧௝ଵሺ𝑥௝ ,𝑦ଵሻ 𝑧௝ଶሺ𝑥௝ ,𝑦ଶሻ
…   …
… 𝑧௝௜ ሺ𝑥௝ ,𝑦௜ሻ

൪ (eq.7) 

ቄ𝐾௧௬௬ሺ𝑦ሻቅ௝ൈଵ
ൌ 1 െ 4𝜋

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧
෍𝑓ଵ௞ ൉ ሺ𝑎ଵ௞ cosሺ2π𝑓ଵ௞ ∙ 𝑦ሻ ൅ 𝑏ଵ௞ sinሺ2π𝑓ଵ௞ ∙ 𝑦ሻሻ

௜/ଶ

௞ୀଵ

෍𝑓ଶ௞ ൉ ሺ𝑎ଶ௞ cosሺ2π𝑓ଶ௞ ∙ 𝑦ሻ ൅ 𝑏ଶ௞ sinሺ2π𝑓ଶ௞ ∙ 𝑦ሻሻ

௜/ଶ

௞ୀଵ …

෍𝑓௝௞ ൉ ൫𝑎௝௞ cos൫2π𝑓௝௞ ∙ 𝑦൯ ൅ 𝑏௝௞ sin൫2π𝑓௝௞ ∙ 𝑦൯൯

௜/ଶ

௞ୀଵ ⎭
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎫

 (eq.8) 

 

3. Materials and methods 

3.1. Machining experiment 

The specimen for the machining test was extracted by water jet assisted 

machining from a 40 mm thick 7475-T7351 aluminium rolled plate, obtaining a 

specimen of dimensions 100×80×40 mm. The clamping of the specimen and strategy 

followed during the face milling of the upper side of the specimen is shown in Figure 3. 
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The tool path was not centred along the width so as to obtain significantly different 

topographies in the transverse direction. 

a) 

 

b) 

 
Figure 3. a) Geometry and dimensions (in mm) of the specimen used in the face milling 

experiment, and b) schematic representation of the tool path (upper view) during the face milling 

 

First, the specimen was face milled under roughing conditions. Then, the 

finishing up-milling operation was carried out in the cutting conditions summarised in 

Table 1. An indexable face milling cutter with a diameter of 50 mm and five uncoated 

inserts (APKT L93 1604PDFR) was used in the face milling test. The properties of the 

inserts are shown in Table 2. 

Table 1. Cutting conditions of the machined specimen 

Cutting speed 
[m/min] 

Feed rate 
[mm/tooth] 

Depth of cut 
[mm] 

Width of cut 
[mm] 

800 0.20 1 37.5 

 

Table 2. Properties of the APKT L93 1604PDFR uncoated inserts. 

Material Rake angle  
[º] 

Clearance 
angle  [º] 

Nose radius 
[mm] 

Edge radius 
[µm] 

Uncoated 
WC-Co 11 8 0.2 12-18 

 

3.2. Surface characterisation 

Three regions (with different features) of the machined surface of the specimen 

were characterised to validate the proposed methodology and the hypothesis. Figure 4 
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shows the face milled surface and identifies the three small topographic regions that 

were analysed in greater detail: EdgeShort (0.9×1.15 mm), EdgeLong (1.25×3.2 mm) 

and CentreWide (3×2 mm). 

The surface topography of the selected regions was measured using an Alicona 

IFG4 optical profilometer with a 20× magnifying objective lens. Table 3 shows the 

parameters used in the set-up, including both vertical and horizontal resolutions. The 

light source was set between 0.08-0.12 out of 1, and the polarizer of the profilometer 

was deactivated during the measurements so that the surface was visible.  

 

Table 3. Main parameters defined for the measurements of surface topographies in the Alicona 

IFG4 profilometer. 

Objective Horizontal 
resolution 

Vertical 
resolution Light source Polarizer 

20× 5 μm 50 nm 0.8-0.12 No 

 

 

Figure 4. a) Image of the face milled surface showing the location of the surfaces measured 

using an optical profilometer, and plots of the measured surface topographies: b) EdgeShort c) EdgeLong, 

d) CentreWide.  
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3.3. FE model 

To validate the analytical methodology proposed in section 2.2. the stress 

concentration factors of the three selected regions were also calculated using an FE 

model. It should be noted that this analysis was performed in a reduced area of 0.5 mm2 

of each of the selected regions (see dashed lines in Figure 4) to overcome the high 

computational cost of accurate FE models. 

The first step of the FE model is creating the geometry to be analysed. As the 

measured topographic regions were formed by a point cloud, these were initially 

transformed into a 3D surface geometry. Then, a solid block was extruded from the 

generated surfaces, creating the 3D solid parts that were analysed in Abaqus software. 

These solid parts were modelled as solid homogeneous aluminium with a Young 

modulus of 71 GPa and a Poisson’s ratio of 0.33. It should be clarified that the stress 

concentration factors depend on geometry and material properties are not critical in this 

FE model. 

To determine the distribution of the stress concentration factor Ktxx, a tensile 

stress of σm=1 MPa was applied in the x direction to one face, constraining the x 

displacement on the opposite face (see Figure 5.a). Then, σxx stresses were measured in 

the x direction, and Ktxx= σxx/ σm was calculated. The same procedure was used to obtain 

the stress concentration factor Ktyy: a tensile stress of σm=1 MPa was applied in the y 

direction to one face, constraining the y displacement on the opposite face (see 

Figure 5.b). Finally, σyy stresses were measured in the y direction, and Ktyy= σyy/ σm was 

determined. 
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Figure 5. Boundary and loading cases of the FE model to obtain the stress concentration factor Kt  a) in x 

direction (unitary stress in x and constrained x displacement on the opposite face) and b) in y direction 

(unitary stress in y and constrained y displacement on the opposite face) 

 

The parts were meshed using C3D10 type tetrahedral elements, due to the 

complexity of the geometry of the surface topographies. The nodal distance of the 

elements ranged from 3 to 25 μm, locating the lower size elements near the surface and 

increasing the size beneath the surface. The lowest element size of 3 μm located near 

the surface was defined after setting the horizontal resolution of the measured 

topography. For example, to analyse the topographic region labelled EdgeShort, 

640,000 elements were defined in the surface layer of the part, while 490,000 elements 

were defined in the remaining solid. With this meshing strategy, more than 1 million 

C3D10 elements were used to calculate the Kt of each analysed surface. 

 

4. Results 

Figure 6 shows the stress concentration factor Kt obtained with both analytical 

and FE models for the topographic region EdgeLong when the stress was applied to the 

transversal y direction. The highest stress concentrations (mean value of 1.6) are located 
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in the valleys of the topography, as can be seen in Figure 6.a. The maximum stress 

concentrations are not located in the deepest valleys, but in the highest change of height 

(valley to peak) along the analysed direction. It should be noted that values of Kt greater 

than 10 were calculated on the edges of the topography along the analysed y direction. 

However, this was produced due to a boundary effect in the borders of the analytical 

model, as it is assumed to be a semi-infinite plate with a repeating profile [35]. 

Therefore, the results obtained on the edges should not be included in the post-analysis. 

 

Figure 6. Stress concentration factor Kt of surface EdgeLong (stresses in y direction): a) analytical results 

of the entire surface and location of the reduced area for a detailed analysis, b) analytical results of the 

reduced area and c) comparison with the FE model in the reduced area. 

 

Figure 6.b compares the results obtained by the analytical model and FE model 

when calculating the stress concentration factor Kt in the y direction of the EdgeLong 

surface. The results of the stress concentration factors obtained with the FE and 
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analytical models in the reduced area show good agreement, with a mean deviation of 

4.8%. This deviation increases at the valleys of the topography. The highest deviation is 

of 11.5% and is located at the highest value of the Kt (1.81 for the analytic model and 

1.62 for the FE model). Therefore, these results confirm that the hypothesis stated in 

section 2.2. is valid for the calculation of stress concentration factors of 3D surface 

topographies. 

The same analysis was carried out for the two other selected topographies in 

both the x and y directions. The trend was almost identical between the analytical and 

FE models, with a small deviation that also increased in the valleys. Figure 7 compares 

the maximum values of Kt calculated with the analytical and FE models for the analysed 

cases at the same point. The bar called “Analytical local” corresponds to the value 

obtained with the analytical model located at the same point as the maximum value of 

Kt of the FE model. The highest value of Kt is located in the region CenterWide 

(maximum value of 1.86 in the FE model and 1.94 in the analytical model), when it was 

loaded in the y direction. Furthermore, CenterWide showed a similar value of maximum 

Kt when the stress was applied in both the x and y direction. 

The differences observed between the FE and analytical models are low, ranging 

from 2.8% to 11.54% (see Figure 7). The highest difference appeared in the EdgeLong 

surface when it was loaded in the y direction. It should be noted that for some surfaces, 

such as EdgeShort in the x direction, the critical point of the analytical model and FE 

model are not located at exactly the same point. This is discussed further in section 5. 
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Figure 7. Maximum values of the stress concentration factor Kt  in both x and y directions 

obtained with the analytical and FE models for the analysed topographies: EdgeShort, EdgeLong and 

CentreWide.  

 

 

5. Discussion 

This section discusses the differences found between the Kt results obtained by 

the FE model and the developed analytical model. In particular, a detailed analysis was 

carried out comparing the Kt results obtained for the EdgeShort surface. Since the points 

of both models did not match exactly, a linear regression was applied to the FE model 

data. Then, the results obtained with the FE model were extrapolated to the points used 

in the analytical model, and results were compared at the same points.  

Figure 8.a shows the difference in the Kt calculated by the analytical and FE 

models, where the mean difference is 1.53%. Furthermore, a statistical analysis revealed 

a standard deviation σ=2.36%, which means that 99.7% (3σ) of the points have a 

difference lower than 7.1%. Therefore, from this statistical analysis it can be concluded 

that the difference between the models is low. However, the difference increased to 
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values higher than 10% in the deepest valley of the topography, as can be seen in 

Figure 8.a. These points also correspond to the critical values of the topography where 

the Kt is the highest (see Figure 8.b).  

 

Figure 8. a) Distribution of the percentage difference in Kt value between FE and analytical in 

the surface EdgeShort, and b) Kt results for the analytical model. 

 

The main cause for the differences in the calculation of Kt is possibly linked to 

the error in the fitting of the surface topography of both the analytical and FE models. 

For example, Ma et al. [45] established a criterion of a maximum relative error of 1% 

with respect to the original topography to validate the fitting of the surface topography. 

Figure 9 shows the error in the surface topography analysed in both the analytical and 

FE models with respect to the measured surface. For the analytical model (see 

Figure 9.a), the fitting of the surface is good, having a mean error of 0.07% and a 

maximum error of 0.3%. It should be noted that the error of the analytical topography, 

despite being small, is proportional to the surface topography, increasing in the peaks 

and valleys. In contrast, the FE model depicts a higher error randomly spread across the 

surface (see Figure 9.b). Even though the mean error is relatively small, with a value of 

0.15%, the error increases considerably in the valleys of the topography, ranging from 

0.41 to 2.18%. These results show that several points located in the deepest valley of the 
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FE model do not fulfil the criteria recommended by [45], and therefore may impact 

negatively on the calculation of the stress concentration factor. This topographic error 

observed in the FE model could have been generated during the transformation of the 

measured point cloud to a 3D geometry. Additionally, the error could have been caused 

by the mesh quality (size and type of elements). Nevertheless, reducing these errors 

would imply an increase of the computational cost of the FE model, since a higher 

amount of elements is required. 

 

Figure 9. Error in the surface topography analysed in both a) the analytical, and b) FE models 

with respect to the measured surface EdgeShort 

 

The error in the topography of the FE model and the difference in Kt between 

both models shows a similar trend. Comparing the differences in the topography 

between both models and the Kt difference, a linear relationship can be observed (see 

Figure 10). Even though there is a scatter of ±10%, the difference in the Kt is 

proportional to the topographic error. This implies that if both topographies were 

identical, the maximum difference in the value of Kt between FE and the analytical 

model would be between ±0.15.  
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Furthermore, the critical point of the analytical model, with a value of 1.67, has 

a topographic difference of 1.05% with respect to the FE model. As consequence of this 

topographic difference, the value of the Kt for the FE model is 1.24, with an error of 

33.2%. Therefore, the main cause of the different critical points in both the FE and 

analytic models of some regions is due to the topographic differences between both 

models.  

 

Figure 10. Effect of the topographic error on the error of Kt for all the analysed surfaces 

 

One of the main advantages of the developed analytical model is the reduction of 

time for analysing the local effect of the topography on the stress concentration factor 

and the identification of critical points. Using the same computer, the FE models needed 

a computing time of 5.7-5.9 hours to calculate the stress concentration factor in each 

direction, while the analytical model required less than 1 min to perform the same 

calculus. Furthermore, the analytical model analysed surface regions that were 8 times 

greater than the reduced area used for the FE model. Therefore, the developed analytical 

model not only significantly reduces the computational cost (by 3,000 times), but it also 

enables the analysis of larger surfaces than the FE model. 
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6. Conclusions 

The main conclusions of this work are: 

 An analytical approach that enables us to calculate the stress concentration factor Kt 

of 3D surface topographies in different loading directions has been proposed and 

validated: the mean difference in the stress concentration factor Kt calculated by the 

analytical and FE models is 1.53%. Furthermore, the statistical analysis revealed a 

standard deviation σ=2.36%, which means that 99.7% (3σ) of the points have a 

difference lower than 7.1%. 

 The proposed analytical approach accurately fits the surface topography 

measurements, with a mean deviation of 0.07% and a maximum deviation of 0.3%. 

The FE model shows a higher maximum deviation with respect to surface 

topography measurements, ranging from 0.41 to 2.18%. These deviations explain 

the highest differences between the Kt values of both models. 

 Importantly, the developed analytical model reduces the computing time by 3,000 

times compared to FE models, and enables the analysis of larger surfaces. 
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