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A B S T R A C T

Current approaches to manufacturing must evolve to respond to increasing demands for short product life
cycles and customised products. Adaptive manufacturing systems integrate advanced technologies, automation,
and data-driven methodologies to develop adaptable, efficient, and responsive production processes. Central
to this concept is the emphasis on human involvement and fostering synergy between human operators and
the manufacturing system. Significant changes to the system’s controller are required to achieve adaptivity,
with programmable logic controllers (PLCs) being a common controller type. After the necessary changes
to the configuration of the manufacturing system, the PLC should be reconfigured to orchestrate the new
required behaviour. Automated reconfiguration is vital to rapidly responding to change, but some changes
cannot be entirely achieved without human input in collaboration with automated methods. Conventional
practices in PLC programming include manual, repetitive coding practices subject to errors. As a result, to
ensure operational safety, the changes must be tested before being deployed to operations, ensuring it is error-
free. This paper presents a methodology to automatically reconfigure the simulation environment and controller
in response to a new product request. We automate the PLC code generation and testing practices to support
and free up the operators when performing repetitive manufacturing reconfiguration tasks. The methodology
is based on human learning, software automation, customised program development, knowledge graphs,
and Graph Neural Networks (GNNs). The presented solution is a generic, vendor-agnostic, and interoperable
solution that facilitates information exchange among multiple heterogeneous environments. Lastly, we have
validated the methodology as a proof of concept at an adaptive assembly cell at the University of Nottingham
in the United Kingdom.
1. Introduction

Modern manufacturing companies are facing increasing variability
in market demands and uncertainty in supply chains. A competitive
global market is forcing manufacturing companies to respond quickly
to customer requirements and to produce high-quality products with
shorter product life cycles and higher levels of customisation [1–3].
These key factors require a high degree of flexibility in manufacturing
processes.

Humans are flexible by nature, and they represent an opportunity to
enhance the flexibility of manufacturing systems by being creative and
being able to operate with different tools and equipment. A worker can
handle a non-standard situation where an automated resource would
fail. As a result, the integration of human decision-making and expertise
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increases the flexibility and adaptability of manufacturing systems.
Humans can coexist with machines, but they should use their cogni-
tive capabilities and flexibility to perform complex activities, whereas
routine manual tasks and number crunching should be automated by
machines [4].

Adaptive Manufacturing Systems (AMS) are manufacturing systems
equipped with flexible and reconfigurable manufacturing capabilities
to cope with dynamically changing demands. AMS refers to production
systems that are defined as ‘‘adaptive’’, and emphasises the importance
of human processes, human decisions, and specific user requirements
[5–8]. These systems are complex systems capable of continuously
monitoring the values and trends of the external environment or inter-
nal variables, maximising their objectives based on particular response
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rules, and altering their behaviour to achieve their goals, while RMSs
are more concerned with the physical layout and production planning
changes [5].

Controller devices are utilised to achieve the adaptivity and re-
configurability of AMSs [9,10]. Due to their reliability and durability,
Programmable Logic Controllers (PLCs) are an industry standard for
low-level control and automation. Engineers can program Human–
Machine Interfaces (HMIs) to enable human workers to interact with,
control, and monitor the activities of a PLC [11]. HMIs and PLCs
enable humans and machines to work together to monitor and con-
trol manufacturing equipment. Building an agile PLC orchestration
environment that suits both machine and human input is crucial to
dynamically adapt existing equipment behaviour to new environmental
changes or customer needs. This requires seamlessly reconfiguring,
testing, and validating the PLC code whenever a new change is inserted
in the layout, as the increasing frequency of product or process change
increases the likelihood of an error being made.

This paper presents a methodology to automate manufacturing
system reconfiguration in the context of AMS, focusing on the controller
as the orchestrator of the manufacturing processes. The PLC must be re-
programmed to address new process requests, which currently require
manual intervention. This leads to a significant investment of time and
effort, but also an increased likelihood of errors, all of which increase
in adaptive environments. We have therefore developed a dynamic PLC
code generation and testing approach to automate the orchestration of
the manufacturing system when handling new requests. The proposed
methodology aims at automating error-prone manual programming
tasks to reduce errors and shorten commissioning time while letting
humans focus on the most complex and flexible tasks. Humans will
therefore coexist with automated machines in a continuously adaptive
environment. This way, humans will have a distinctive role in which
they might be able to focus on novel PLC challenges rather than
repetitive programming and monotonous practices.

The remainder of this paper is organised as follows. Section 2
reviews PLC code formats and standards, PLC modelling, PLC code test-
ing, dynamic software reconfiguration, Graph Neural Network (GNN),
human–machine role and coexistence in manufacturing and the existing
gaps. Section 3 describes the methodology of automating PLC code
reconfiguration, generation, and testing in AMSs. Section 4 provides
a case study in the aerospace industry which utilises our proposed
methodology. Section 5 describes our conclusions and outlines future
work.

2. Literature review

The work presented in this paper focuses on enabling AMSs to adapt
to changing customer needs seamlessly. This requires both hardware
and software adaptation, and typical applications require large volumes
of repetitive code and configuration changes that slow down the speed
of adaptation, and introduce opportunities for error [12,13]. To enable
the automatic generation of PLC code to accelerate and simplify the
adoption of adaptive manufacturing systems, as well as to allow human
workers to focus on novel and interesting challenges, several new or
emerging technologies are used, which will be detailed in the next
sections.

2.1. Control architecture

In traditional manufacturing systems, the control architecture is
centralised, which means it lacks the capability to respond to failures
or disruptions in the system effectively. Consequently, decentralised
control approaches have been implemented to address failures and
adapt to the dynamic environment, such as multi-agent systems [14]
or holonic manufacturing systems [15]. The concept of decentralisation
pertains to the degree of autonomy that individual entities or modules
possess to control themselves or make independent decisions [16].
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The extent of decentralisation is determined based on whether there
are any specific requirements or tasks that need centralised control.
According to Trentesaux et al. [16], the control architecture can be
categorised as follows:

• Class 0: centralised control systems.
• Class I: fully hierarchical control systems.
• Class II: semi-heterarchical control systems, integrating both hi-

erarchical and heterarchical relationships.
• Class III: fully heterarchical control systems.

Regarding the control architecture of PLCs, the IEC 61499 stan-
dard [17] was introduced to facilitate the design of distributed archi-
tectures in industrial automation systems. However, the IEC 61131-3
standard [18] remains predominant in the field, as there are essential
processes that still require hierarchical centralisation.

2.2. PLC code formats and standards

PLCs are a standard industrial control method, especially in Industry
3.0-era systems. However, given the multi-vendor nature of the sector,
there exists a wide range of proprietary programming languages and
data formats. The internal details and operation of PLCs are often
proprietary, and interoperability among different vendor solutions is
typically a major challenge.

A common framework for programming PLCs is defined by the IEC
61131-3 standard, which specifies the number of programming formats,
including Function Block Diagrams (FBDs). Structured Text (ST) is an
advanced PLC programming language established in the IEC 61131-3
standard, also known as Structured Control Language (SCL) in Siemens
software [19]. The use of these standard in the industrial control field
provides a common programming interface, which allows people with
different backgrounds and expertise in different vendor solutions to
create different parts of an automation project during different phases
of the development life cycle [20].

PLC code logic is typically programmed manually. Several re-
searchers have therefore proposed frameworks to generate FBD code
from state chart diagrams. For example, Vogel-Heuser et al. [21]
described the automatic generation of PLC code from UML diagrams.
The generated code was programmed in ST and SFC language, making
reconfiguration more challenging as adding or removing functions is
more difficult. Similarly, Hametner et al. [22] described a model-to-
model transformation process based on UML state charts. However, this
adds complexity as models must be first mapped, resulting in a loss of
information.

The majority of PLC suppliers have varying degrees of compliance
with IEC 61131 standard. However – even with IEC 61131-3 – users
cannot always share their program, libraries, and projects between PLC
brands or development environments due to variability in file formats,
development environments, and additional features not represented in
the standards [23].

The international organisation PLCopen has proposed an open XML
interface based on the IEC 61131-3 standard to facilitate tool interop-
erability and code reuse [24]. PLCopen XML is a markup language that
specifies all the textual and visual notations used in the PLC languages
as specified by IEC 61131-3 [25], including FBDs. PLCopen XML defines
a common representation of the information exchanged by tools during
the different phases as well as supporting the transformations between
such representation and each tool [20].

2.3. Semantics for PLC modelling

The increasing dynamism of modern manufacturing challenges re-
quires PLCs to be reprogrammed and reconfigured by human workers
at an increasingly regular rate. This is complex, time-consuming, and
repetitive. To remove this repetition, code reuse can be implemented,
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which takes previously developed code and adapts it where possible
for new situations. Ontology models can be used to describe the char-
acteristics and concepts of PLCs [26]. An ontology model is a structured
representation of knowledge within a specific domain designed to facil-
itate information sharing and enable reasoning about that domain. It is
often used in artificial intelligence, the semantic web, and knowledge
management systems to provide a proper and shared understanding of
a particular subject area [27–29]. Skill and capability models are two
important areas for understanding the characteristics and concepts of
PLCs. In manufacturing equipment, the skill model focuses on machines
or systems’ specific abilities and functions. It represents the tasks or
operations that equipment can perform, such as cutting, welding, or
assembly. The skill model helps in resource allocation, process op-
timisation, and system integration, ensuring efficient and productive
manufacturing. This capability model concerns the overall capacities,
performance, and functionalities of machines, equipment, or systems in
a manufacturing setting. It provides a holistic view of each machine or
equipment’s attributes, such as processing types, speed, accuracy, and
other factors contributing to the manufacturing process. The capability
model aids in planning, resource allocation, and optimising production
processes based on available capabilities.

The PLC domain knowledge is built by considering PLC domain
characteristics and by designing a layered ontology [30]. Domain
knowledge is the technical understanding and expertise in a particular
subject area, encompassing its concepts, terminology, principles, theo-
ries, and practices. Domain characteristics are a subject area’s defining
features and attributes, shaping its scope and nature and influencing the
methods used within that field. Layered ontology organises knowledge
in a hierarchical structure with multiple levels or layers. Each layer
represents a different level of abstraction, where higher layers contain
more general concepts, and lower layers include more specific details.
This organisation helps in managing complexity and enables efficient
knowledge representation and reasoning.

The development of such models, however, requires a high degree
of expertise in semantic technologies. In conventional automation en-
gineering workflows, such models would have been created manually,
which is an error-prone and time-consuming task.

Given the need to automate the process of model creation in contin-
uously adaptive systems, Industry 4.0 promotes skill and capabilities-
based modelling to share information in dynamic engineering [31].
In this way, already-defined skills can be reused when needed. New
production tasks can be dynamically assigned by invoking a given
product’s required sequence of skills. For example, Köcher et al. [32]
described an approach to automatically create skill models from IEC
61131-3 code; however, it is limited to IEC 61131-3.

2.4. PLC code testing

The manual nature of most PLC programming leaves PLC code
open to error, especially if the code is being changed rapidly, or
if the changes are repetitive. In terms of testing FBD programs, the
industry mainly relies on manually conducting functional tests from
requirements [33], known as functional testing. This is a tedious task,
as it takes considerable time and effort. Moreover, functional testing
is not effective enough at detecting implementation errors, as it does
not take into account the internal design or the structure of the FBDs.
Automated structural testing of PLC programs is therefore a question
of great interest in industrial automation. In this context, Reinhard
et al. [34] described a dynamic test case generation approach based on
UML state charts on IEC 61499 standard. The automation model was
generated automatically through the model-to-model transformation
process. Similarly, Wu et al. [25] and Enoiu et al. [35] presented an
approach to automatically generate test data for FBDs from intermedi-
ate data models such as UPPAAL (an integrated model checking tool for
timed automata) following traditional software engineering techniques.
174

This requires converting FBDs to intermediate data models first, which
does not accurately represent some key aspects of PLC code, such as
cyclic execution.

Existing research recognises the critical role played by automated
test generation for FBDs. Jee et al. introduced a new test generation
approach directly applied to FBD diagrams without the need for any
further conversion; they proposed Basic Coverage (BC), Input Condition
Coverage (ICC), and Complex Condition Coverage (CCC) metrics for
structural coverage testing [36] based on FBD data path conditions.
Recently, KAIST university did further research on automated test data
generation for cyclic FBDs [37]. However, the industry has not yet
applied and validated these approaches.

Mutation testing is also a widely used technique for fault detection
in software engineering [38,39]. To this end, Enoiu et al. [40] and
Liu et al. [41] successively proposed mutation-based test generation
approaches for FBD programs. According to Liu et al. Mutation-based
test generation showed promising results in terms of effectiveness.
However, there are still gaps in the current research that need to be
addressed in future studies, such as reducing time and cost associated
with these techniques, as well as knowledge transfer to real industrial
applications.

Fernandez et al. [42] have been developing the automation and
testing of PLC programs for their unified industrial control system
framework. They analysed formal algorithmic verification and auto-
matic testing for PLC validation and testing, where data is exchanged
via SCADA. However, the interaction with SCADA interfaces depends
on the communication protocol. Therefore, a more recent study pro-
posed an alternative approach that relies on OPC UA [43]. The pre-
sented method focused on continuous integration, considered one of
the key elements in supporting agile software development and testing
environment [44].

On this basis, Talkhestani et al. [45,46] described the use of a
digital twin as an agile technology to enable automatic control code
generation for the newly added machines based on the Anchor Point
Method. This method mainly focuses on the digital twin’s automated
change detection and model adjustment to enable an automated PLC
code generation via Siemens TIA Portal. Likewise, Koziorek et al. [47]
suggested TIA Portal as a tool for automating the generation of the
PLC code and testing activities. However, these solutions are Siemens-
specific, and there is no vendor-agnostic solution yet in the market that
offers an open and seamless PLC code generation and testing approach.

2.5. Dynamic software reconfiguration

Dynamic software reconfiguration is an area of research focusing
on providing faster software solutions to changing problems by adding
more flexibility to any given software solution, enabling the same
solution to be rapidly repurposed for new situations [48]. Distinct from
writing new code from scratch, software reconfiguration is a strategy
that allows code to be modifiable, extensible (capable of responding to
new characteristics and specifications), reusable (applicable to multiple
programs), and, most importantly, reconfigurable (capable of retaining
driver configurations and supporting internal and external interactions
between modules) with no additional modifications. This concept is
of great interest to the manufacturing control research community.
Several methods exist [49], including Petri Nets (PN) model [50], PLC
and PC based control [50,51], Domain Specific Modelling (DMS) [52],
and Self-Adaptive Smart Assembly System (SASAS) [53].

Though there is research on achieving software control reconfigura-
tion, only a few consider developing an automated model to generate
the program and reconfigure it automatically [32,54,55]. With the
development of artificial intelligence technology, OpenAI company has
released ChatGPT. ChatGPT is an advanced natural language processing
model that uses deep learning algorithms to generate human-like re-
sponses to user input. It can also automatically generate code snippets
based on a developer’s problem statement or code requirement. This

technology has the potential to revolutionise software development by
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reducing the time and effort required to write code, and improving
speed and accuracy [56]. With this kind of technology, the performance
of dynamic software reconfiguration has the potential to be enhanced.

Furthermore, the data model in software reconfiguration should be
standardised to make the approach more extensible and easily handle
compatibility issues.

2.6. Graph Neural Network (GNN) and GraphSAGE model

In an adaptive system, asset connections and relationships change to
cope with the ever-changing environment and requirements. Therefore,
semantic relations among the assets must be represented to allow
changes in the production system to be dynamically orchestrated. Se-
mantic relations refer to the relationships between words and concepts
based on their meaning. In natural language processing, understanding
semantic relations is important because it allows systems to interpret
the meaning of words and phrases in context, rather than simply
identifying them as discrete units. In addressing changes in production
systems, semantic relations are crucial because they enable the system
to recognise and respond to changes in the language used to describe
production processes. By analysing the semantic relationships between
different concepts and phrases, the system can identify new or modified
processes and adapt accordingly. This can help ensure that production
systems remain up-to-date and effective, even in the face of changing
technologies, processes, and business needs. Graphs are a method of
representing data in a way that captures the structural relationships be-
tween data. Storing data as graphs may encode structural information
to describe the relationships between entities, yielding more insightful
insights into the data. Graphs are ubiquitous in many application
disciplines, ranging from social analysis [57], fraud detection [58,59],
traffic prediction [60], and computer vision [61].

However, it is frequently difficult to utilise graphs as a data storage
method as many different forms of data, such as images and text data,
are not initially arranged as graphs. Even for graph-structured data,
the underlying connectivity patterns are often complex and diverse,
making interpretation difficult. A potential solution is to learn the
representation of graphs in a low-dimensional Euclidean space, such
that the graph properties can be preserved [62].

Graph Neural Networks (GNN) are neural models that use message
exchange between graph nodes to reflect the reliance on graphs [63].
In recent years, GNN variations such as graph convolutional network
(GCN), graph attention network (GAT), and graph recurrent network
(GRN) have shown ground-breaking performance on numerous deep
learning tasks. In numerous applications, deep learning models have
proven to be effective. For large-scale graphs, however, the train-
ing procedure of GCN might be memory-intensive. In addition, the
transduction of GCN interferes with generalisation, making it more
challenging to learn representations of unseen nodes in the same net-
work and nodes in an entirely different graph [64]. To effectively
address changes in production systems using PLCs, it is necessary to
utilise inductive learning methods. This is because production system
changes can often be unpredictable, making it difficult to anticipate
and respond to them using traditional rule-based approaches. The use
of inductive learning in PLCs is becoming increasingly important as
production systems become more complex and dynamic. By leverag-
ing the power of machine learning, PLCs can adapt to changes in
the production environment and optimise performance without the
need for extensive manual programming or maintenance. This can
help companies remain competitive by improving efficiency, reducing
downtime, and ensuring consistent product and service quality.

GraphSAGE model addressed this issue. It is a framework for in-
ductively learning huge graph representations. Graphs are utilised to
construct low-dimensional vector representations for nodes, which is
particularly effective for graphs with abundant node attribute data.
Unlike embedding approaches based on matrix factorisation, the node
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features (e.g., text attributes, node profile information, node degrees)
based on GraphSAGE are leveraged to learn an embedding function
that generalises to unseen nodes [65]. The GraphSAGE model has the
advantage of inductively learning huge graph representations, which
can help the system deal with new unknown requests.

2.7. Human–machine coexistence in manufacturing

Some autonomous machines are designed to adapt to new and
unforeseen scenarios. Their abilities, however, do not yet approach
the adaptive skills of a human being. Humans are and will remain an
essential part of manufacturing due to their cognition and problem-
solving skills [66]. Human–machine coexistence is, therefore, a key
aspect of dynamically adapting the system to new situations, as in-
dicated by [67]. Despite being highly adaptable and flexible, human
labour can be comparatively expensive and requires significant time
and effort. Productivity can be increased with automation, although
there must be a balance between fully automated production systems
and highly adaptable human work. In this matter, the A4BLUE project
is developing assembly systems that will integrate digital and auto-
mated mechanisms in conjunction with human workers to respond to
the rapidly evolving requirements of manufacturing processes [8].

The majority of industrial research and development under the
Industry 4.0 banner is on enhancing the performance of manufacturing
systems without a clear emphasis on human aspects and their relation-
ship to production systems [5]. ‘Industry 5.0’ responds to this with
a value-driven approach towards practical implementations of avail-
able enabling technologies in the industry. The key ideas of Industry
5.0 are underpinned by three interwoven pillars: human-centricity,
sustainability, and resilience [68].

Humans and machines must work collaboratively to achieve the
same goals rather than solely as individuals [69,70]. Humans should
therefore play an active and distinctive role rather than performing
repetitive tasks that could be automated and replaced by machines.
According to Autor [71], automation brings new job opportunities, as
it increases outputs in a way that leads to higher demand for labour.
Automation should therefore complement human work. As such, Cimini
et al. [4] focused their study on the role of humans in smart factories
and highlighted the importance of properly integrating humans in
production systems. This however requires significant changes to the
human role in today’s industry.

2.8. Existing gaps

Most manufacturing approaches (e.g. dedicated manufacturing sys-
tems such as production lines and mass manufacture) are not designed
for regular change. However, other manufacturing system paradigms
such as reconfigurable or flexible manufacturing systems are not able
to adapt autonomously to changing manufacturing environments [72].
Control architectures should be adaptive enough to respond to manu-
facturing requirements as a company reacts to market demands. New
approaches such as autonomous manufacturing systems achieve these
needs but often miss the human role and focus on the adaptability
of machines alone [72], which require a lot of engineering time as
reconfiguration and testing are required every time there is a change
in the controller. To achieve this, the adoption of software engineering
in automation is key [73].

PLC code, however, is mostly dedicated to specific machines, and
requires significant changes in frequently changing environments, not
being able to reuse FBD blocks to build up new ones. Moreover, With
the increasing complexity of automation systems, engineers face more
challenging scenarios in integrating products from multiple vendors
into the same system [74]. This is a barrier when exchanging PLC
programs and libraries between multiple heterogeneous environments.
In this regard, according to Vogel-Heuser et al. [73], research on soft-
ware automation should focus on building reusable and interoperable
solutions to make it extensible.
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Fig. 1. Overview of the PLC reconfiguration framework in an adaptive manufacturing system.
Given the existing challenges described above, a new approach
is required to succeed in automating PLC orchestration for Adaptive
Manufacturing Systems. The approach should focus on AMS, in which
humans and machines coexist, and should meet the following key
objectives:

• O1: Orchestrating new manufacturing processes in frequently
changing manufacturing environments autonomously.

• O2: Avoiding repetitive manual work, reducing significant pro-
gramming errors and time.

• O3: Involving humans to address highly flexible tasks in coexis-
tence with automated machines.

• O4: Reusing modules to quickly build new FBDs or reconfigure
existing ones, making them extensible and scalable.

• O5: Building a generic, vendor-agnostic, and interoperable so-
lution to exchange information among multiple heterogeneous
environments.

3. Proposed methodology

3.1. Overall structure

With the increased demand for adaptive production, there is a need
to update the PLC code whenever a new request is received. Motivated
by the literature review and the current limitations of the techniques,
our paper proposes a novel framework of human–machine collaborative
PLC reconfiguration in an adaptive manufacturing system that auto-
mates the PLC code generation and testing. This was achieved with
the use of human learning, software automation, customised program
development, ontology reasoning, knowledge graphs, and GNN.

We have implemented the simulation environment to generate and
test the code in our methodology. A simulation environment is crucial
for updating PLC code when a new product request occurs. Because it
allows engineers to test new code changes in a virtual environment,
reducing the risk of errors and downtime in the actual production
system. This saves time and ensures that the production system meets
the required specifications for the new product. This section describes
in detail the process of updating the simulation environment either
manually or automatically and the respective PLC code when a new
product request comes. Fig. 1 depicts the main steps involved when
processing the existing product and a new one. Some of the steps are
fully automated, whereas others present the coexistence of humans and
machines in the process.

New product requirements are addressed by creating a new Bill of
Processes (BoP). This triggers the adaptation of the manufacturing sys-
tem. The BoP includes all the necessary processes or tasks involved with
the new customer request. These tasks could be fully automated but
could also require human labour to perform complex tasks that require
more flexibility. In this way, the framework should first understand the
requirements, and match the required capabilities from the existing Bill
of Resources (BoR) to accommodate the new BoP. Then our framework
will generate PLC code and build (or update) a simulation environment
176

for testing the code, as detailed in Fig. 2.
3.1.1. Establishment of the database for PLC code
Key to this approach is the reuse of existing PLC code to minimise

effort on behalf of the human workers. A database for storing the PLC
information and the manufacturing information is therefore generated
as the first step. In our approach, we utilise a graph database, as they
are effective for discovering and giving meaning to complex inter-
dependencies and relationships between entities [75]. Using the graph
database, the following manufacturing information is represented:

(1) Task information
The task information describes the information about how cus-
tomer orders and requests that are initiated internally within the
factory are processed. It represents the tasks or activities needed
to complete a customer order or fulfil a request. It provides
a high-level overview of the steps involved in the production
process. It is critical in our methodology as it describes the new
customer request information properly.

(2) Product information
In reconfigurable manufacturing systems, product dimensions
and geometric features are key to determining appropriate man-
ufacturing processes. Process selection is typically based on fac-
tors such as size, shape, and material properties. For instance,
sheet metal cutting processes such as laser, plasma, and water
jet cutting may be suitable for products with large dimensions.
Conversely, products with intricate geometries may require CNC
milling, EDM wire cutting, or CNC turning. Material properties,
such as hardness, may also dictate the manufacturing process,
with CNC grinding or honing processes used for hard materi-
als. Similarly, processes like polishing or sandblasting may be
employed for products requiring a high surface finish.

(3) Bill of process (BoP)
A BoP in manufacturing outlines the processes needed to make
a product. It is important to understand customer requests and
optimise efficiency. When a customer request for a change is
received, the BOP is used to assess the feasibility and make
necessary modifications to the production system.

(4) Bill of resource (BoR)
A BoR in manufacturing lists the resources needed to produce a
product. It is important to understand product requirements and
adapt to changes in customer requests by analysing potential re-
source constraints or bottlenecks and optimising resource alloca-
tion. When a customer request for a change is received, the BoR
is used to assess the availability of the required resources and
identify any necessary modifications to the production system.
In summary, the BoR is a critical document in manufacturing
that outlines the necessary resources to produce a product. It
helps manufacturers understand product requirements and adapt
to changes in customer requests, allowing them to optimise
resource allocation and minimise disruptions to the production

schedule.
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Fig. 2. Process of generating the PLC code.
(5) Capability model of the resources
A Capability Model represents a factory’s abilities and limita-
tions regarding processes, technologies, resources, skills, and
regulations in manufacturing. It provides a comprehensive view
of the factory’s capabilities, aiding informed product and process
feasibility decisions. The model also identifies improvement op-
portunities, such as acquiring new resources or technologies or
skill development to enhance the factory’s competitiveness.

(6) Capacity model of the resources
A capacity model in manufacturing is a mathematical repre-
sentation of a factory or production line’s production capacity.
It considers resources, processes, and constraints to determine
maximum output under specific conditions. The model adapts
to changes in production conditions, such as new products,
demand changes, or technology updates, to achieve reconfig-
uration. This structured representation of manufacturing KPIs
monitors performance on the shop floor, focusing on reconfig-
uration. It helps identify areas for improvement in capacity and
informs decision-making for achieving optimal performance.

(7) Plc control code library
A code library for PLC control code contains pre-written software
modules that control various aspects of a manufacturing process.
It saves time, reduces errors, and improves efficiency by allowing
programmers to incorporate pre-tested code blocks. The library
includes primary and complex functions and can be customised
for specific industries and applications.

An ontology and industry standards are utilised to represent the
information in a formal and structured way. In our proposed frame-
work, existing ontologies describing PLC code are used to build the
layered ontology. In particular, Common Core Ontology (CCO) [26]
as there is a need to represent common concepts in PLC projects. In
addition, the Application Specific Ontology (ASO) [26] is also needed
to represent the heterogeneous PLC development environment (O5),
code comments, test logs, and bug reports. With these two ontology
models, the PLC domain knowledge base can be built with high ac-
curacy and completeness by considering PLC domain characteristics,
designing a layered ontology, and implementing the matching process
on the schema level instead of the instance level. The schema level
represents the formal definition of the PLC domain’s classes, properties,
and relationships. It consists of the general, abstract concepts and the
177
structure of the ontology, providing the basis for the specific instances
that will populate the ontology. The instance level represents the
actual instances of the classes and relationships defined in the schema
level. This level includes specific entities, their properties, and the
relationships between them, all based on the schema level’s structure.

Any previous modular PLC code is also stored in the database so
that it can be reused to build new FBD modules, making it extensible
(O4), and reducing significantly manual work (O2).

3.1.2. Understanding the product requirement
This step is critical to getting all the necessary information to

process the new task. The product requirement, BoP, and BoR will
be generated based on the experience of the engineer or utilising
automated methods such as the knowledge graph reasoning [76], and
semantic search [77]. This step specifies the required manufacturing
capabilities and feasible manufacturing resources (including humans).
The approach developed by Mo et al. [54] is used in our methodology
to detail the procedure of processing the new product requirement.

Algorithm 1 details the procedure of processing the new product
requirement. There are three ways of finding the BoP. First of all, the
product requirement and the BoP can be provided by the system. A
rule-based approach will be applied if the BoP is not pre-provided. It is
a traditional approach that extracts knowledge in the form of rules. For
example, the sub-product requirement is to have a hole with a diameter
of 50 mm in the product. Then drilling operation is needed. The end-
effector can drill a hole of 50 mm, and a related robot is needed. The
main problem with rule-based systems is that the programmer must
specify all ‘‘rules’’ or <pattern> <template> pairs.

If the rule-based search does not yield the desired BoPs, a semantic
search approach can be employed. Semantic search focuses on under-
standing the intent and context behind a product requirement, rather
than just keyword matching. For instance, suppose a product require-
ment mentions "a durable material resistant to outdoor conditions." A
semantic search could infer the need for materials like stainless steel
or treated wood, even if these specific terms aren’t present in the
requirement, based on knowledge graphs or ontologies that understand
the relationships and properties of materials.

Should the rule-based and semantic searches fail to secure the
BoPs, the semantic embedding search becomes the primary recourse.
This technique identifies potential processes related to a product node
by leveraging semantic insights grounded in graph embeddings. To
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facilitate this, a graph neural network is trained, converting graph-
centric knowledge into a cohesive vector space, which in turn fosters
efficient graph embeddings. Given the unpredictable nature of some
product modifications, it is paramount for this neural network to fea-
ture inductive learning capabilities. In line with this, our methodology
integrates the inductive learning approach, designed especially for han-
dling expansive graphs. This approach not only streamlines data storage
but also significantly reduces computational overhead in subsequent
reasoning stages. Hence, when faced with a product inquiry, the adeptly
pre-trained model recommends appropriate manufacturing processes
and pinpoints the necessary resources.

Algorithm 1 Processing the product requirement
Input: Initialised Database (DB), Task (T)
Output: Bill of process, Bill of process
1: Load initial 𝐷𝐵
2: ProductRequirement(𝑃𝑅) ← Find_requirement(𝑇 )
3: SubProductRequirement(𝑆𝑃𝑅) ← Divide_ProductRequirement(𝑃𝑅)
4: for each 𝑆𝑃𝑅 in 𝑃𝑅 do
5: BillofProcess(𝐵𝑜𝑃 ) ← PreProvided(𝑆𝑃𝑅)
6: if 𝐵𝑜𝑃 ≠ 𝑁𝑢𝑙𝑙 then
7: BoPs.add(𝐵𝑜𝑃 )
8: continue
9: else

10: 𝐵𝑜𝑃 ← Process_search_rule(𝑆𝑃𝑅)
11: if 𝐵𝑜𝑃 ≠ 𝑁𝑢𝑙𝑙 then
12: BoPs.add(𝐵𝑜𝑃 )
13: continue
14: else
15: 𝐵𝑜𝑃 ← Process_search_semantic(𝑆𝑃𝑅)
16: if 𝐵𝑜𝑃 ≠ 𝑁𝑢𝑙𝑙 then
17: BoPs.add(𝐵𝑜𝑃 )
18: continue
19: else
20: 𝐵𝑜𝑃 ← Process_search_semantic_embedding(𝑆𝑃𝑅)
21: if 𝐵𝑜𝑃 ≠ 𝑁𝑢𝑙𝑙 then
22: BoPs.add(𝐵𝑜𝑃 )
23: continue
24: else
25: "No bill of process can be found"
26: end if
27: end if
28: end if
29: end if
30: end for
31: Initialise bill of resource (𝐵𝑜𝑅𝑠)
32: 𝐵𝑜𝑅𝑠 ← Find_resources(𝐵𝑜𝑃𝑠)
33: return 𝐵𝑜𝑃𝑠, 𝐵𝑜𝑅𝑠

The outputs of this step are the BoP and BoR, which are necessary
for building the simulation environment and generating the PLC code
accordingly in an autonomous way (O1). In the BoPs, if the process
and the resources are human-involved operations, the operations will
be marked as manual operations (O3). The generated BoPs and BoRs
will be utilised in the next steps to build the simulation environment
and generate the PLC control code.

3.1.3. Building/updating the simulation process
Our approach aims at utilising and developing simulation software

capable of simulating a broad set of vendor-specific robots and assets.
We have therefore proposed a vendor-agnostic solution to update simu-
lation environments, as depicted in Fig. 3. The simulation environment
is generated based on the BoP, BoR, and the current system configu-
ration, such as the location of each device. All the information will be
saved in a JavaScript Object Notation (JSON) format to facilitate infor-
mation exchange in heterogeneous environments (O5). The simulation
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Fig. 3. Process of building the simulation environment.

environment is generated or updated manually and with the possibility
of automatically from the JSON files (O2). When a new request comes,
the simulation environment will be updated based on the updated BoPs
and BoRs for the new product request. This interface also facilitates
simulation re-use. For example, if the new product (e.g.: Product II)
has some common parts to the old product (e.g.: Product I), then the
common parts in the simulation environment can be reused for Product
II and do not need to be newly modelled.

A human digital model has also been developed to simulate a
worker’s talents, behaviour, and well-being index. A digital human
well-being impact profile would evaluate an activity’s physical, cogni-
tive, and psychological burden if it were viable for industrial workers to
perform it. This is a requirement of the human-centric manufacturing
system [69].

The creation of a simulation environment depends very heavily on
the specific environment used, and will be a combination of automation
and manual work. An example of how to create and update the simu-
lation environment will be explained in detail in the implementation
section.

3.1.4. Generation of the PLC control code
A PLC is used to orchestrate manufacturing processes and resources

to control the overall production process. As such, a new PLC control
code needs to be generated every time there is a new upcoming product
request.

Automatic code generation for this PLC is generated by parsing
the BoP and BoR to determine the process sequence, determining the
order in which code needs to be executed and which resources must be
triggered for a given process (O2). The code generated by this process
can then be stored in any standardised format, such as SCL source code
or PLCopen-compliant XML, being interoperable with the software used
in the other stages of the proposed methodology (O5). To generate the
specific code required, a set of process mapping rules are applied to the
manufacturing sequence defined within the BoPs, see Fig. 2.

A mapper between the skill interfaces, which is generated based
on the BoPs and BoRs, and the PLC generation modules is generated.
Then the mapping between the skill interfaces and the PLC code is
executed. This mapping is required to transform the physical process
created within the simulation environment into the sequence of PLC
instructions that are required to orchestrate the process. These two
representations of the process can be quite different, so these mapping
rules allow for a consistent approach to orchestrate a given process type
(O1). Examples of these process types and mapping rules are illustrated
in Table 1.

The code generation process uses the database of process-specific
PLC code, which it uses as part of the PLC instructions generated by
the mapping process. These pre-existing pieces of code can come from
various sources but are most likely to have been developed by a suitably

experienced engineer with knowledge of the specific process. Using this
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Table 1
Examples of mapping rules to generate PLC code from simulation information and the product requirement
(The mapping rules need not be fixed and can be tailored to a manufacturer’s needs)
Operation
Type

PLC action

Robot
(Automation)

(1) Send a request to the robot controller to run
offline programming (OLP) code, specified by filename
on the controller. The OLP code is generated by
relevant robot simulation environments such as
Siemens Process Simulate
(2) Wait for a signal from the robot controller that
the robot has completed the robot operation specified
in the robot code (or handle error condition)

Human
(Manual)

(1) Send a message to HMI with work instructions to
the human operator
(2) Wait for a user input on HMI to acknowledge that
the task is complete

Metrology
(Automation)

(1) Send a message to the metrology controller (e.g:
PC) to trigger the measurement procedure
(2) Wait for a signal from the metrology controller
that the metrology process is complete
approach allows for the coordination of tasks that would be otherwise
too difficult to automate or even for repetitive tasks that do not require
the level of simulation fidelity that would be otherwise required to
perform automatic code generation from the simulation environment.
This way, when a new request comes, some of the existing PLC code
can be reused and updated if there are overlapping skill models (O4).

3.1.5. Conversion/check and update of the PLCopen XML
A method of generating a standard format of the PLC code should

be developed to enable the user to exchange the PLC software programs
from different vendors, libraries, and projects between development
environments. In this regard, we have followed the PLCopen group
committee guidelines, which have established an open interface that
supports a broad set of software tools (O5). We have focused on TC6 for
XML workgroup, as it enables the transmission of screen-based data to
other platforms [78]. This way, the PLC code is converted to PLCopen
XML to perform a vendor-independent PLC testing approach in the next
step.

3.1.6. PLC code testing
PLC testing is vital in adaptive manufacturing systems, as the en-

vironment and respective control code are continuously updated to
proceed with new tasks. Such changes to the PLC code must be fully
tested to ensure there are no implementation errors in the software.
This is a tedious task, as the PLC code will be frequently modified to
respond to new requirements.

As seen in the literature, structural testing is a common practice
when testing the control software. FBD structural coverage is calculated
by a sequence of data paths. Each data path describes all the conditions
that the input edges must go through to reach the output edges of
the FBD program. The output of each Function or Functional Block
is determined by the input value(s), which results in input condition-
based data paths. FBD coverage is then calculated by a combination of
multiple function conditions. In this matter, Jee et al. [36] proposed
Basic Coverage, Input Condition Coverage, and Complex Condition
Coverage, as specified below:

• Basic coverage (BC): every data path in the FBD program must be
tested at least once.

• Input Condition coverage (ICC): every data path in the FBD tester
must be tested with all combinations of Boolean input edges.

• Complex Condition coverage (CCC): every data path in the FBD
tester must be tested with all combinations of Boolean input and
output edges.
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Fig. 4. PLC code testing process.

FBD structural testing will be therefore carried out based on the
aforementioned metrics. In specific, we build our solution on the FBD
tester developed by KAIST university [37], as it does not require any
additional model-to-model transformations to generate structural data
path-based test cases. While coverage-based testing aims to maximise
the structural coverage of a program, it does not necessarily correlate
with high effectiveness in detecting faults. Therefore, we also generated
mutation-based test cases to leverage the benefits of both techniques.

As outlined within the objectives, the approach should be vendor
agnostic and interoperable with a wide range of PLC controllers; there-
fore, we have designed a testing methodology for PLCopen standardised
functional blocks (O5). The presented process involves the following
steps, detailed in Fig. 4:

The FBD tester first gets the PLC code in the PLCopen XML format to
define the functions, functional blocks, constant values, and input and
output signals. Such information is utilised to define the data paths and
data path conditions for each input and output edge of the FBD. It is
worth emphasising that the library should encompass all the essential
functions. If a specific function is not available, it is essential to update
the library accordingly. The FBD tester then generates test suites based
on BC, ICC, and CCC structural coverage criteria aiming at maximising
the coverage with the minimum number of test cases. These tests can
be valuable in assessing the quality of the model design for subsequent
SiL (Software-in-the-Loop) or HiL (Hardware-in-the-Loop) testing.

A test case includes input values for a minimum set of scan cycles
required in the FBD. Each test case addresses basically a certain number
of data path combinations; hence the coverage level increases with the
number of test cases. Some of the test cases may also have overlapping
data path conditions. Thus the test generation algorithm only generates
test cases for those data paths that have not been addressed until
maximum coverage is achieved.

The generated test suites are then executed in the FBD standalone
tester to define assertions based on the output values. Test outputs
will be used as oracles when executing the PLC code in the simulation
environment (SiL) and the physical PLC (HiL) before deploying the PLC
code into operations. Tests will be passed if the asserted output value
is the same as the FBD tester execution results in Java. If not, a test
failure will be reported as seen in Figs. 5–6:
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Fig. 5. Successful test execution.
Fig. 6. Failed test execution.
To date, this approach enhances PLC testing practices, a process
that has been manually performed in the industry, leading to human
errors (O2). This way, the proposed methodology is expected to re-
duce implementation errors while shortening the commissioning time
significantly.

3.1.7. Virtual commissioning and deployment
Once the simulation environment is built and the PLC code is

thoroughly tested, Virtual commissioning (VC) can be executed to test
the effectiveness of the PLC code. VC is the process of validating the
software code for PLCs, HMIs and SCADA equipment in the virtual
world before deploying it on the factory floor. The code of the PLC
controls a virtual model, also called the behaviour model, which be-
haves like the real machine [79]. The PLC code generated from the
modular database will be optimised and updated based on the VC
results from the simulation software. To enable virtual commissioning,
the PLC code, which is generated in Section 3.1.4, is imported to
the PLC simulation software (e.g., TIA Portal [80], CODESYS [81],
TwinCAT [82]).

Dynamic reconfiguration of a PLC system introduces complexities
that require careful management to ensure safety. Any change in the
control logic or machine configuration can potentially impact safety,
making it critical to synchronise safety measures with the implemented
changes. Safety verification is performed within the virtual environ-
ment during VC. This includes testing for potential hazardous states,
verifying fail-safe mechanisms, and validating safety functions within
the updated logic. VC aids in ensuring that changes do not compromise
system safety before they are implemented on real equipment.

After successful commissioning, the updated configuration and con-
trol code will be deployed to the real equipment. However, applying
these updates to real equipment presents some challenges;

• I/O Modules: The updated configuration must be supported by
the correct I/O module (in terms of bandwidth, channels etc.). It
is necessary to thoroughly examine field equipment for compati-
bility before implementing updates.

• In or Out: Wiring errors and incompatibility can occur as the
program is updated, leading to undesired behaviour and potential
damage from a short circuit. An ‘‘integrity check’’ for in and out
wiring must be conducted to ensure correct memory addressing
and power connection.
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• Interference: External influences such as electromagnetic or
radio frequency interference can cause issues as program logic is
updated and executed. Proper shielding and grounding practices
must be in place to mitigate these effects.

• Memory: Frequently changing the programs in the PLC can
lead to memory corruption, necessitating a system refresh. It is
crucial to verify that the configuration operates as expected after
changes.

• Troubleshooting: Changing configurations can cause conflicts
or errors in PLCs. Different manufacturers have unique trou-
bleshooting methods that need to be understood and effectively
applied.

By managing these challenges effectively, the updated PLC code,
optimised via virtual commissioning, can be safely and successfully
deployed to the real-world system.

4. Implementation and case study

A use case was designed to verify the feasibility of our proposed
methodology. The production of aircraft parts still relies heavily on hu-
man labour, with parts often loaded into jigs manually, representing a
significant health and safety risk for the workers and an increased likeli-
hood of damaging components during the manufacturing process [83].
In the near future, the demand for aircraft is expected to increase
considerably and thus, there is a need to produce a large number of
aircraft units [84]. This will consist of existing aircraft designs, re-
engineering of existing designs, and new designs yet to be launched.
Tier 1 suppliers – which supply both large structural components and
small box assemblies to the original equipment manufacturers (OEMs)
– will particularly benefit from optimising the production line with
modular, automated, intelligent, and reconfigurable solutions to meet
the varying demands of the OEMs. Reconfigurable automated solutions
are considered key to the assembly strategy, as they bring benefits
such as increased automation across assembly operations, fewer vari-
ations, standardised processes, increased process capability, reduced
tool design lead time, increased in-house knowledge, reduced inte-
gration out-sourcing, increased re-use of expensive capital equipment,

increased in-house assembly, and a more sustainable approach [85,86].
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Fig. 7. Architectural layout of a test plant within the OMNIFACTORY.

Table 2
Current process - producing product I.

At the University of Nottingham, an adaptive assembly facility in the
OMNIFACTORY [87] test plant is designed to be applied to a range of
small box assemblies for aircraft. Opportunities to reduce adjustment
and shimming on assembly operations will be explored through the
development of virtual assembly models, allowing virtual assemblies to
be built with data collected significantly further upstream. This cell will
also look at all data collection and processing opportunities to support
a multi-product production line concept. Our method is validated in
this assembly facility, enabling it to react more quickly to new aircraft
model launches, reduce product life cycles, and deal with fluctuations
in product demand. Fig. 7 shows a station of this assembly cell.

The current production line is intended to assemble Product I and
other variants. It consists of three workstations, with a mix of both
automated and manual assembly solutions. The initial reconfiguration
and inspection will happen at Station 1. Station 2 will then utilise
human workers for the manual assembly of small components. At
Station 3, automatic assembly of the large components will happen.
The required operations to produce a Product I are detailed in Table 2.
These operations will be carried out at different workstations (WP1,
WP2, WP3) as detailed in Fig. 8.

In this use case, the assembly line will suddenly receive a new
customer request (Product II). We have therefore applied our method-
ology to enable the human–machine collaborative PLC adaptation and
proceed with the new request. The detailed implementation steps are
described in the following sections:
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Fig. 8. Current process.

4.1. Establishment of the database for PLC and manufacturing information

Regarding implementing ontologies, the major technologies used
in creating the database include knowledge modelling, knowledge
extraction, ontology matching, and knowledge inferences. In specific,
Protégé was selected to define the ontology, and Neo4j to build the
graph database platform, as detailed below.

The database is built based on the ontology model we defined in
Protégé. The presented use case includes task information, product re-
quirements, part information, required process information, capability
information of the assets, and device information. The ontology model
is illustrated in Fig. 9. Then this ontology information is converted to a
JSON model, which can be used in the data importer of Neo4j to build
the graph database.

The skill model is generated based on the capability model de-
scribed in Neo4j. For the purpose of this demonstration, we clarify
the relationship between skills and capabilities as follows: a skill is an
executable action based on an underlying capability. In simpler terms,
a capability is the potential to perform a specific action, while a skill
is the actual execution of that action. For example, if the robot has
the capability to move, then in our demonstration, the corresponding
skill allows the robot to perform the actual movement. Regarding the
PLC code, we used Siemens TIA Portal for PLC programming in the
demo. The PLC code was generated through a custom XML generation
program we designed.

Based on the mapping rules, the customised program can generate
the PLC code of specific skills from the modular database. The gener-
ated PLC code is stored in Siemens-compliant XML format following the
structure depicted in Fig. 10.

4.2. Understanding the product requirements

The steps for understanding the product requirements are exe-
cuted based on the Algorithm 1 described in Section 3.1.2. The BoPs
and BoRs of the current product (Product I) listed in Table 2 are
generated from the experience of the engineer (pre-provided and rule-
based search). If the system encounters product requirements that do
not directly align with the engineer’s predefined methods but can be
interpreted or converted using domain-specific ontologies to uncover
implicit relationships, then the semantic search is employed. However,
if the semantic search proves insufficient, especially for product with
unknown requirements (e.g. Product II), the semantic search with em-
bedded vector representation (semantic embedding search) is executed
in the algorithm. As a result, the semantic embedding search find the
most suitable BoPs and BoRs. This is achieved by a GraphSAGE graph
neural network model. The network is trained to transfer the graph data
into the embedding vector to execute the semantic search. The training
process was done with StellarGraph [88], which is a Python library that
offers state-of-the-art algorithms for graph machine learning.

Once BoPs and BoRs are generated, the information is stored in
a JSON file [89], which is essential for constructing the simulation

environment. Fig. 11 outlines the structure of the JSON file used in our
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Fig. 9. Ontology model of our proposed framework.
Fig. 10. PLC code library structure.

approach. The JSON file gathers the necessary information for build-
ing the simulation environment, including details on parts, resources,
manufacturing features, and compound operation information.

In the current implementation, the simulation environment is up-
dated through a semi-automatic process. The JSON file is manually
loaded, and then the simulation environment is updated based on
the provided information. While this approach reduces some manual
labour, there is still potential for further optimisation to streamline the
process and improve overall efficiency.

4.3. Building the simulation environment

In this case study, Siemens Tecnomatix Process Simulate is utilised
for the simulation, as it can simulate a wide set of robot controllers
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Fig. 11. Json information about the BoPs and BoRs.

and supports secondary development to customise behaviour. The Tec-
nomatix .NET API [90] was employed to enable the secondary de-
velopment of Tecnomatix software. The developed modules with this
development tool exhibit fast running speeds and high reliability. With
the assistance of the Tecnomatix .NET API, the simulation environ-
ment is generated based on the information from the BoPs, BoRs, and
the current system configuration, following the approach presented in
Fig. 3.

The Tecnomatix .NET API plays a crucial role in bridging the com-
munication between the simulation environment and various elements,
such as the BoPs (Bills of Processes), BoRs (Bills of Resources), and
the current system configuration. By leveraging the capabilities of this
API, we were able to effectively extract relevant features and import
necessary data, enabling seamless integration of these elements into the
simulation environment.

Fig. 12 is the user interface for importing the JSON file to generate
or update the simulation environment in Tecnomatix .NET API. This
interface allows for the efficient importation of data, streamlining the
process and reducing the possibility of errors. Fig. 13 showcases the
generated simulation environment in the Tecnomatix Process Simulate,
providing a comprehensive and accurate representation of the system
being modelled.

Overall, the use of the Tecnomatix .NET API in this case study has
demonstrated its effectiveness in streamlining the development process,
ensuring high reliability and efficiency, and providing a foundation for
further development and customisation as needed.
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Fig. 12. GUI interface for building the simulation environment.

Fig. 13. Generated simulation environment.

4.4. Generation of the PLC code

As proposed in Section 3, a mapper between the skill model inter-
face and PLC code library is designed. In the validation use case, we
created the mapper with Protégé and Owlready2, which is a package
for manipulating OWL 2.0 ontologies in Python [91]. At this step, the
modular process-specific PLC codes are stored in the database, which
are later needed for the mapping rules. The required information from
the BoPs and BoRs is applied to the skill model with the ontology model
we designed. The corresponding PLC code is then generated based on
the skill model. As mentioned before, the PLC database already stores
some PLC code.

A benefit of using this modular approach is how flexible the system
is in incorporating new processes or technologies; once a new process-
specific code is developed, it can be easily used within the automatic
code generation process by entering it into the database and adding a
new rule into the mapping process.

Based on this approach and the mapping tools, the related PLC code
from the BoPs and BoRs was generated as indicated in Fig. 14.

4.5. Conversion/check of the PLCopen XML

The generated PLC code is in Siemens-compliant format, as de-
scribed in Section 4.4. In this case, a conversion to the PLCopen XML is
needed to convert the Siemens-compliant format to the PLCopen XML
format. PLC automated conversion work remains in progress, and for
this use case was manually done to demonstrate the methodology. PLC
code was replicated in the Codesys development environment so that it
could be exported automatically on an IEC 61131-3 standardised XML
format.

4.6. PLC code testing

The developed PLC testing solution is implemented in the Siemens
TIA Portal environment by following the approach described in Fig. 15.
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TIA Portal automatically creates a PLCSIM Advanced instance – a
virtual replica of the hardware in place – and downloads the PLC con-
figuration to the PLC simulation instance for executing the generated
test cases. Thus, a software-in-the-loop approach is proposed to validate
the changes before commissioning and deploying the new PLC code into
operations.

The presented approach was implemented for the ‘‘Drilling’’ opera-
tion of the OMNIFACTORY. Specifically, the following FBD networks of
the drilling process were selected: FBD, which generates position flags,
and FBD, which sets the execute bit when a position is required.

The FBD tester was developed by KAIST [37] for FBD automated
coverage-based test data generation and MuFBD tester [41] for
mutation-based test data generation. We extended these tools for their
use in the OMNIFACTORY by 1) updating the respective FBD libraries,
2) developing cost-effective metrics calculation – Test Execution Time
(TET), Fault Detection Capability (FDC), and coverage (BC, ICC, CCC)
– to cost-effectively select the test cases, and 3) developing automated
test execution to obtain test oracles, which are required to benchmark
TIA Portal execution results. In addition, we implemented a new SMT
solver – Yices 2 SMT2 – to generate test cases for a wide range of IEC
61131-3 function groups, including non-linear arithmetic functions, as
opposed to the legacy KAIST tool.

Given a large number of test cases per each Functional Block dia-
gram, a cost-effective test selection approach was applied based on the
evaluation of cost-effective metrics, i.e. TET, FBD, and coverage. The
developed test selection testing was based on a multi-objective search-
based algorithm that maximises FDC and coverage (BC, ICC, CCC) while
reducing execution time.

A total of 134 test cases were generated for the selected FBD
networks of the drilling operation: 2 test cases for the BC test suite,
5 test cases for ICC and CCC test suites, and 122 mutation-based test
cases. Fig. 16 shows an example test case of the basic coverage test
suite with three cyclic iterations, as indicated on the left side. These
test cases were then executed in Java to record the expected output
values of every intermediate cycle of each test case, as outlined on the
right side.

A converter was developed to map the generated test cases into the
TIA Portal Test Suite Application format. TIA Test Suite application
allows us to define the input values for a given number of scan cycles
or execution time. Hence, every output of each execution run can be
assessed according to previous test execution results.

Finally, the generated TIA Test Suite application test cases were im-
ported to TIA Portal via TIA Openness. Siemens TIA Openness is an API
that allows the engineer to interact with TIA Portal using a customised
application. It offers many advantages that lead to more efficient code
development. For example, TIA Openness allows us to create modular
code that can be used across many devices, with application-specific
changes being made automatically. By defining templates, users can
generate entire projects without any specific knowledge of PLC and
HMI programming.

TIA Portal then establishes a connection with the S7-PLCSIM Ad-
vanced simulation environment to execute the generated test cases in
the FBD program (see Fig. 17).

TIA Portal Test Suite first compiles the program and downloads
the hardware configuration to PLCSIM Advanced. All variables are also
loaded into the device. Once successfully completed, application tests
were executed and asserted with test oracles one by one. All tests were
successfully executed with a success rate of 100.00%, which means that
TIA execution results matched the test oracles generated in Java. On
average, each test case execution lasted around 40 s, resulting in a total
execution time of 132 min. This significantly reduces time to market,
as traditional manual testing requires a lot of time and is error-prone,
depending on the experience of the engineer.
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Fig. 14. PLC code generation process.
Fig. 15. PLC Code testing - the overall structure.

Fig. 16. Example of a test case.
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4.7. Virtual commissioning

As mentioned in the previous steps, Siemens Tecnomatix Process
Simulate is utilised in our approach. Virtual commissioning was per-
formed via TIA PLCSIM Advanced to validate the PLC code against the
newly updated simulation environment.

In Tecnomatix Process Simulate, there are two modes: standard
mode and line simulation mode. The standard mode is used for detailed
robot planning, which is a time-based simulation. Compared with the
standard mode, the line simulation mode is an event-based simulation
in which operations are triggered continuously by signals. In our pro-
posal, the line simulation mode was chosen for virtual commissioning
because it is more suitable to describe the use case and implementation.
This choice is made as the regular factory control is typically performed
through event-triggered operations rather than time-sequenced actions.
By using the line simulation mode, we can accurately represent the real-
world behaviour of the system and ensure a more effective evaluation
of its performance during the commissioning process. To enable virtual
commissioning, the PLC code generated in our last step was converted
to the format used in TIA Portal. As mentioned in Section 4.4, the
generated PLC code is in the Siemens XML format. Therefore, the
generated PLC code was imported to the Siemens automation software
TIA portal in this step. This was done with the help of the TIA Openness
program.

This API interface supports exporting consistent blocks and user
data types to an XML file. The XML file receives the name of the
block. The following block types are supported: Function blocks (FB),
Functions (FC), Organisation blocks (OB), and Global data blocks (DB).
According to the International Electrotechnical Commission 61131-3,
the following programming languages are supported: TL, function block
diagrams (FBD), ladder logic (LAD), GRAPH, and SCL.

We have developed a customised program leveraging Siemens TIA
Openness, which can automatically extract PLC code from the TIA
portal. Our tailored PLC generation program offers several advantages
over the standard TIA Openness demo program provided by Siemens:

• Our program can import different blocks at the same time,
whereas the TIA openness demo can only import one block at
a time.
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Fig. 17. Example of TIA Portal Test Suite application test.
• Our program can automatically integrate and extract the PLC
code via automation methods.

The process of importing the PLC code from the original Siemens-
compliant XML format is defined in the next steps:

• Selecting the version: Select the version of the software, as
the project file is related to the TIA Portal software version. A
compatibility problem will exist if the software version is different
from the project file version.

• Selecting the project: The TIA Openness program will select
the target TIA Portal project stored locally or in the cloud. The
corresponding TIA project will then be automatically launched in
TIA Portal.

• Updating the project information: The information on the
project in the TIA portal will be updated in the TIA Openness
Program user interface. All the information on the selected TIA
Portal project will be updated with the help of the developed
import automation command.

• Importing the PLC code: With the help of TIA Openness API,
the generated PLC code in Siemens-compliant XML format can be
imported into the TIA Portal.

5. Conclusions

This paper presents a methodology aimed at enhancing human–
machine integration in adaptive manufacturing systems through auto-
matic PLC code generation and testing. By automating the PLC code
generation and testing process, the proposed approach addresses the
evolving manufacturing demands and reduces the need for human
workers to perform repetitive tasks. This enables humans to play a more
active role in adaptive manufacturing systems, working in harmony
with machines.

The applicability of this approach has been demonstrated through
an industrial use case. In this implementation, a modular PLC database
is employed, facilitating the generation and updating of PLC code based
on new requirements and previously available PLC function blocks.
This allows existing modules to be efficiently reused and extended as
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needed, depending on the processes to be operated. PLCopen, a vendor-
independent solution, is utilised as the PLC code format, broadening the
potential scope of applications. An automatic interface is implemented
for generating/updating the simulation, while a customised TIA Open-
ness program automates the import and export of PLC data from the
TIA Portal.

The following manual commissioning procedures have been suc-
cessfully automated, significantly reducing error-prone routine tasks,
human effort, and time:

• Automated PLC code generation
• Automated coverage and mutation-based test case generation
• Automated multi-objective test case selection
• Automated test case execution and assertion with the use of test

oracles

For future work, we plan to extend the implementation to en-
compass physical hardware, going beyond simulations. The perfor-
mance of the proposed methodology will be benchmarked against
conventional manufacturing assembly systems to justify the return
on investment in terms of costs and time. Furthermore, we aim to
validate the methodology on other PLC vendors, such as Beckhoff
and Mitsubishi, to ensure maximum extensibility. To achieve this, the
ontology model for the PLC database will be enriched with existing
Industry 4.0 Standards [92]. As the data stored in the PLC database
grows, deep learning algorithms will be employed to select relevant
PLC code more accurately [93]. Finally, vision sensors, virtual reality,
and augmented reality will be integrated to implement the proposed
method in human–machine collaborative manufacturing systems.

By automating key aspects of the manufacturing process, this pa-
per highlights the potential for improved human–machine integration,
allowing for a more efficient and collaborative work environment.
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