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Abstract

The manufacturing industry has entered a new era of highly changeable customer

requirements and tailor-made products. To meet market demands, manufacturing

systems need to be redefined to be able to cost-effectively produce a wide variety of

products. Sustainability is key in this endeavour, maximising the utilisation of all

available resources to address new bills of processes. To achieve this, however, the

development of new capabilities are imperative to seamlessly adapt the manufacturing

sector to the new paradigm.

At the core of the production system, the Programmable Logic Controller (PLC)

orchestrates all necessary resources to initiate new processes, including modifications

to the PLC program. For this reason, PLC software must be thoroughly tested after

each adaptation, to ensure operational safety. At present, testing is conducted during

commissioning, which typically takes place at the end of the development process,

resulting in a significant impact in time and cost. In addition, the manual nature of

testing practices requires considerable effort, and leaves the PLC open to errors. All

these issues are further compounded in frequently changing and adaptive environments,

hence the need to adopt new practices.

In this research project, therefore, we present an automated and cost-effective

methodology to test highly reconfigurable PLC programs in industry. The presented

approach is industry oriented, and thus we focus on the transfer of best-practices in

software engineering, to the manufacturing environment. To this end, we introduce

a theoretical virtual commissioning framework to enhance commissioning practices.

Moreover, our approach is based on testing the logic of Functional Block Diagram

(FBD) programs, one of the most widely employed PLC programming languages in

Europe. Our methodology comprises the generation of the test cases based on the IEC

61131-3 standard, cost-effective test selection of the test cases, and simulation-based

testing in commercially used automation solutions (the Siemens TIA portal) with the

use of test oracles.

The proposal is validated with two real industrial case studies: 1) Omnifactory,

which is the future automated aerospace assembly demonstrator, recently launched
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at the University of Nottingham, and 2) the machine tool manufacturing industry at

Danobatgroup. The results demonstrate that by automating conventional practices

our methodology can effectively test real industrial PLC programs, which ultimately

reduces costs and time, and ensures the reuse of available resources.
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Laburpena

Manufaktura-industria aro berri batean murgiltzen ari da, bezeroen eskari neurrigabeak

eta neurrira egindako produktuen beharrak bultzatuta. Merkatuaren beharrak asetzeko

asmotan, errentagarriak diren fabrikazio-sistemak berriro definitu beharrean aurkitzen

gara. Jasangarritasuna kontutan hartzea funtsezkoa da prozesu honetan, eskura dauden

baliabideak berrerabiliz prozesu berriak burutu ahal izateko. Halaber, era berri honi

aurre egiteko digitalizazioak bultzatutako teknologia eta ezagutza berriak baliatu behar

ditugu.

Kontrolatzaile logiko programagarriak (PLC-ak) industria automatizazioan er-

abiltzen diren gailu elektronikoak izanik, egoera berriei erantzuteko bere baitan dau-

den baliabide guztiak uneoro kudeatu behar dituzte. Prozesu honek aldiz, PLC-aren

softwarea aldatzea dakar. Hori dela eta, sistemak behar bezala funtzionatzen duela

bermatzea ezinbestekoa da, hots, aldaketen ostean akatsik egon ez dela egiaztatzea.

Tradizionalki hau eskuz egin ohi den jarduera da, ahalegin haundiak eskatzen ditue-

larik. Honetaz gain, sistemaren funtzionamendu egokia ez da azken momentura arte

begiratzen, eta ondorioz, ezusteko akatsak aurkitu izan ohi dira. Uneoroko aldaketak

eskatzen dituen era berri honek, arazo guzti hauek are gehiago larrituko lituzke.

Tesi honek PLC-en software-ari zuzendutako test jarduera automatizatu eta er-

aginkor bat aurkeztea du helburu. Gauzak honela, Europa mailan gehien erabiltzen

den PLC lengoaietako batetan oinarritzen gara, zehazki FBD lengoaian. Lehenik

eta behin, biki digitaletan oinarritutako esparru teoriko bat proposatzen da, jarduera

hauek modu eraginkor batetan aplikatu daitezen. Garatutako metodologiak hiru urrats

nagusi ditu: 1) IEC 61131-3 estandarrean oinarritutako test instantziak sortzea, 2)

test hauen optimizazioa, eraginkorrenak soilik aukeratze aldera, eta 3) test jarduerak

merkatuan aurkitzen diren simulazio testuinguruetan exekutatzea, horretarako orakulu

testak erabiliz.

Industriara bideratuko tesia izanik, industrian gehien erabiltzen den automati-

zazio soluzioetako batetan inplementatu da, hain zuzen Siemens-eko TIA Portal

produktuan. Honekin batera, software ingeniaritzako jarduerak eta jakintza industri-
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ara eramatea lortu da. Metodologia balioztatzeko, industriako bi kasu erreal erabili

dira: 1) Omnifactory, Nottinghameko Unibertsitatean garatutako etorkizuneko aeroes-

pazioko muntaketara bideratutako automatizazio plataforma, eta 2) makina-erreminten

fabrikazio-industrian Danobatgroup-eko makinak kudeatzen dituen PLC-a. Emaitzen

arabera, aurkeztutako metodologia test jarduerak modu eraginkorrean automatizatzeko

gai da, azken finean, kostuak eta denbora murriztuz, eta baliabideen berrerabiltasuna

uztartuz.
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Resumen

La industria manufacturera se está embarcando en una nueva era, impulsada por

una demanda sin precedentes y una necesidad de productos hechos a medida. De

este modo, los sistemas de fabricación deben redefinirse para poder producir una

gran variedad de productos de manera rentable. La sustentabilidad es clave en este

proceso, prestando especial atención a la reutilización de los recursos disponibles para

abordar nuevos procesos. Sin embargo, para adaptar la industria al nuevo paradigma

exitosamente, es necesario el desarrollo de nuevas capacidades impulsados por la

digitalización.

El controlador lógico programable (PLC) es la unidad central del sistema de

producción, y debe de orquestar todos los recursos necesarios para abordar nuevos

procesos. Esto implica modificaciones en el programa del PLC. Por lo tanto, el

software del PLC requiere un proceso de verificación y validación exhaustivo para

garantizar la correcta funcionalidad del sistema. Tradicionalmente, este proceso se

lleva a cabo durante la puesta en marcha, donde se testea todo el sistema por primera

vez. En general, los sistemas son manualmente testeados durante este proceso, el cual

requiere un esfuerzo significativo y que en gran parte esta sujeto a errores. Todos estos

problemas se agravan aún más en entornos donde los cambios son frecuentes, y por lo

tanto existe la necesidad de adoptar nuevas prácticas.

En esta tesis se presenta una metodología automatizada para testear PLCs alta-

mente reconfigurables de una manera eficaz y efectiva en la industria. Primeramente,

se ha propuesto un marco teórico donde los gemelos digitales son clave para mejorar

las prácticas de la puesta en marcha. De este modo, el trabajo principal de esta tesis

se ha centrado en testear la lógica de los programas FBD, uno de los lenguajes de

programación de PLC más utilizados en Europa. La metodología cosiste principal-

mente de tres pasos, 1) generación de los tests basados en el estándar IEC 61131-3, 2)

optimización de los tests para seleccionar los más eficaces y efectivos, y 3) testeo de

PLCs basado en entornos de simulación comerciales mediante el uso de oráculos.

Esta tesis está orientado a la industria y, por lo tanto, la solución expuesta se ha

implementado en el entorno TIA Portal de Siemens, transfiriendo las buenas prácticas
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de ingeniería de software a la industria. De este modo, la propuesta se ha validado

con dos casos de estudio industriales reales 1) Omnifactory, el futuro demostrador de

ensamblaje aeroespacial automatizado desarrollado en la Universidad de Nottingham,

y 2) Industria de fabricación de máquina-herramienta en Danobatgroup. Según los

resultados, la metodología presentada es válida para automatizar el testeo de programas

PLC industriales eficazmente, lo que en definitiva reduce costes y tiempo, y permite

la reutilización de los recursos.
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1. INTRODUCTION

This chapter introduces the motivation and scope of this research work, as well as

the issues addressed during the course of the project. The main technical contributions

are summarised in Section 1.3, and published research and journal articles are detailed

in Section 1.4. Lastly, additional research activities that were carried out are presented

in Section 1.5.

1.1 Motivation and Scope of the Research

This thesis is part of the Digital Manufacturing and Design (DiManD) Innovation

and Training Network (ITN) programme, which is a high-quality multidisciplinary,

multi-professional, and cross-sectorial European research and training network fo-

cused on Industry 4.0. The main objective is to foster industrial competitiveness and

sustainability in the European manufacturing sector, by leveraging a technology-driven

infrastructure that can produce a wide range of dependable products in a cost-effective

manner. In effect, this program promotes a new way of manufacturing high-quality

goods whilst complying with sustainable development goals throughout the whole life

cycle of the product.

Present-day manufacturing is undergoing a shift from the traditional mass production-

based paradigm to offering customised products. To respond to ever-changing cus-

tomer needs, production systems must be highly reconfigurable and adaptive. Instead

of solely focusing on specific tasks, these systems need to deliver a wider variety of

products with rapid turn-around. A critical attribute to succeed in this transition is

agility.

Adaptive manufacturing systems require re-configuring the existing layout, adding

new elements, and modifying or removing existing ones based on the needs of the

moment. Most of these reconfigurations involve changes in the manufacturing process,

and orchestration is thus a complex and crucial task. PLCs are commonly used to

control industrial manufacturing processes, and these must be adapted to orchestrate

new processes in the manufacturing system. Every change in the PLC code must

be fully tested, however, to ensure there are no errors before being deployed into

operations. At present PLC testing is mostly conducted manually. This is a tedious task

which demands considerable time and effort, and is highly error-prone. The problem

is further compounded in reconfigurable and adaptive production systems, as these

continuously undergo changes which require rigorous testing before implementation.

Cyber-Physical Systems (CPS), which include PLCs, are traditionally tested

during the commissioning phase of the development process. This is not ideal, as

commissioning occurs at the very end of the chain-based manufacturing process, in
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1.1. Motivation and Scope of the Research

which each step depends on the previous one (design -> planning -> engineering

-> assembly -> commissioning). Despite the evident logic of this structure, any

unexpected issue in any of these steps can result in serious delays in downstream

processes. Hence, commissioning at the end of the development process can incur

significant costs, as the system is not tested until everything is in place.

The advent of Industry 4.0 has placed virtual commissioning centre stage, as a

series of verification tasks between multiple engineering disciplines can be instigated

early in the development process. This has obvious benefits in that it can significantly

reduce commissioning time, errors, and costs. This potential remains under-exploited

in industry, however, as virtual commissioning is still rarely applied until the latter

stages of the manufacturing chain.

In the manufacturing sector companies are reluctant to invest in simulation tech-

nologies for virtual commissioning [UQEESM+21, LP14, KWL+20]. This is particu-

larly true of machine tool manufacturers. One of the main issues is interoperability:

each vendor delivers a single solution with proprietary communication protocols,

thereby limiting the integration of other products. Integrating simulation tools from

different domains, as well as the numeric controller to perform virtual commissioning,

only serves to exacerbate the problem. Moreover, virtual models may lack accuracy,

as they do not reflect the conditions of physical devices, and require additional valida-

tion to be performed through conventional commissioning procedures. As a result,

companies are unable to justify the Return on Investment (ROI), which poses a serious

obstacle to the adoption of virtual solution strategies.

Digital twins are thus well positioned to enhance virtual commissioning prac-

tices as they can address synchronisation issues and misalignments between virtual

representations and the physical system. In addition, while virtual commissioning

typically consists of various simulation technologies commissioned in silos by distinct

engineering disciplines, the digital twin can integrate all these models into a single

framework. However, no commercial holistic and multi-domain solution technologies

are currently available.

Agile testing methodologies which exploit the virtual commissioning framework

are critical to maintaining a competitive edge in European manufacturing. These

include methods to detect defects, malfunctioning, and potential errors in the design.

These can save time, resources, and overall costs by preventing corrections in the

commissioning stage.

To overcome the gap in integrating software testing techniques in industrial envi-

ronments, the following challenges need to be first addressed:

■ Ch1: dealing with turbulent and competitive markets.

5



1. INTRODUCTION

■ Ch2: fostering sustainable goals.

■ Ch3: interoperability issues due to vendor proprietary protocols and languages.

■ Ch4: time to market and costs as a result of commissioning at latter stages of the

development process.

■ Ch5: lack of collaborative and holistic solutions for virtual commissioning, in

which different multi-domain disciplines can work collaboratively.

■ Ch6: difficulty in quantifying the ROI.

■ Ch7: time and effort required to test and commission PLCs, which are further

increased in adaptive manufacturing systems.

■ Ch8: dealing with frequent errors as manual testing is error-prone.

■ Ch9: lack of knowledge transfer to industrial environments.

In light of the issues identified above, this research project focuses on providing

an agile mechanism to test industrial PLC programs based on software engineering

practices (Ch9). To accomplish this, we propose a theoretical virtual commissioning

framework (Ch3, Ch5) to foster the continuous integration of PLC software (Ch7).

Our work is aligned with the objectives of DiManD, and the methodology we present

provides an automated (Ch8) cost-effective (Ch6, Ch7) approach for testing PLC

programs that are subject to frequent reconfigurations (Ch1). Our approach maximises

the use of existing manufacturing resources (Ch2) and delivers high reliability while

reducing commissioning time (Ch4).

1.2 Research Methodology

The research methodology follows the guidelines of the Design Science Research

(DSR) framework presented by Vaishnavi et al. [VK15]. The methodology comprises

a five steps process, as indicated in Figure 1.1.

■ Awareness of problem: the first step is the acknowledgements of a problem. In

this case, the initial problem could be used to tackle a research question. The output

might be a formal or informal proposal. To this end, with the aim of increasing

awareness and obtaining a comprehensive understanding of the problem, an exten-

sive literature review was conducted (Chapter 3). In addition, we supplemented our

findings with an industrial survey to obtain further insights regarding the research

6



1.2. Research Methodology

Figure 1.1: General overview of the research methodology [VK15]

questions we posed about virtual commissioning practices in the manufacturing

industry (Chapter 4).

■ Suggestion: in this step, a tentative solution is suggested to address the initial

problem. The suggestion might come from the existing knowledge, and is usually

an integral part of a formal proposal. In response to the identified gaps, we proposed

a theoretical framework and suggested 4 hypotheses (Chapter 5), including a

hypothesis related to the theoretical framework, and three technical.

■ Development: development and implementation of the suggested tentative solution.

As a result, a novel artefact is created. Specifically, we developed three technical

artefacts to address the technical hypothesis raised in the previous step. These

artifacts are described in Chapter 6, Chapter 7 and Chapter 8.

■ Evaluation: in this step, the partially or fully implemented artefact is assessed

based on certain criteria. This phase involves an analytical subphase, where the

hypotheses are tested, and the resulting knowledge is looped back to the previous

stages. To this end, we carried out an empirical analysis to evaluate each of the

technical artefacts and thus, respond to the hypotheses. These were individually

evaluated in the corresponding chapter.
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■ Conclusion: the research cycle finishes when the resulting artefact complies with

the requirements specified in the previous phases. The knowledge gained within

this process is fed back for the next research cycle. In this case, we used all this

knowledge to present a business model (Section D.2) of the developed solution,

with the aim of assessing the impact of our proposal in the market.

1.3 Technical Contributions

In this thesis, we present a methodology to cost-effectively test industrial PLC pro-

grams with the aim of reducing commissioning time, while ensuring a high level of

reliability. The ultimate goal is to maximise the reuse of manufacturing resources to

address new bills of process, by promoting the continuous integration of PLCs. To this

end, we introduce a theoretical framework for virtual commissioning. Our simulation-

based approach automatically tests Siemens PLCs – one of the most widely used in

industry – by applying software engineering techniques to commercially available

automation solutions. The main contributions of this thesis are summarised as follows:

1. Preliminary work: an empirical survey to identify industrial requirements, chal-

lenges, and needs. This process involved industrial and academic stakeholders, and

provided first-hand information on virtual commissioning practices. The results

of the study were supported with an expanded review of the literature to pinpoint

emerging trends and research gaps.

2. Theoretical framework: a theoretical virtual commissioning framework designed

to address the identified industrial needs, which ultimately could facilitate the

continuous integration of PLCs in the ever-changing manufacturing field.

3. Technical contribution 1: a test case generation and evaluation approach for

IEC 61131-3 FBD programs. Effectively, the approach included coverage-based,

mutation-based, and random test cases. This was achieved by extending the

capabilities of existing tools and incorporating a new solver capable of handling

a broad range of IEC 61131-3 FBD programs, including non-linear arithmetic

functions. We also developed an automated test evaluation approach, in which

cost-effective metrics were calculated, and test oracles were obtained from test

execution results. The metrics are used to optimise test selection, whereas test

oracles are employed to validate the simulation results.

4. Technical contribution 2: a cost-effective test selection approach. To this end, we

implemented a search-based test selection algorithm to optimise the selection of
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test cases. The optimisation focused on maximising fault detection capability while

minimising execution time. This was accomplished by defining a fitness function

based on the derived cost-effective metrics, which included coverage, execution

time, and fault detection capability.

5. Technical contribution 3: a methodology to test Siemens PLC programs. The so-

lution is based on a Software-in-the-Loop (SiL) approach, which uses the Siemens

automation platform – TIA Portal – to perform the tests against the Siemens virtual

controller. Test oracles were used to assert the results of the simulation. The me-

thodology comprised six steps, including 1) PLC code standardisation, 2) test case

generation, 3) test case evaluation, 4) test case selection, 5) TIA Portal application

test generation, and 6) simulation-based application test execution.

1.4 Publications

In total, five peer-reviewed publications were published in journals and at conferences

during the course of this project. At the time of writing, a further two articles were

under review, and one final article was ready for submission.

The publications are scored according to the Journal Citation Report (JCR) from

Web of Science, CiteScore from Scopus, and Scimago Journal Rank (SJR) from

Scimago. In addition, the conference publication papers related to software engineer-

ing are ranked by the ranking systems supported by the Spanish Informatics Scientific

Society (SCIE (www.scie.es)).1

1.4.1 Journal Articles

During the course of this dissertation, two journal articles were published:

■ Miriam Ugarte Querejeta, Leire Etxeberria, Goiuria Sagardui, Gorka Unamuno,

and Iñigo Bediaga. “Virtual commissioning in machine tool manufacturing: a

survey from industry” in DYNA Ingeniería e Industria (2021), 96 (6), pp. 612-619.

JCR: 2.070 Engineeering Multidisciplinary Q3 51/92. SJR: 0.160 Engineering C4

333/414 2021 2022-07-11. CiteScore 1.3: General Engineering CS3 178/300.

■ Miriam Ugarte Querejeta, Miren Illarramendi Rezabal, Gorka Unamuno, Jose Luis

Bellanco, Eneko Ugalde, and Antonio Valor Valor. “Implementation of a holistic

digital twin solution for design prototyping and virtual commissioning”. IET

Collaborative Intelligent Manufacturing (2022), vol. 4 (4), pp. 326-335. SJR:
1http://gii-grin-scie-rating.scie.es/
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0.568 Industrial and Manufacturing Engineering C2 104/368. CiteScore: 2.8.

Industrial and Manufacturing Engineering C3 151/338.

At the time of submitting this thesis, a journal article was also in progress for later

submission to the Journal of Manufacturing Systems.

■ Fan Mo, Miriam Ugarte Querejeta, Joseph Hellewell, Hamood Ur Rehman, Miren

Illarramendi Rezabal, Jack C. Chaplin, David Sanderson, Svetan Ratchev. “PLC

Orchestration Automation to enhance Human-Machine Integration in Adaptive

Manufacturing Systems”. JCR: 9.498 Engineering, Manufacturing Q1 7/51.

In addition, as part of the work carried out in the workpackages within the DiManD

network, a journal article was sent for review in the Journal of Intelligent Manufactur-

ing, which has been accepted for publication:

■ Jose Antonio Mulet Alberola, Luis Alberto Estrada-Jimenez, Hien Nguyen Ngoc,

Trunal Patil, Miriam Ugarte Querejeta, Angela Carrera-Rivera, Mauro Onori and

Antonio Maffei. “Towards autonomous manufacturing automation: Analysis of the

requirements of self-x behaviours”. JCR: 7.136 Engineering, Manufacturing Q1

11/51.

1.4.2 International Conferences

Two international conference articles were published at ISM and CIRP:

■ Miriam Ugarte, Leire Etxeberria, Gorka Unamuno, Jose Luis Bellanco, and Eneko

Ugalde. “Implementation of Digital Twin-based Virtual Commissioning in Machine

Tool Manufacturing” in Procedia Computer Science (2022), 200, pp.527-536.

CiteScore: 3.0 General Computer Science CS2 71/226.

■ Itziar Ricondo, Alain Porto, Miriam Ugarte. “A digital twin framework for the

simulation and optimisation of production systems” in Procedia CIRP (2021), vol.

104, pp. 762-767. CiteScore: 3.3 Industrial and Manufacturing Engineering CS2

107/336.

Furthermore, at the time of submitting this thesis a conference paper was sent for

review by the Genetic and Evolutionary Computation Conference (GECCO 2023).

■ Miriam Ugarte Querejeta, Pablo Valle, Aitor Arrieta, Eunkyoung Jee, Lingjun Liu,

Miren Illarramendi Rezabal. “Cost-Effective Test Selection for Functional Block

Diagram Programs”. SCIE: A.
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1.4.3 Workshops

A conference article was published at the SAFECOMP-DepDevOps workshop.

■ Miriam Ugarte Querejeta, Leire Etxeberria, and Goiuria Sagardui. “Towards a

DevOps Approach in Cyber Physical Production Systems Using Digital Twins” at

the International Conference on Computer Safety, Reliability, and Security (2020),

pp. 205–216. SCIE: B-.

1.5 Other Related Activities

In addition, the PhD student has contributed to other activities that furthered her

training and professional development as a researcher. These activities included

dissemination activities, service to the community, participation in DiManD schools,

national and international secondments, and work in collaborative workpackages

within the DiManD project.

1.5.1 Dissemination

The work developed during this research project, as well as the DiManD project, were

disseminated in the following events:

■ DiManD project dissemination within the R&D Projects Dissemination Event at

the 3rd International Conference on Industry 4.0 and Smart Manufacturing (ISM

2021).

■ Roundtable in the STEAM Technology and Science Week at GARAIA Technology

Park (2020).

■ Short video recording on digital twins and Industry 4.0 for the Citizen Engagement

Event (2020).

■ Thesis and DiManD project presentation at MGEP as part of the NiZuGu Mugituz

career counselling project.

■ Short video interview that describes this research project within the scope of the

DiManD project, published on the www.dimanditn.eu webpage.

■ Short video recording that describes this research project as part of the DiManD

project on the Mondragon Uniberstitatea, Faculty of Engineering communication

channel (2022).
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1.5.2 Service

The PhD student was involved in the following activities as service to the research

community:

■ Early State Researchers (ESRs) delegate on the DiManD supervisory board.

■ Peer-reviewer at the 3rd International Conference on Industry 4.0 and Smart Manu-

facturing (ISM 2021).

1.5.3 Workpackages

Complementary research was carried out in several multidisciplinary work packages,

within the framework of the DiManD programme. This contributes to an inter-sectoral

and interdisciplinary collaborative framework, which facilitates cooperation, commu-

nication, and teamwork among all participants. In particular, the PhD student was

involved in WP3 Tasks 3.1 and 3.2, and WP4 Tasks 4.2 and 4.3. The outcomes are

published at www.dimanditn.eu.

WP3: Integration of computation, networking, and physical processes into CPS.

This workpackage was led by KTH Royal Institute of Technology.

■ Task 3.1: Identification of major challenges to the industrial adoption of CPS

focusing on the integration of computation, networking and physical processes

towards the vision of CPS.

■ Task 3.2: Development of a CPS architecture that provides the necessary framework

for the development of CPS.

As part of Task 3.1, a comprehensive state-of-the-art analysis was conducted

within the field of autonomous CPS, Circular Manufacturing Systems, and Evolvable

Production Systems. Further research was also focused on Self-X behaviours, such as

self-adaptation, self-configuration, self-organisation, and self-learning to establish the

requirements of the CPS architecture.

Task 3.2 involved Quality Function Deployment methods focusing on the require-

ments established in Task D3.1, as a mechanism to measure the requirements to

form the new paradigm. The technical requirements were therefore prioritised and

mapped onto the 5 CPPS architecture and MAPE-K loop to build the new paradigm

of autonomous and sustainable manufacturing systems.

12



1.5. Other Related Activities

WP4: Autonomous, context aware manufacturing platforms. This workpackage was

led by the University of Nottingham.

■ Task 4.2: Development of a data model for proactive intelligent products.

■ Task 4.3: Development of adaption strategies for context-aware autonomous sys-

tems.

As an outcome of Task 4.2, two data models were designed: 1) a process data

model to represent manufacturing process requirements and production knowledge,

and 2) a runtime condition model to represent the capabilities and status of manufac-

turing resources. The main objective was to develop an intelligent product that could

potentially produce a new bill of process by matching these two data models.

Finally, the scope of Task 4.3 was to define an adaption strategy to reschedule

tasks in the event of unforeseen situations. This was carried out based on the data

models developed in Task 4.2.

1.5.4 Schools

Attending a series of school events was a key part of the DiManD project. The main

objective was to receive network-wide multidisciplinary training to gain scientific

knowledge and obtain complementary skills provided by academic and industrial

partners of the DiManD network.

■ Welcome Event: Introduction to the project (February 2020)

■ School event 1: Machine learning, deep learning, soft-sensors and datathon (Octo-

ber 2020)

■ School event 2: Cyber safety and security (March 2021)

■ School event 3: Distributed agent-based control (July 2021)

■ School event 4: Mixed reality systems (November 2021 - January 2022)

■ School event 5: Critical design review of the integrated training and demonstration

platform and workshop with industry (February 2022)

■ School event 6: Challenge-driven research for digital manufacturing (June 2022)
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1.5.5 Integrated Project

As part of the key activities of DiManD, the PhD student worked with other ESRs on

a collaborative integrated project for the national demonstrator and testbed for smart

manufacturing systems, namely Omnifactory, at the University of Nottingham.

The PhD student focused on designing a methodology to ensure the PLC program

is correctly implemented. This is key for the Omnifactory, as the PLC will need to

orchestrate new processes to address any sudden manufacturing needs. Hence, new

PLC programs should be frequently tested.

The roadmap of the integrated project consisted of the following stages, which

were held during the school events:

■ Introduction of the integrated project and demonstration platform Omnifactory

(Welcome event).

■ Preliminary design review with industry (School event 1).

■ Critical design review with industry (School event 5).

■ Presentation of the integration of the individual projects (School event 6).

1.5.6 Secondments

Secondments are activities undertaken to gain intersectoral and international expe-

rience while collaborating with other institutions. The PhD student carried out a

4-month industrial secondment at IDEKO in Spain (national secondment), one month

of stay at ULMA Embedded Solutions (UES) in Spain (national secondment), one

month of stay at the University of KTH in Sweden (international secondment), and

two one-month secondments at the University of Nottingham (UNOTT) in the UK

(international secondment). This section briefly describes the activities and outcomes

of these secondments.

IDEKO: the IDEKO Secondment was carried out in two rounds, which included

an early stay in the beginning of the thesis, and a final stay to finalise the results.

The main objective of the first stay was to gather industrial requirements and gain

expertise in the field of manufacturing technologies for machine tools. Specifically, the

industrial research context focused on digital twins for machine tools, and thus existing

needs and challenges with regard to digital twins and virtual commissioning were

explored. An industrial survey was carried out (see Section 4) to gather feedback from

the industry. This helped gain awareness of existing industrial needs and identify gaps
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for further research. During the final stay, we focused on the use case implementation,

in which we conducted experimental tests on their machine tool solutions.

UES: the main objective of the UES secondment was to gain knowledge in the area

of test management engineering. To this end, the PhD student received a training

course focused on the IBM test management platform. The training comprised

the development of test plans, test cases, test scripts and test suites, as well as the

management of test execution results.

KTH: this secondment focused on the study of manufacturing strategies to bench-

mark current manufacturing trends and lead the shift towards truly autonomous and

sustainable production systems. As an outcome, the ESRs Miriam Ugarte Querejeta

and Jose Antonio Mulet Alberola kicked off the deliverable under the supervision of

Prof. Antonio Maffei. In particular, the integrated business models of the engineer-to-

order paradigm were analysed.

UNOTT: the secondment involved two one-month stays, six months apart. The

first stay was mainly focused on the development of PLC programming and testing

solutions for the Omnifactory. The Omnifactory was used as a case study to test

our methodology, as part of the collaborative integrated project of DiManD. During

the second stay, a collaborative journal paper was written, which is intended for

submission to the Journal of Manufacturing Systems.

1.6 Document Structure

The thesis is structured as follows: the first part of the thesis corresponds to the

foundation and context. Chapter 1 introduces the main motivation of the thesis, the

employed research methodology, the contributions, the achieved publications and the

activities accomplished by the PhD student. Basic background, as well as terminology

used during the rest of the document, is provided in Chapter 2. Chapter 3 gives an

overview of the state of the art and highlights the most relevant studies related to

this thesis. An empirical survey is presented as preliminary work in Chapter 4. The

theoretical framework is explained in Chapter 5, including the research objectives, the

research hypotheses, an overview of the proposed solutions and the employed case

studies.

The second part focuses on test data generation for FBD programs. In Chapter

6 we provide a test generation and evaluation approach to generate mutation-based
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and coverage-based test cases, as well as the evaluation of the test cases to obtain

cost-effective metrics and test oracles.

The third part corresponds to test optimisation. Specifically, Chapter 7 presents a

multi-objective test selection methodology based on cost-effective metrics.

The fourth part corresponds to TIA Portal Testing. In Chapter 8 we present our

methodology to test Siemens PLC programs with the use of the virtual controller.

To conclude, in the final remarks part in Chapter 9, we summarise the contributions

of the thesis, we validate the hypotheses and we discuss the main limitations of the

proposed solution. Furthermore, we propose and discuss future research.
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2. TECHNICAL BACKGROUND

This research project has been conducted within the scope of Industry 4.0, with

the objective of contributing to an autonomous and sustainable manufacturing in-

frastructure in Europe. Our work focuses on the development of manufacturing

infrastructure that can quickly respond to turbulent market needs, by providing a

fast integration and configuration of CPS resources to maximise utilisation. Virtual
commissioning plays a key role in this project, as it ensures an agile integration

environment that tests and validates new configurations in the field.

PLCs are the core unit of the production system, and often require updates to

address new customer needs. Any such changes must be fully tested to ensure there

are no errors in the code. To this end, our study leverages advances in CPS testing
techniques and employs regression testing solutions to cost-effectively test recent

modifications in the PLC code. This will help maximise existing manufacturing

resources and deliver sustainability and competitiveness.

The aim of this chapter is to familiarise the reader with the aforementioned con-

cepts. As such, Section 2.1 introduces Industry 4.0, by describing the manufacturing

shift over the last years, and outlines the key technologies. In Section 2.2, we outline

existing virtual commissioning practices. Lastly, Section 2.3 details Software testing

practices, with a particular focus on PLC code testing.

2.1 Industry 4.0

Since the first industrial revolution, the manufacturing sector has undergone significant

periods of transformation to meet the rapidly changing needs of the market (Figure 2.1).

The first industrial revolution took place at the end of the 18th century, when water and

steam-powered machines were first introduced to mechanised production. In 1870,

electricity was harnessed as the primary source of power to meet the demands of mass

production, ushering in the second great transformation. During the third industrial

revolution, Information and Communications Technology (ICT) and electronics were

developed to deliver automated production systems.

Today, we find ourselves in the midst of the 4th industrial revolution, referred to

as Industry 4.0. The term originated in 2011 as “Industrie 4.0”, introduced by the

German Federal Government as a future project to build smart factories [Mac14].

Industry 4.0 brings together Cyber-Physical Systems, the Internet of Things (IoT),

and Big Data technologies that require dynamic, agile, and customised manufacturing

systems.

The shift from high-volume mass production to low-volume high bespoke has

led to various manufacturing paradigms, including Dedicated Manufacturing Sys-
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Figure 2.1: Industry evolution, from Industry 1.0 to Industry 4.0

tems (DMS), Flexible Manufacturing Systems (FMS), Reconfigurable Manufacturing

Systems (RMS), and more recently, Autonomous Manufacturing Systems (AMS).

Dedicated Manufacturing Systems: DMS are based on fixed automation intended

to address mass production requirements [GŚ12]. These comprise a series of fixed op-

erating machines designed to produce a single product at maximum efficiency [SMRM20].

Such systems are extremely rigid and can be difficult to alter when the demands of the

customer change [ZLGH06].

Flexible Manufacturing Systems: FMS offer higher product variability than DMS

as they are composed of machines that can produce a variety of products [Ren10].

FMS are suitable for medium to small batch production that produces families of

products in a flexible manner [GŚ12]. However, the range of flexibility is defined

beforehand and cannot immediately adapt as the market evolves [SMRM20].
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Reconfigurable Manufacturing Systems: The concept of RMS was defined by

Koren et al. [KHJ+99] as a production system designed to rapidly change its structure,

both in software and hardware, based on existing production capacity and functionality.

The structure of RMS is dynamic, unlike DMS and FMS and the reconfigurable

structure is achieved with modular hardware and software. Resources can be added

or removed as needed to increase or decrease production capacity. However, the

concept of reconfigurability is often limited to a family of products [ZLGH06], and

this primarily hardware-orientated paradigm can lack the intelligence to autonomously

adapt to sudden changes [SMRM20, MCS+22].

Autonomous manufacturing systems: Autonomous systems are machines (or

groups of machines) that can perform high-level task requirements without being

specifically programmed [Bek05]. Such systems automatically accommodate vari-

ations in environmental conditions [DCZ+19]. According to Park et al. [PT12],

autonomous systems require intelligent and cognitive resources to adapt the system in

case of disturbances. This also requires an autonomous control architecture to ensure

a proactive decision-making approach.

AMS have the ability to rapidly adapt to changeable environments. Adaptation

comprises a wide range of characteristics, from parameter to structural adaptation, and

activates all necessary modifications to accomplish manufacturing objectives in highly

changeable environments. Adaptation of control logic plays an important role when

adapting the behaviour to optimise given goals [PP17]. The system must first sense

changes in the environment and actuate accordingly to adopt the best strategy, thereby

ensuring that all necessary reconfigurations are carried out seamlessly.

Some of the key technologies of Industry 4.0 and AMS systems are described in

the following subsections.

2.1.1 Digital Twins

The nomenclature "digital twin" was coined by Grieves in 2003, who presented it as a

conceptual model in the Product Life-cycle Management (PLM) [Gri05]. However,

it was not until 2010 that NASA proposed the first definition of the concept as “an

integrated multi-physics, multiscale, probabilistic simulation of an as-built vehicle

or system that uses the best available physical models, sensor updates, fleet history,

etc., to mirror the life of its corresponding flying twin”[SCD+10]. This can be

considered the first approximation of a digital replica of a physical twin. Building

on this definition, Grieves presented a whitepaper in 2014 which defined the main

parts that constitute a digital twin. According to this work, a digital twin is composed
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of a physical product, a virtual product, and the connection of data and information

between the real and virtual spaces.

However, the composition of a digital twin might also include additional compo-

nents. Tao et al. [TZN19] proposed a five-dimensional digital twin, composed of a

physical entity, virtual model, data, services, and connections, as described in Figure

2.2.

Figure 2.2: Five-dimensional digital twin

■ Digital twin data: the digital twin can contain historical and real-time data during

the whole life cycle, including, but not limited to real data acquired from the

physical entity (e.g. attributes and properties) and its environment (e.g. sensor

data), synthetic data generated by the virtual model (e.g. simulation data), and data

obtained from the services (e.g. usage data).

■ Services: the service interface runs software applications and facilitates interaction

and communication between the physical entities and the virtual models, thereby

ensuring data accessibility.

■ Connections: these are the links that connect the data and information between all

the dimensions that comprise the digital twin.

■ Physical entity: an entity can be any physical asset, device, system, subsystem,

process, person, etc.
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■ Virtual model: the virtual model might consist of multiple facets to represent the

physical entity, comprehensive mechatronic models that include physics-based

models, geometrical models, 3D models, logical software models, and control

models, among others.

Considering the above definitions, we can say that the digital twin is the virtual

representation of a physical asset or system. The definition of the digital twin however

is subject to the level of automation of the data flow [KKT+18], which can be classified

into "digital model", "digital shadow", and "digital twin", as indicated in Figure 2.3.

The Digital Model is a virtual representation of a physical asset, but the communication

does not have an active data flow. It is similar to the standard simulation model. The

Digital Shadow goes one step further, it has a one-way active communication flow.

This means that it can automatically be synchronised with its physical asset, but not

the other way around. Lastly, the Digital Twin has a bidirectional data flow. As a

result, any change in the physical asset is mirrored in its virtual twin, and vice versa.

Figure 2.3: Digital twin, Digital Shadow, and Digital Model – adapted from [KKT+18]

The digital twin can be hierarchically categorised, and thus can be composed

of lower-level digital twins. Qinglin et al. [QTZZ18] and Tao et al. [TQWN19]

divided the digital twin into three different levels: unit level, system level, and System

of Systems (SoS) level. The unit level is the smallest unit and represents the field

equipment (e.g. sensors, actuators, devices, etc). The system digital twin is composed

of multiple unit-level digital twins (e.g. production line, shop floor, factory, etc), and

the SoS digital twin is made up of multiple system-level digital twins (e.g. cross-

company platform).

2.1.2 Cyber-Physical Systems

The term Cyber-Physical System is attributed to Helen Gill in her 2006 report from a

workshop at the National Science Foundation in the United States [Gil06]. They are

defined as systems with integrated computational and physical processes [BG11], in
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which computing devices interact with physical processes via actuators and sensors

[Alu15]. Nowadays, CPS are considered fundamental systems for Industry 4.0.

CPS can consist of more than one CPS device or multiple systems of CPS, as

illustrated in the CPS conceptual model by Griffor et al. (Figure 2.4 [GGWB17]).

Figure 2.4: CPS conceptual model [GGWB17]

In the manufacturing paradigm, the ISA-95 international standard defines a layered

hierarchical automation pyramid [PDK19], shown in Figure 2.5. The information

flows from the bottom to the top, and vice versa.

Figure 2.5: Vertical integration based on the ISA-95 pyramid – adapted from [PDK19]
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The lowest level is the “field level”, composed of sensors and actuators that

interface with physical processes. The “control level” includes control systems such as

CNCs and PLCs, which manage and control the resources of the field level. The third

level corresponds to the “production level” and mainly refers to Supervisory Control

and Data Acquisition (SCADA) Systems that monitor and control the production

line. The “operation level”, i.e. Manufacturing Execution System (MES), manages

and schedules the production line as determined by the “enterprise planning level”.

The highest level of the pyramid refers to business logistic systems, i.e. Enterprise

Resource Planning (ERP), which are responsible for order management and business

processes.

With the introduction of Industry 4.0 and smart manufacturing systems, how-

ever, the ISA-95 hierarchical architecture is evolving towards a distributed control

architecture (Figure 2.6), based on modular CPS components [MKB+16], [SGS18].

Figure 2.6: Distributed and decentralised CPS architecture

Every modular CPS component is sufficiently autonomous to participate in the

value stream of the production process [SGS18]. Thus, CPS components interex-

change information with other CPS systems, devices, or services (i.e. MES, ERP),

facilitating access to information. This architecture gives rise to a distributed and

decentralised control system.
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2.1.3 Programmable Logic Controller

PLCs are a type of CPS commonly used to control manufacturing processes in in-

dustry [LRP16, AA16, CTC17]. A PLC is an integrated device that consists of a

Central Processing Unit (CPU), memory, and input/output ports, which are used to

communicate with sensors, actuators and other devices in the system [Mad00]. The

control program of a PLC usually consists of a sequence of instructions divided into

blocks or sections known as "rungs" of logic. Each rung represents a specific task or

set of tasks, that the PLC is programmed to perform.

One of the main characteristics of a PLC is that the software running on these

controllers is executed in a cyclical manner [Mad00]. This means that programs are

repeatedly executed in loops (called PLC Scan Cycles), performing a series of tasks

in a predefined order. Output signals are therefore updated at the end of each scan

cycle based on the inputs and previous cycles internal states. This cyclical execution

of the control program allows the PLC to constantly monitor the status of the system

and make decisions based on the input it receives from sensors and other devices.

The PLC can therefore control the operation in real-time and adjust to changes in the

system as they occur.

PLCs can operate either as closed-loop or open-loop control systems [Bat96]. In

a closed-loop system, there is a feedback path between the controlled system and

the PLC. As a result, the PLC continuously updates the input based on the output

measured in the system. If no feedback path is required, the PLC is operated as an

open-loop control system, sending a predefined set of instructions which are then

executed without making any adjustments based on the resulting output.

The software running on these controllers is usually coded using one of the

programming languages defined in the IEC 61131-3 standard [TJ10]. These languages

can be text-based, like Structured Text (ST) and Instruction List (IL), and graphical-

based, such as Ladder Diagram (LD) and FBD.

The majority of PLC suppliers, however, exhibit varying levels of compliance with

IEC 61131-3 standard [EMLH10]. To address this issue, the international organisation

PLCopen1 proposed an open XML interface based on the IEC 61131-3 standard.

PLCopen XML is an Extensible Markup Language that specifies all the textual and

visual notations as indicated in the IEC 61131-3 [WF14]. As a result, PLCOpen XML

has been utilised in several studies [EČO+16, SJB18, LJB22a, SFB+15, WF14] to

promote interoperability and facilitates the exchange of FBD programs.

FBD is one of the most widely used PLC languages [VHDF+14] in Europe, thus,

our work focuses on testing FBD programs, following the PLCOpen XML guideliness.
1https://www.plcopen.org/
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2. TECHNICAL BACKGROUND

The following subsection provides more details about the FBD language.

Function Block Diagrams

FBD is favoured for its graphical nature. Programmers can create complex programs

by simply connecting a set of predefined blocks together.

In a FBD, Function Calls (FCs) and Function Blocks (FBs) are used to represent

specific processes of a control system, and the connections between them indicate the

flow of data. The main difference between FCs and FBs lies in the use of internal

memory states. While FCs only use input values to calculate outputs, FBs also use

internal memory states from previous cycles to generate outputs. In this way, FBs can

produce different results with the same input values, depending on the current internal

memory states.

The IEC 61131-3 standard defines 10 groups of standard FCs and 5 groups of FBs,

as defined in Table 2.1.

Table 2.1: IEC 61131-3 FC and FB groups

IEC 61131-3 FC IEC 61131-3 FB
Data type conversion functions Bistable elements (flipflop)
Numerical functions Edge detection
Arithmetic functions Counters
Bit-shift functions Timers
Logic functions Communication
Selection functions
Comparison functions
Character string
Functions for time data types
Functions for enumerated data types

2.2 Virtual Commissioning

Traditionally, CPS are tested and validated during the final stage of product deve-

lopment. This can often be error-prone, and can increase development costs and

time-to-market. To address these issues, virtual commissioning techniques have been

developed to improve system quality and test system behaviour. By using this method,

commissioning can be performed earlier in the development process, since it does not

depend on any physical resources.

Virtual commissioning is the practice of using virtualisation and simulation tech-

nologies that represent the physical system and/or controller in a virtual environment
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2.2. Virtual Commissioning

to validate the behaviour of the manufacturing system. Simulation technology allows

the development of system engineering alongside concept design. This means that

virtual commissioning can be done concurrently or consecutively with virtual design

prototyping and engineering, as opposed to traditional commissioning methods. The

ultimate goal is to perform partial validations and engineering designs in a virtual

environment early in the development process, without the need for a physical version

of the system. This significantly improves the design and overall quality of new

systems, minimising errors and costs.

There are different alternatives of commissioning, combining real and virtual

counterparts of the system under test [LP14], as illustrated in Figure 2.7.

Figure 2.7: CPS commissioning techniques

■ Traditional Commissioning: both the mechanical system and the controller are real.

The system is not tested until all necessary hardware, including the mechanical

system and the controller, is fully installed and connected.

■ Hardware-in-the-Loop (HiL): this approach was introduced as an alternative

method for reducing delays and addressing issues that may arise before the fi-

nal commissioning phase [ISS99]. In HiL systems, the mechanical system is

replaced with a simulated model that emulates the physical behaviour of the real

mechanical system. The real controller (such as a CNC or PLC) is used to control

the virtual mechanical system. The goal of this approach is to make the virtual

version of the mechanical system available before the real version is completed.

■ Reality-in-the-Loop (RiL): in contrast to HiL, which replaces the mechanical

system with a simulated model, the RiL approach uses the real mechanical system

and substitutes the controller with a simulated control system [AVB99].
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2. TECHNICAL BACKGROUND

■ Software-in-the-Loop (SiL): this technique involves using a virtual control system

and a virtual mechanical system, and the entire system is virtual. This includes the

control system, mechanical system, sensors, actuators, and the process itself. SiL

testing allows for the development and testing of the control system and mechanical

system in a virtual environment, which can be useful in the early stages [SHC+18].

Commissioning alternatives are on the rise with the introduction of Industry 4.0.

This new digital era has brought new technologies such as the digital twin to enhance

the virtualisation of factories. The digital twin has emerged as a promising simulation

technology, as it mirrors the current state of the physical assets, and can act on them

seamlessly. Hence, the use of digital twins can further boost the aforementioned

virtual commissioning practices.

Figure 2.8: Contribution of control software to project delay – adapted from [RW07]

The main objective behind these commissioning techniques is to verify that the

product meets the established quality standards and satisfies the customer requirements

before deploying it into operations. However, bad practices might cause severe delays

in this process. As reported in the study of [RW07], Eversheim [EKG90] identified

control system malfunctions as a significant cause of delays during commissioning,

particularly those related to untested or newly developed control systems. In addition,

the commissioning phase of a production system constitutes the 25% of the overall

development time, in which 90% of this time is related to delays caused by electric

and control devices, and 70% of the delay is attributed to errors in the control software

[VB97], as indicated in Figure 2.8.

This indicates that the control software must undergo a comprehensive testing

process early in the process to save costs and delays due to software malfunctions. To

this end, we present a methodology for testing PLC software using the PLC simulator,

which allows us to test the control system, without the need of any physical device.
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2.3. Software Testing

2.3 Software Testing

Testing is a critical aspect of software development, as it helps to ensure that a system

is functioning correctly and meets the specified requirements. There are various

testing methodologies that can be employed based on the information available when

designing test cases. These methodologies can be classified into three categories:

black-box testing, white-box testing, and grey-box testing.

■ Black-box testing: black-box testing (also known as functional testing or be-

havioural testing) is a software testing technique based on software requirements

and specifications. This technique lacks of internal knowledge, e.g. internal paths,

program structure, or implementation details [DJK12]. The program source code is

unknown, hence the name "black-box". Functional testing involves checking the

inputs and corresponding outputs to assess that it behaves as expected[NPHS16].

This technique is mainly focused on the functionality of the program, which is

based on the output obtained from a given specific input [NT11].

■ White-box testing: white-box testing (also known as structural testing) is a software

testing technique based on internal paths, logic, and code structure [DJK12]. It

uses the program source code as the basis to identify faults within the program code

structure, implementation, and logic [Gar17] by testing programming instructions

[NPHS16]. White-box testing examines the source code, i.e. execution flow,

through coverage (e.g. statement coverage, path coverage, branch coverage) to

ensure an acceptable level of testing [RGC14].

■ Grey-box testing: grey-box software testing combines the techniques of black-box

and white-box testing [CMK+22]. It features basic and limited knowledge of the

internal structure of the system [KK+12]. A white-box testing approach is used to

design the test cases, whereas a black-box approach is taken to test specified inputs

or requirements [DJK12]. Grey-box testing can identify defects that belong to the

structure or the application usage [AP12].

The aforedescribed testing methodologies are illustrated in Figure 2.9:

A classification of the most common testing techniques used in black-box, white-

box, and grey-box testing is shown in Figure 2.10. The classification is based on

the techniques referenced in the following articles: [Gar17, MPZ15, NPHS16, ND12,

KK+12, AP12, LM18].
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2. TECHNICAL BACKGROUND

Figure 2.9: Software testing methods

2.3.1 White-box Testing

White-box testing techniques can be used to uncover issues that may not be detectable

through functional testing alone. The structural design of the PLC code was known

in our case, hence, we applied white-box testing practices, which mainly rely on the

structural coverage. In the following subsections, we briefly describe two types of

white-box techniques utilised in software testing, which are categorised based on the

flow of the program (i.e. control flow and data flow).

Control Flow Coverage Testing

The basic testing model is the flow of control. Test cases are designed to exercise

all possible paths through the control structures of the program, and can include the

following criteria:

■ Statement Coverage (SC): every executable statement in the program is exercised

at least once.

■ Decision Coverage (DC): every decision in the program is exercised at least once.

■ Condition Coverage (CC): every condition in a decision must take all possible

outcomes at least once.

■ Condition/Decision Coverage (C/DC): combination of DC and CC criteria.

■ Modified Condition/Decision Coverage (MC/DC): all condition outcomes that

independently affect a decision outcome must be executed at least once, in addition

to C/DC.

■ Multiple Condition Coverage (MCC): every combination of condition outcomes

within a decision is exercised at least once, in addition to MC/DC.
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2.3. Software Testing

Data Flow Coverage Testing

This method focuses on the data flow of the program under test. It determines data

path relationships and dependencies, and the association between the definition of

a variable and its uses. It is based on the occurrence of variables, which could be a

variable definition or a variable use. Possible metrics include:

■ All c-uses coverage: all possible computations affected by a variable definition

should be exercised.

■ All p-uses coverage: at least one definition clear path from every definition of a

variable to every predicate use should be exercised.

■ All-uses coverage: all possible uses of a variable should be exercised.

■ All-paths coverage: all possible paths should be exercised.

■ All d-paths coverage: all possible data paths should be exercised.

■ All du-paths coverage: all possible definition-use paths should be exercised.

■ All-definition-use-pairs coverage: all possible pairs of definitions and uses of a

variable should be exercised.

The described approaches are conventional structural testing criteria based on

control flow graphs and procedural languages. However, FBD programs consist of

multiple input and output edges, and follow data flow graph models, such as Lustre

programs [LP05]. Hence, in Chapter 3 we analysed different coverage testing criteria

used in the literature, in which some of them directly employed conventional structural

testing criteria by converting FBD programs to control flow graphs, whereas others

defined new criteria that suits FBD characteristics.
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2. TECHNICAL BACKGROUND

Figure 2.10: CPS testing methods
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2.3.2 Mutation-based Testing

Mutation-based testing [PKZ+19] is a software testing technique that can be useful to

identify defects or weaknesses as it tests the resilience of the program to faults.

In this technique, the software under test is modified by creating small changes,

known as mutations. These mutants are then tested and the results are compared to

the expected behaviour of the original code. If a mutant exhibits divergent behaviour,

it is said to have been "killed" by the test which indicates that the test has uncovered a

problem with the mutant. If the mutant behaviour corresponds to the original program,

then the mutant has "survived", and might indicate a weakness in the program.

A wide range of mutant operators is used to reveal different types of faults.

These are created typically by replacing a statement or operator with a different

statement/operator of the same type. For instance, a logical operator (i.e. OR, AND,

XOR) is replaced with a different logical operator, resulting in a modified version of

the program. By way of illustration, if the original program contains the statement <if

(a AND b)>, a logical mutant might replace the AND operator with an OR operator,

resulting in the modified statement <if (a OR b)>. Alternatively, the OR operator

could be replaced with a XOR operator, resulting in the modified statement <if (a

XOR b)>.

2.3.3 Regression Testing

Regression testing verifies that no faults are introduced in the event of changes to the

existing system [LW89]. Regression testing comprises retesting, test selection, test

prioritisation, test minimisation, and augmentation approaches [Do16], as indicated in

Figure 2.11.

Figure 2.11: Regression testing methods – adapted from [Do16]

33



2. TECHNICAL BACKGROUND

Regression test selection and minimisation techniques aim to reduce testing costs

by selecting a subset of test cases. Regression test prioritisation, on the other hand,

aims to test the whole test suite by ordering the test cases in a cost-effective manner,

e.g. detecting faults as early as possible, detecting as many faults as possible, etc.

Test selection techniques can be particularly useful for testing highly configurable

CPS, as there are many possible variants and configurations that must be tested

[MASE17]. These are cost-effective approaches that reduce the overall time and effort

required for analysis, while still ensuring that the most critical aspects of the system

are thoroughly tested.

There exists a wide range of test selection techniques for regression testing, as

discussed in the literature review carried out by Engströem et al. [ERS10] and Yoo

et al. [YH12]. Specifically, search-based approaches have become of great interest

within the last years [YH07, RRV19, AWM+19, PODPDL14, HB10]. In the present

study, our focus is on search-based test selection, as we aim to guide the search process

maximising given objectives.

Search-based Software Testing

Search-based software testing (SBST) can be an effective approach for regression

testing, as it can help automatically select and prioritise the test cases that are most

likely to uncover defects or problems in the system.

Search-based testing uses search algorithms and heuristics to automatically opti-

mise a testing problem according to a test adequacy criterion, also known as a fitness

function. The role of the fitness function is to capture a test objective that makes a

contribution to the desired test adequacy criterion. The search algorithm then seeks

test inputs that will maximise the predefined test objective, by searching through the

space of possible test inputs and configurations.

Genetic algorithms (GAs) are a type of optimisation algorithms that are commonly

used in SBST. They mimic the process of evolution and natural selection to find the

optimal solution to a given problem. A group of individuals is first randomly generated

as the starting population and then evaluated by a selection operator to determine their

fitness. The crossover operator combines the traits of these fit solutions (parents) to

create new offspring solutions (children). Finally, the offspring solutions undergo a

small random change through a process called "mutation". This helps to diversify the

population and prevent premature convergence, where the population becomes too

homogeneous and stops improving.
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3. STATE OF THE ART

In this chapter, we review the relevant literature and highlight those studies most

related to the topic of this thesis. A critical analysis of the state of the art in the use of

the digital twins for virtual commissioning and PLC testing techniques is presented,

and research opportunities are identified.

3.1 Digital Twins in Manufacturing

The digital twin has drawn widespread attention with the implementation of Industry

4.0 in the manufacturing sector. Figure 3.1 presents the results of a literature search

using the keywords "digital twin" and "manufactur*" in Web of Science (WOS) and

Scopus from 2010 to 2022. The results indicate that the concept of the digital twin

was not extensively utilised in the manufacturing field until 2016. Since then, the

number of publications related to the subject has grown exponentially.

Figure 3.1: Digital twin and manufacturing related publications

Given the considerable interest in this field of study, we aim to determine the

primary purpose and usage of digital twins in the manufacturing industry. To this

end, we evaluate digital twin-based applications throughout the entire lifecycle of an

asset, starting from design and development, and finishing with the operational and

maintenance phases. Our goal is to gain a deeper understanding of how digital twin

technology is being used, as well as identify gaps and areas for improvement in the

current usage and application. To this end, we conducted a snowballing search in the

study of Jones et al. [JSN+20], and the resulting studies are described in Table 3.1.
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The selected applications were classified according to the most suitable stages

of the lifecycle during both the development and operational phases of a CPS. The

development phase involves the design, engineering, and integration phases, and

requires testing practices for the verification and validation of the model before being

released. Once the development process is completed, the product is realised into

operations and service. The latter however could be fed back to the development

phase, by following a DevOps approach [QES20], ultimately enabling a continuous

and agile production system. To this end, we classified the use of the digital twin

according to the most suitable stages, as indicated in Table 3.2. This helps us have a

better picture of existing practices and identify potential needs.

Table 3.2: Classification of digital twin applications

Development Operations
Citation Design Engineering Commissioning Operations Service

[BMKW18] X

[SBL+20] X

[WWY+20] X

[LZY+19] X

[DEA+19] X

[KCK19] X X

[ZQZ+20] X

[ZS20] X

[LLY+20] X

[ZYC19] X

[BS19] X

[MPPU19] X

[TLNN18] X

[LLKM18] X

[YTYT17] X

[GBK+16] X

[SAMW17] X

[SKH18] X

[EE18] X X X

[USL+17] X

[SWCL17] X

[TIES11] X

[LML+17] X

[Rod17] X

[BGS+18] X X X

[BHO+18] X

[GZSZ19] X

[AGS17] X X X
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3.1. Digital Twins in Manufacturing

[CSCL17] X X

[BCMV17] X

[MAH18] X

[TWE18] X X

[TSL+19] X X

[DB18] X

[DE+18] X

[ZLCX18] X

[AGN18] X X

[WW19] X

[LZLC19] X

[ZZT18] X X

[DR18a], [DR18b] X X X

[KMT+17] X

[MRNF18] X

[LWIL20] X X X

[DDG+18] X X

[HG+17] X X X

[SPAR18] X X X

[TLHN20] X X

[TW20] X X

[Jan18] X X

[EA20] X X X

The results of this categorisation are depicted in Figure 3.2 and Figure 3.3, which

provide an overview of the digital twin throughout different stages of the lifecycle.

Figure 3.2: Classification of digital twin applications throughout the lifecycle
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Figure 3.3: Classification of digital twin applications into development and operations

On the one hand, Figure 3.3 reveals that the digital twin is mostly employed during

the operations, service, and design phases, but its application during the integration

phase is limited. This suggests untapped potential for the digital twin in this area,

and highlights a pertinent field of study. On the other hand, Figure 3.2 shows that

most applications and use cases are in the field of operations and development, with

operations as the primary area of focus. However, limited research has been carried

out into the potential use of digital twins in both the development and operations

cycles (i.e. DevOps).

DevOps approaches are being used widely in software development, specifically

for web-based applications, delivering faster applications and automating the develop-

ment and deployment of web-based applications from end to end [EGHS16]. In recent

years, the CPS domain has also started to leverage DevOps practices. Garcia and Cabot

applied DevOps practices at the model level for the very first time [GC19], and a few

studies explored DevOps for model-driven engineering of CPS [WBCW20, CW20],

and continuous deployment, monitoring and validation of CPSs [GAA+21]. More

recently, Hasselbring et al. [HHL+19] proposed industrial DevOps as an approach to

introduce methods and culture of DevOps into industrial production environments, and

Hegedũs et al. [HVF] presented a new workflow for the development and deployment

of industrial IoT and CPS devices based on DevOps practices. Similarly, Hugues et

al. [HHHY20] presented TwinOps as a process that unifies Model-Based engineering,
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3.2. Virtual Commissioning

Digital twin and DevOps practices for the engineering of CPS. Given the interest in

DevOps practices in the CPS domain and industry, the manufacturing industry could

benefit from implementing a DevOps approach to create a continuous production

system. This indicates an area of opportunity for future research, in which the digital

twin could be used to adopt DevOps practices in the manufacturing sector.

3.2 Virtual Commissioning

Commissioning, the last step in the development process, is crucial to ensure the

system is properly verified and validated before it is deployed into operations. One

effective way to achieve this is through the use of virtual solutions which simulate the

behaviour of the system in a virtual environment. Virtual commissioning has been a

subject of study for the past decades [HSMP10], and has attracted great interest with

the emergence of Industry 4.0.

Research has shown that virtual commissioning can significantly reduce commis-

sioning time by up to 75%, as shown in [KPL+11]. Nevertheless, with the increasing

digitisation of industry, new technologies have become available that can be used to

further enhance the digitisation of commissioning practices.

3.2.1 Digital Twin-based Virtual Commissioning

Digital twin technology synchronises the virtual model of a system or process with its

physical counterparts in real-time. This helps address the issue of model inconsisten-

cies that can arise in traditional virtual commissioning practices, potentially saving

time and effort (as described in [TLHN20]). As such, Xueming et al. [SBL+20]

introduced a digital twin-based approach for assembly commissioning to improve

efficiency and quality. The implementation of this technology resulted in a 37.5%

reduction in assembly time compared to traditional methods, and a significant im-

provement in assembly quality. Additionally, Schamp et al. [SHC+18] conducted a

small-scale test of digital twin-based virtual commissioning and found that it led to a

75% reduction in debugging time, and a 31% improvement in quality.

Digital twins have been also exploited to test and validate configuration changes

before they are deployed, which can optimise the continuous integration process. For

example, in a study by Talkhestani and Weyrich [TW20], the use of a digital twin

for testing the reconfiguration of an intelligent warehouse resulted in a reduction in

reconfiguration process time of up to 58%. Other studies have also demonstrated the

potential of digital twins and virtual commissioning for simulating and optimising the

reconfiguration of production systems, such as a modular reconfigurable plug-and-play
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conveying system (Hofmann et al. [HUL+18]) and a newly configured system of

a fluid power machine (Alt et al. [AMMS18]). All of these studies highlight the

potential benefits of using digital twins and virtual commissioning to improve the

efficiency of reconfiguring production systems.

In the machine tool industry, the potential application of digital twins to HiL and

SiL machine testing and system validation early in the process has been demonstrated.

Shen et al. [TLHN20] proposed a digital twin-based virtual commissioning approach

for CNC machine tools. This methodology involves creating a unified model using

various engineering modules and a mapping strategy. Several virtual commissioning

practices have also been developed that use a variety of models, including automation,

electric, and kinematic models. For example, Janda [Jan18] designed a HiL solution

that utilised a Siemens NX 3D mechatronic model, a Simit communication bridge,

and a Sinumerik 840D control system to create a digital twin of a heavy machine tool.

In contrast, Edgar and Montero [EA20] developed a SiL solution using Siemens NX

MCD, Simit, PLCSim advanced, and a TIA Portal automation solution. Table 3.3

summarises some of the commercially available simulation and emulation tools which

support virtual commissioning.

The recently launched Siemens SINUMERIK ONE is the only holistic solution

that integrates all simulation models (mechanical, automation, control, etc.) into a

single environment or hardware. However, this solution is vendor specific as it is

limited to Siemens products. This presents a significant drawback, as there is no

option to integrate components from different manufacturers.

3.3 Testing of FBD-based PLC Programs

Traditionally, functional testing and validation of PLCs has been a time-consuming

and labour-intensive process, as it often requires manual testing using the physical

hardware [VHFST15, SCN+21]. However, there has been a growing interest in

automating PLC testing to improve efficiency and reduce the amount of manual work

involved. Research has focused on developing methods and tools to automate the

testing process.

There have been many efforts to use formal methods to verify the correctness of

FBD programs. A common approach is to use model checking, which is a technique

which formally verifies the behaviour of a system against a formal specification. In this

regard, some researchers [SF11, dSdABG+08, EDB+13] have used timed automata

for real-time verification by converting FBD to UPPAAL [BDL04] timed automata –

an integrated tool environment for modeling, validation, and verification of real-time
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Table 3.3: Simulation and emulation tools for virtual commissioning

Tool Characteristics
Siemens NX MCD - High level of integration between different engi-

neering disciplines
Siemens SINUMERIK ONE - Capacity to create the digital twin from one engi-

neering system
Siemens Process Simulate - Validation of assembly lines

- Optimisation of production lines
Siemens Plant Simulation - Analysis of material flow

- Discrete event simulation
- Optimisation of material handling, logistics oper-
ations, and resource utilisation

Dassault Delmia - Precise virtual production system
- Simulation and optimisation of manufacturing
assets with production planning

ISG Virtuos - Real-time control (<1ms)
- Operations with controllers and field buses

Simumatik 3D - Open emulation platform
- Server-client architecture
- Compatible with different PLCs
- Ideal for education but also suitable for profes-
sionals

Emulate3D - Compatible with different PLCs
- Offline digital twin
- Support to virtual and augmented reality

XCelgo Experior - Compatible with different PLCs
- .NET-based development environment
- Physics simulation, discrete event simulation, 3D
graphics

systems. Others have focused on using binary decision diagram-based symbolic model

verifiers (SMVs) to verify the correctness of PLC programs [PMLK13, PE10, JJC+10,

YCJ08]. Additionally, some works have used Petri nets as a tool for the verification

of PLC programs [BMMP00, VDJB14]. However, it is still challenging for engineers

without expertise in formal methods to write specifications for PLC programs.

In light of this, several research efforts have attempted to automate the genera-

tion of IEC 61131-3 code using standardised modelling languages such as Unified

Modelling Language diagrams (UML). UMLs are a widely-used graphical represen-

tation for specifying, visualising, and documenting the design of software systems.

For instance, Vogel-Heuser et al. [VHWK05] described a method for automatically

generating IEC 61131-3 code from UML diagrams. Similarly, Hussain et al. [HF06]
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and Hametner et al. [HKVH+13] proposed a dynamic test case generation approach

that is based on UML state charts and the IEC 61499 standard [Vya09]. Mapping

UML diagrams to FBD can be complex, however, because it involves translating the

graphical representation of the system in the UML diagram into the specific instruc-

tions and logic of the IEC 61131-3. This requires a detailed understanding of both

the UML diagram and the IEC 61131-3 FBD language, as well as the relationships

between different elements in the diagram and the corresponding blocks. Moreover, it

can be challenging to map all the FBD information in a clear and accurate way.

On the other hand, the automation and testing of PLC programs is an active area of

study. Functional testing, which involves conducting tests based on the requirements

of a control system, is a common approach for testing PLC programs. Traditionally,

functional testing of PLCs has been carried out manually, which is time-consuming

and error-prone. This is particularly challenging in the case of highly reconfigurable

PLCs, as exhaustive testing is necessary each time there is a new modification in the

code. Automation in PLC testing practices is therefore crucial.

Fernandez et al. [FBM13, BVBS19] have been actively working on the automa-

tion and testing of PLC programs. In particular, they analysed algorithmic formal

verification and automatic testing for PLC validation and testing. Their latest study

[BVBS19] was primarily focused on continuous integration, which is considered to

be a key component in ensuring an agile software development and testing process.

In this context, Talkhestani et al. [TJL+19, TBSW20] proposed the use of a digital

twin as an agile technology to automatically generate control codes for new machines,

using the Anchor Point Method. The method focuses on the automatic detection of

changes and the adjustment of the digital twin model. The resulting PLCs codes are

generated using Siemens TIA Portal. Similarly, Koziorek et al. [KGK+19] suggested

using TIA Portal as a tool for automating PLC code generation and testing activities.

The aforementioned studies have made substantial progress towards automating

PLC testing to reduce manual labour. However, to the best of our knowledge, they

have not put the spotlight on the internal design of PLC programs, which may not

be efficient at identifying implementation errors. As a result, automated structural

testing of PLC programs has emerged as an area of interest in the field of industrial

automation. By automating structural testing, the efficiency and effectiveness of PLC

testing can be increased by reducing the time and effort needed for testing, and by

offering a more comprehensive evaluation of the control system.
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3.3.1 Control Flow Testing

Some authors have focused on control flow-based test data generation, similar to those

implemented in procedural languages.

In this regard, Enoiu et al. [ESP13, EČO+16] presented a structural test generation

approach for FBD programs using the UPPAAL model checker. They introduced a

tool called CompleteTest, which can automatically convert FBD programs into timed

automata models and generate test suites. They also defined testing criteria for FBD

programs based on control flow-based coverage criteria, such as decision coverage,

condition coverage, and MC/DC. In a similar vein, Wu and Fan [WF14] designed an

automatic test case generator for FBD programs using the UPPAAL model checker,

named FPCCTestGen. Using this approach, they automatically transformed FBD

programs into timed automata models to generate test cases. However, both these

approaches require the conversion of FBD programs to intermediate state chart models

or control graphs. This adds some complexity and does not accurately represent data

flow relationships of the respective FBD blocks [HKVH+11].

Similarly, Lahtinen [Lah14] developed a model-based test generation approach,

in which FBD programs are manually modelled into binary-decision diagrams. Test

requirements are then automatically generated and transformed into temporal logic

formulas for property checking. This approach also offers automatic test generation

for FBD programs, but first they need to be manually modelled into binary decision

diagrams, which can be an error-prone and time-consuming task.

Jee et al. [JYC05] applied control flow coverage criteria to evaluate FBDs by

transforming them into control flow graphs. They generated test cases that meet the

All-edges coverage criteria. Interestingly, the results indicated that control flow graphs

were not able to effectively represent the data flow characteristics of FBDs.

Other studies, such as Simon et al. [SFB+15] and Bohlender et al. [BSF+16]

used the Arcade.PLC model checker to generate test cases according to line or branch

coverage. However, it is important to note that once again, these methods require the

user to establish formal models before test cases can be generated.

In an alternative approach, Ulewicz et al. [UVH18] identified untested behaviour

without the need for formalised requirements or simulations. The study was carried

out based on statement coverage. However, this methodology entails the addition of

code instrumentation, which can be a cumbersome and laborious task to implement in

practice.

Thus it can be seen that various researchers have proposed different approaches

for test generation of FBD programs. However, all of these present certain limitations

such as the complexity in converting FBD to intermediate state chart models or control
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graphs, manual modelling, and instrumentation of the code. Further research is

therefore needed to address these limitations and develop more efficient and practical

approaches for the test generation of FBD programs.

3.3.2 Data Flow Testing

The field of data flow-based coverage testing for FBDs has been widely researched

in recent years, with a focus on developing more accurate coverage criteria that can

better represent the characteristics of FBD programs.

One of the most significant contributions to this research area was made by Jee

et al. [JYCB09]. They established new coverage criteria for FBDs based on formal

definitions of the internal design characteristics of FBDs. These new criteria are

founded on the data paths and Data Path Conditions (DPC) of the FBD to check the

data flow between the different blocks in the program, in contrast to control flow-

based coverage metrics. These criteria include Basic Coverage (BC), Input Condition

Coverage (ICC), and Complex Condition Coverage (CCC), as described below:

■ BC coverage: all distinct paths of the program must be exercised at least once. BC

coverage requirements therefore are defined by the DPC of all distinct paths in the

program under test.

■ ICC coverage: all distinct paths and all possible variations (i.e. true, false) for each

Boolean input edge must be tested.

■ CCC coverage: all distinct paths and all possible variations for each Boolean edge

must be tested.

In contrast, Maruchi et al. [MSS14] and Lee et al. [LKY21] presented a new

MC/DC-like Structural Coverage Criteria for FBD based on data path definitions.

They also presented a new criterion, named Propagation Toggle Coverage (PTC) to

check that the changes of all edges propagate to outputs independently. However,

these criteria could not assess all possible data paths of the FBD. Jee et al. criteria

results to offer a more comprehensive assessment of the FBD. Building on this work,

Jee et al. [JYCB09] and Song et al. [SJB16] further advanced the field by defining

calculation libraries for representative IEC 61131-3 based FCs and FBs. With this

foundation, Jee et al. [JSC+14] developed an automated test generation tool called

FBDtester, which conforms to FBD-specific coverage criteria without the need for any

intermediate models. However, this tool was limited to one PLC scan cycle, which

made it unable to properly represent the characteristics of FBD programs that require

various scan cycles or iterations. As a result, most of the FBD blocks such as timers,
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counters, etc., in which outputs are dependent on internal status, could not be tested.

To address this limitation, Jee et al. and Song et al. [SJB18] presented the next

version of the FBD tester, named FBDTester 2.0. This tool can automatically generate

coverage-based test cases for FBD programs using various scan cycles. The given

program and test requirements were defined from coverage constraints, and test suites

were generated to satisfy the test requirements using the Yices SMT (Satisfiability

Modulo Theories) solver [DDM06]. However, the solver used in this tool could not

solve non-linear equations, such as divisions, multipliers arithmetic equations, etc.

Coverage-based test generation has been proposed as a way to internally check

the structure of FBD programs in order to detect potential faults. However, coverage

calculation can be time-consuming as a large set of requirements must be defined and

assessed first to see if the defined assertions are satisfiable. This can be a challenge

for large and complex FBD programs. Additionally, the limitation of not being able

to solve non-linear equations in the solver used, also limits the applicability of the

test generation tool. These gaps could be addressed in future research to improve the

efficiency and effectiveness of coverage-based test generation for FBD programs, or to

explore other testing methods that could be used in conjunction with coverage-based

testing to enhance the detection of faults in FBD programs.

3.3.3 Mutation-based Testing

Ensuring the correctness and reliability of FBD programs is a crucial task. Mutation

testing is a widely used technique for fault detection in software engineering [JH10,

PKZ+19]. However, there is little research when exploring the use of mutation testing

to identify defects in FBD programs.

Enoiu et al. [ESv+16] proposed for the very first a mutation-based test generation

technique for FBD testing. They introduced six FBD specific mutation operators to

generate mutants. Their work relied on the UPPAAL model checker to automatically

generate mutation-based tests based on a combined timed automata model that con-

tained all the mutants and the given program. As a way to evaluate the effectiveness

of the testing methods, they used faults that were manually inserted by industrial engi-

neers. The results showed that mutation-based test generation can achieve better fault

detection than coverage-based test generation, but not as good as manually-created

test suites. However, mutation-based test suites are more efficient as they require less

testing time compared to manual test case generation.

Recently, Liu et al. [LJB22b] proposed the MuFBDtester, which is inspired on

their previously developed tool FBDTester 2.0. It utilises the same environment and

SMT solver-based technique as FBDTester 2.0. The tool automatically generates
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SMT constraints by merging the original program and its mutants, and it employs

13 different mutation operators. The proposed mutation-based testing was able to

detect a vast majority of artificial faults, including those that were not identified by test

suites generated to meet coverage criteria. The experimental results showed that the

MuFBDTester performed more effectively and efficiently on subject programs than

the approach proposed by Enoiu et al. [ESv+16]. Additionally, the MuFBDTester

supports more standard blocks and mutant operators than Enoiu et al.’s work.

As future lines, Enoiu et al. [ESv+16] proposed using advanced mutation operators

such as the feedback loop insertion operator, which is specifically designed for PLC

programs. They also suggested exploring higher-order mutations.

Mutation-based test generation techniques showed promising results in terms

of effectiveness. However, there are still gaps in the current research that need to

be addressed in future studies, such as reducing time and cost associated to these

techniques. Additionally, to the best of our knowledge, there is still a significant gap

in integrating PLC testing techniques in industrial environments.

3.4 Search-based Test Selection

In recent years, search-based methods have gained traction in the area of test case

selection to cost-effectively optimise tests. In particular, test selection has received

significant attention within the field of regression testing [ERS10], in which retesting

all test cases is time-consuming and costly.

Yoo and Harman [YH07] were the first to present a multi-objective Pareto effi-

cient search-based algorithm. They employed both two-objective and three-objective

formulations. In the former, they used code coverage as a measure of test adequacy,

and execution time as a cost. The latter combined coverage, cost, and fault history.

Since then, multiple studies have focused on multi-objective search-based algorithms

for CPS testing.

Among others, Pradhan et al. [PWAY16] described a search-based approach for

multi-objective test selection by defining one cost measure (time difference) and

three effective measures (mean priority, mean probability, and mean consequence).

Similarly, Lachmann et al. [LFN+17] proposed a multi-objective test case selection

technique, in which they defined seven different objectives for black-box testing. Arri-

eta et al. [AWA+18] also presented a black-box-based multi-objective test selection

approach to cost-effectively optimise tests. Specifically, they defined five effectiveness

measures (i.e. instability, discontinuity, growth to infinity, input-based test similarity,

output-based test similarity) and one cost measure (test execution time). In total, 15
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different objectives were derived by combining up to two effective metrics with the

cost. They used the popular Non-dominated Sorting Genetic Algorithm II (NSGA-II)

search-based algorithm, the results of which outperformed the baseline Random

Search (RS) performance. All of these studies focused on combining different fitness

metrics to cost-effectively select test cases.

More recently, [PODPDL14, AVAS23] proposed seeding strategies to introduce

some diversity when initialising search populations. On the one hand, Panichella

et al. [PODPDL14] proposed a diversity-based genetic algorithm that seeded the

initial population with orthogonal arrays. To this aim, they proposed a diversity-based

genetic algorithm (DIV-GA), in which the main loop of the NSGA-II is combined with

the diversity-preserving mechanism. They found that the presented diversity algorithm

outperformed the NSGA-II. On the other hand, seeding strategies to cost-effectively

select test cases were introduced by Arrieta et al. [AVAS23]. They defined four

seeding strategies to initialise the population of search algorithms. The approach was

integrated into the PlatEMO [TCZJ17] open-source platform, which is a well-known

multi-objective search library for MATLAB. They assessed four search algorithms (i.e.

NSGA-II, IBEA, SPEA2 and PESA-II) with 6 fitness functions. The results showed

that seeding strategies have great potential in multi-objective test selection problems.

Given frequently changing market needs, regression testing has been applied to

highly configurable CPS [ASEZ17, PSS+16] and product lines. Wang et al. [WAG15]

applied search algorithms to minimise the test suite for testing a product, while

preserving fault detection capability and testing coverage of the original test suite.

They defined four effectiveness measures (i.e. test minimisation percentage, pairwise

coverage, fault detection capability, and average execution frequency), and one cost

measure (i.e overall execution time).

An iterative test allocation for testing CPS product lines was defined by Markiegi

et al. [MASE17]. Their methodology is based on product selection and prioritisation

regression techniques, followed by an iterative test allocation mechanism that assigns

a set of test cases to each product. The iterative testing mechanism relies on multi-

objective search algorithms with the aim of optimising the fault detection capability,

test execution time, and test case appearance frequency when testing product lines

with multiple configurations. In a similar vein, A. Arrieta et al. [AWSE19] also

applied a search-based approach for testing CPS product lines in a cost-effective

manner. They empirically analysed various search-based algorithms to reduce fault

detection time, simulation time, and requirements covering time at each test level. The

results demonstrated that the selected search algorithms performed better than the RS

algorithm.
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Search-based multi-objective test selection strategies have been demonstrated

to cost-effectively optimise CPS testing. However, no studies have been found that

investigate optimisation methods for selecting test cases for PLCs which also consider

cost-effectiveness.

3.5 Critical Analysis of the State of the Art

In this section, we present a critical analysis of the current state-of-the-art in testing

highly configurable PLCs in the context of Industry 4.0, with the aim of identifying

potential research opportunities from the sections reviewed in the literature.

Digital Twins in manufacturing: The emergence of Industry 4.0 has led to the de-

velopment of new technologies and has created further opportunities for research. One

such area is the use of virtual technologies for commissioning, which has been shown

to significantly reduce time and costs. Several studies have proposed digital twin-

based virtual commissioning as a promising approach for the future of commissioning

systems. This idea has been discussed in [TLHN20, SBL+20, SHC+18].

Although the digital twin has generated great interest in the manufacturing sector,

it has yet to be widely adopted in practice. The most striking result to emerge from the

review of the literature (Table 3.2), is that most applications fall into either development

or operations, and very few attempt to address both cycles (Gap 1: limited use of

the digital twin for DevOps). This opens up new research opportunities, in which

the digital twin could be used to leverage DevOps practices in manufacturing, as

suggested by Hugues et al. [HHHY20], Hegedũs et al. [HVF], and Hasselbring et al.

[HHL+19]. The second major finding is that there are relatively few studies focusing

on the integration phase, covering CPS commissioning and testing practices, among

others (Gap 2: lack of digital twin-based applications in the integration phase).

Virtual commissioning: With regard to virtual commissioning tools, we identified 9

different products: Siemens NX MCD, Siemens Numerik One, Siemens Process simu-

late, Plant simulation, Dassault Delmia, ISG Virtuos, Simumatik 3D, Emuate3D, and

XCelgo Experior. Despite the wide range of solutions commercially available, Sinu-

merik is the only holistic solution integrating various simulation models in the same

environment. However, it is not vendor agnostic and is limited to the Siemens products

family (Gap 3: no vendor-agnostic and holistic solution for virtual commissioning).

Some authors have gone beyond virtual commissioning, by using the digital twin

to test and re-commission new configurations of CPS [TW20, AMMS18, HUL+18].
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Effectively, CPS are modular systems that can have multiple configurations by com-

bining different modules in the context of plug and produce. Scant attention has been

paid to the main actors in industrial automation, however, specifically PLCs in this

context (Gap 4: limited use of the digital twin for commissioning and reconfiguring

PLCs).

Testing of FBD-based PLC Programs: Testing PLCs is essential as these are the

core control system in the manufacturing industry. Given the existing disruptive

market needs, PLCs are likely to undergo further and frequent changes in the code. To

ensure the robustness and reliability of PLCs, thorough testing is necessary to identify

and address any potential weaknesses. For this reason, there is an increasing interest

in automating the integration and commissioning of PLCs to reduce manual labour

[BVBS19, TJL+19, TBSW20, KGK+19]. In terms of PLC software testing methods,

formal approaches, coverage-based testing, and mutation-based testing techniques are

among the most commonly employed.

Numerous studies have attempted to utilise formal methods for verifying the cor-

rectness of FBD programs. One popular approach is to use model checking, in which

several authors have employed timed automata models [FBM13, SF11, dSdABG+08,

EDB+13], SMV [PMLK13, PE10, JJC+10, YCJ08], Petri nets [BMMP00, VDJB14],

and UML diagrams [HF06]. However, these remain challenging for engineers without

expertise in formal methods, as they necessitate a comprehensive understanding of

IEC 61131-3 standard and the selected modelling language. Furthermore, a model-to-

model transformation process is required, resulting in a loss of information (Gap 5:

complex formal verification methods for FBD programs).

With regard to coverage-based testing techniques, two types of coverage-based

testing methods were identified: control flow-based and data flow-based. On the

one hand, [ESP13, EČO+16, WF14, HKVH+11, Lah14, JYC05, SFB+15, BSF+16,

UVH18] presented control flow-based test data generation techniques for FBDs,

similar to those implemented in procedural languages. Nevertheless, there are some

limitations to this approach, such as the complexity of converting FBDs to intermediate

state chart models or control graphs, manual modelling, and instrumentation of the

code (Gap 6: complexity of control flow-based testing methods for FBDs). On the

other hand, [JYCB09, LKY21, JYCB09, JSC+14, SJB18, DDM06] focused on data

flow-based methods, with the goal of providing more accurate coverage criteria that

can better reflect the characteristics of FBD programs with no further model-to-model

transformations (addressing Gaps 5-6 challenges). In particular, the FBDTester 2.0

presented by [SJB18] yielded promising results. The implemented solver could not
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address non-linear equations, however, which limits the applicability of the tool

(Gap 7: limitation of the FBDTester 2.0 in handling non-linear arithmetic functions).

Moreover, coverage calculation can be time-consuming as a large set of requirements

must first be defined and evaluated to determine if the assertions are satisfactory.

Mutation testing is another testing technique, widely used in software engineering

for fault detection [JH10, PKZ+19]. However, few studies have explored the use of

mutation testing to identify defects in FBD programs. [ESv+16] and [LJB22b] have

presented promising results, but there remain gaps in the current research that need

to be addressed, such as reducing the time and cost associated with these techniques

(Gap 8: lack of research on cost-effective mutation testing techniques).

Additionally, to the best of our knowledge, none of the aforementioned testing

studies have been implemented yet in industrial environments (Gap 9: lack of PLC

testing techniques in industrial environments).

Search-based test selection: In this context, search-based multi-objective test se-

lection strategies have been shown to be cost-effective in optimising testing for CPS.

However, to the best of our knowledge, there are no optimisation methods for select-

ing test cases for the PLC application domain (Gap 10: lack of search-based test

optimisation methods for PLCs). This could be due to the complexity and unique

characteristics of PLC systems.

Hence, this critical review of the state-of-the-art has identified a clear need for

efficient and effective test case selection methods to test FBD programs, so as to reduce

time and costs. Furthermore, no studies have been identified in which coverage-based

and mutation-based testing techniques have been implemented in industrial PLCs or

industrial PLC simulation environments. To address these gaps, the present body of

research focuses on:

■ Research Focus #1: Designing a vendor-agnostic virtual commissioning framework

that enables the continuous integration of PLCs following DevOps principles (Gaps

1-4).

■ Research Focus #2: Optimising the existing data-flow-based coverage and mutation

testing techniques to address a vast majority of IEC 61131-3 function groups (Gap

7).

■ Research Focus #3: Optimising tests to cost-effectively detect implementation

errors on FBDs (Gap 8, Gap 10).

■ Research Focus #4: Presenting a methodology to automate testing techniques on

industrial PLCs (Gap 9).
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4.1. Survey Design

In this chapter, we present the conducted industrial survey as a complementary

study to the state-of-the-art. The survey aimed to gain further insights into the

challenges faced by the industry in adopting digital twin and virtual commissioning

solutions, placing particular emphasis on Research Focus #1 and Research Focus #4

raised in Section 3.5.

According to the literature, the digital twin is widely recognised as the next

wave in modelling and simulation [RVWLB15]. Digital twins are well positioned to

enhance virtual commissioning practices, as they can address synchronisation issues

and misalignments between virtual representations and the physical system [QES20].

While virtual commissioning typically consists of various simulation technologies

commissioned in silos by distinct engineering disciplines, the digital twin integrates

all these models into a single framework.

Although a wide variety of tools and technologies are commercially available, no

existing solution integrates multiple domain simulation and emulation technologies

into a single and unified platform. As a result, companies are reluctant to invest in

simulation technologies for virtual commissioning, because the efforts required will

not yield a sufficient ROI. This poses a serious obstacle to the adoption of virtual

solution strategies.

Hence, in this chapter we present the results of a survey carried out to assess

industrial and academic readiness, and understand existing needs and challenges in

adopting virtual commissioning and the digital twin. This first-hand information is

essential to better align Research Focus #1 and Research Focus #4 with the industry

needs.

4.1 Survey Design

This section describes the design and structure of the empirical survey we conducted at

an industrial and academic level. Section 4.1.1 defines three sets of Research Questions

(RQs) related to virtual commissioning, digital twins, and testing procedures. Section

4.1.2 sets out the target population. Lastly, the structure and question flow is detailed

in Section 4.1.3.

4.1.1 Research Questions

The RQs were categorised into three groups. The first group were designed to deter-

mine industrial readiness for the use of virtual commissioning, and identify the main

gaps. In total six RQs were developed to gain insight into industry experience with

conventional commissioning practices, and understanding of the concept of virtual
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commissioning, including the benefits and challenges. These research questions are

directly linked to Research Focus #1.

■ RQ1.1. What are the main challenges in traditional commissioning?

■ RQ1.2. What is understood by “virtual commissioning” in industry?

■ RQ1.3. Does virtual commissioning involve different engineering disciplines?

■ RQ1.4. Is virtual commissioning carried out at earlier stages of the development

process?

■ RQ1.5. What are the perceived benefits of performing virtual commissioning?

■ RQ1.6. What are the main challenges posed by virtual commissioning?

The second set of RQs focused on the evaluation of industrial and academic

readiness in terms of the digital twin. To this end, four RQs were formulated, including

the definition of the digital twin, the degree of implementation level, and identification

of the main benefits and challenges. These research questions are directly linked to

Research Focus #1.

■ RQ2.1. What is understood by a digital twin?

■ RQ2.2. What is the degree of implementation of the digital twin in industry?

■ RQ2.3. What are the main challenges posed by the digital twin?

■ RQ2.4. What are the perceived benefits of the digital twin?

The third group consisted of four questions, focusing on testing procedures, the

need for automated testing practices, and the primary challenges associated with

testing. These research questions are directly linked to Research Focus #4.

■ RQ3.1. What are the tests carried out during the commissioning process?

■ RQ3.2. Are these tests automated?

■ RQ3.3. Is there a need for automating tests?

■ RQ3.4. What are the main testing challenges in the development and operation of a

machine tool?
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4.1.2 Target Population

The target population of the survey comprised both academic researchers and industrial

practitioners with experience in virtual commissioning projects. The population

included some of our industrial partners and stakeholders, ESRs, and beneficiaries

from the DiManD project.

Figure 4.1: Survey target population

This survey was conducted as part of the secondment activity at IDEKO. Hence,

we first surveyed IDEKO employees to gather feedback on the quality of the questions.

This step helped further refine the RQs, which were then shared with members of

Mondragon Corporation, a federation of worker cooperatives located in the Basque

Country, Northern Spain. Once the results were confirmed to satisfactorily address the

RQs, the survey was further circulated to a diverse range of companies and industrial

partners of IDEKO. These included global leaders in the machine tool sector, such

as Siemens, Fagor, and Volvo. In addition, the survey was also completed by the
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beneficiaries and ESRs of the DiManD network.

In total, 31 organisations were involved in the survey, from which 87 individuals

were contacted. These organisations were categorised as academia (in blue), research

centre (in black), or industry (in grey), as illustrated in Figure 4.1. Nevertheless, the

research centres under study were R&D companies and thereby, they were combined

with the industry category to simplify the analysis process and provide a clearer

distinction from academia.

4.1.3 Survey Structure

The survey consisted of 39 questions categorised into six groups, as depicted in

Figure 4.2. These included questions related to individual backgrounds, organisational

information, and technical questions addressing the three sets of research questions

(i.e. traditional and virtual commissioning, digital twins, and testing procedures during

commissioning). A copy of the questionnaire can be found in Appendix A.

■ Background questions (Q1-Q6): this block includes questions related to individ-

uals, such as gender, years of experience in the manufacturing industry, years of

experience in the organisation, and expertise in different technological areas.

■ Organisational questions (Q7-Q8): these encompass questions about the sector

and type of organisation of the surveyed participants, i.e. company, academia, or

research centre.

■ Technical questions: this section comprises 31 questions on topics such as tradi-

tional commissioning, virtual commissioning practices, utilisation of the digital

twin, and testing procedures:

▶ Traditional commissioning (Q9-Q12): the purpose of this block is to address

the difficulties commonly faced in conventional commissioning in response to

RQ1.1.

▶ Virtual commissioning (Q13-Q23): these questions address RQ1.2, RQ1.3,

RQ1.4, RQ1.5, and RQ1.6. Topics covered include the concept of virtual

commissioning, its benefits and challenges, the purpose of its application, the

engineering disciplines involved in the process, and the level of complexity

associated with virtual commissioning.

▶ Digital twin (Q24-Q32): this set of questions answer RQ2.1, RQ2.2, RQ2.3, and

RQ2.4, and are related to the definition of the digital twin, its advantages and

challenges, and the primary purpose of implementing a digital twin. However,
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Figure 4.2: Survey structure

some of the questions were conditional and thus could only be answered by

participants who had implemented this technology.

▶ Verification and validation tests (Q33-Q39): this block addresses RQ3.1, RQ3.2,

RQ3.3, and RQ3.4. These questions are related to the testing methodology, the

engineering disciplines involved, and any challenges faced when testing CPS.

4.2 Results

We obtained a total of 26 responses to the survey, of whom 12% were female and

88% male. Specifically, 23% of the participants had a background in mechanical
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engineering, 23% in electronics, 19% in automation, 12% in computing science, and

8% in ICT. The remaining 15% were from mechatronics, industrial organisation,

telecommunications, and systems engineering. Eighty-one % of the participants were

experienced professionals with over 10 years of experience. Half reported experience

in the machine tool manufacturing sector.

The survey was carried out as per the ethics requirements specified in the DiManD

project (Appendix B). To this end, the survey data was treated as confidential and

anonymous, and the results do not disclose any individual or sensitive organisational

information.

4.2.1 RQ1.1. What are the main challenges in traditional
commissioning?

The objective of RQ1.1 is to address the challenges associated with traditional com-

missioning, which is typically carried out at the end of the development process. This

approach is believed to be error-prone as the system is not tested until everything is

fully installed. Thus to gain insight from industry and academic experience related to

traditional commissioning we asked the participants to identify the most significant

commissioning issues from a number of options reported in the literature [LFM+19]:

time to market, limited option for error correction, unexpected problems arising from

errors in previous development stages, difficulties in testing the electrical system, and

development costs.

Figure 4.3: Challenges in traditional commissioning

Figure 4.3 highlights the principal difficulties in traditional commissioning for both

industry and academia. Unforeseen complications resulting from errors in previous

development stages is identified as the most critical. Another major concern for
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80% of researchers and 60% of industry practitioners is time to market. Moreover,

80% of industrial respondents believe there is little room for error correction. This

result reinforces Ch4 (time to market and costs), and identifies a clear need for virtual

commissioning to accelerate time to market, minimise commissioning errors, and

ultimately, reduce overall costs resulting from time delays and unexpected issues

4.2.2 RQ1.2. What is understood by “virtual commissioning” in
industry?

The practice of testing system behaviour with a virtual machine model before connect-

ing it to the real system is termed virtual commissioning. However, depending on the

virtualisation solution, virtual commissioning could take place in a number of testing

levels: HiL (real controller and virtual plant), RiL (virtual controller, real plant), and

SiL (virtual controller and virtual plant). It is therefore crucial that everyone employs

the same terminology and shares the same conceptual definition. RQ1.2 examines this

issue by asking survey respondents to select the definition closest to their particular

virtualisation solution.

RQ1.2 also seeks to broaden the definition of virtual commissioning, by highlight-

ing its key advantage: performing a series of collaborative verification tasks across

various engineering disciplines and throughout the entire development process.

Figure 4.4: Virtual commissioning definition

Figure 4.4 depicts the industry and academic definition of virtual commissioning.

The percentage of the population is set out on the Y axis, and the surveyed statements

of virtual commissioning are on the X axis.
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The figure shows that 80% of the industry primarily identifies virtual commission-

ing as the use of virtualisation and simulation technologies. Of these, 58% consider

the virtual representation of the production plant and/or controller. Those surveyed

in academia, however, also highlighted the performance of a series of collaborative

verification tasks across engineering disciplines and throughout the entire development

process. In contrast, only 47% and 58% of industry respondents selected these aspects.

This shows that industrial practitioners still lack sufficient understanding of the full

advantages of virtual commissioning, in which partially supports Ch6 (difficulty in

quantifying the ROI).

4.2.3 RQ1.3. Does virtual commissioning involve different
engineering disciplines?

RQ1.3 addresses the statement “virtual commissioning facilitates a series of collab-

orative verification tasks between multiple engineering disciplines”. To this end,

industrial and academic respondents were asked to identify the disciplines involved

in virtual commissioning. Figure 4.5 depicts the engineering disciplines on the X

axis (mechanical, electronic, CNC control and automata, software, robotics, design,

telecommunications, and systems engineers), and the percentage of the industry and

academic population on the Y axis.

Figure 4.5: Virtual commissioning practitioners

The results show a marked disparity between industry and academia perceptions.

Industry respondents selected CNC control and automation engineers (82%), elec-

tronic (65%) and mechanical engineers (59%), as disciplines most involved in virtual
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commissioning. In contrast, those surveyed from academia believe that software and

robotics engineers are critical (100%), while 75% also believe that systems engineers

are required. However, it is clear that a collaborative environment is crucial, as indi-

cated in Ch5 (lack of collaborative and holistic solutions), combining the diverse skill

sets required for successful virtual commissioning.

4.2.4 RQ1.4. Is virtual commissioning carried out at earlier
stages of the development process?

The statement “virtual commissioning facilitates a series of virtual verification tasks

throughout the whole development process” is covered in RQ1.4. Figure 4.6 illustrates

industry and academic perceptions of the stages of the development process (X axis)

in which virtual commissioning is mostly conducted. The figure shows that industrial

Figure 4.6: Virtual commissioning through the development process

practitioners show a marked preference for virtual commissioning at the final stage of

the development process, which leads to Ch4 (time to market and costs). Academic

respondents, in contrast, concur with the idea that virtual commissioning is carried out

at earlier stages including design, modelling, and engineering. These results reveal a

significant gap between academic and industry perceptions of virtual commissioning

during the development process.

4.2.5 RQ1.5 and RQ1.6. What are the main benefits and
challenges posed by virtual commissioning?

RQ1.5 and RQ1.6 concern the benefits and challenges of virtual commissioning, and

the responses to these questions are summarised in Table 4.1. These are partially
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aligned to Ch6 (difficulty in quantifying the ROI).

Table 4.1: Benefits and challenges of virtual commissioning

Benefits Challenges
Testing without disrupting the physical
system

Standardisation and interoperability

Higher test coverage Software functionality limitations
Ability to reconfigure virtually, and test
and validate the system before physical
commissioning

System variability

Reduced time to market, errors, and
costs

Validity and fidelity of simulation mod-
els

Better root cause analysis in case of fail-
ures

ROI: efforts vs benefits

Higher confidence during FAT and SAT Traditional mindsets
Quality improvement in final product Scope limited to PLC testing

Lack of required simulation fidelity de-
tails

4.2.6 RQ2.1. What is understood by a digital twin?

The concept of the digital twin has evolved over time and there is no single definition

of the term. RQ2.1, therefore, asks respondents to identify and define the key aspects

and components of a digital twin. Figure 4.7 plots the definition of a digital twin as

selected by respondents.

Both academia and the industry consider the digital twin as the virtual representa-

tion of a physical asset, and 67% of researchers believe it also represents a process,

human, performance, etc. Interestingly, only 50% of both sectors selected the practice

of using virtualisation as simulation technologies.

4.2.7 RQ2.2. What is the degree of implementation of the digital
twin in industry?

Industrial readiness for implementation of the digital twin is measured in RQ2.2.

Participants were asked to mark the degree of implementation from 0 (not imple-

mented yet) to 10 (fully implemented). The results are presented in Figure 4.8, which

categorises the degree of implementation as low (1-3), medium (4-6), or high (7-10).

As can be seen, 55% of industry practitioners have not yet implemented or have

a low implementation level of the digital twin. Partial implementation sits at 30%,

and only 15% confirm a high degree of implementation. These results would suggest
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Figure 4.7: Digital twin definition

Figure 4.8: Degree of implementation of the digital twin in industry

that the implementation of the digital twin for commissioning purposes remains a

work in progress, as indicated in Gap 2 (lack of digital twin-based applications in the

integration phase) identified in Section 3.5.

4.2.8 RQ2.3 and RQ2.4. What are the main benefits challenges
posed by the digital twin?

The principal benefits and challenges of the implementation of the digital twin in

RQ2.3 and RQ2.4 are detailed in Table 4.2, which is partially aligned to Ch6 (difficulty
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in quantifying the ROI).

Table 4.2: Benefits and challenges of implementing the digital twin

Benefits Challenges
Process optimisation Lack of data to train the simulation

model
Real time monitoring Model calibration and synchronisation
Virtual commissioning enhancement Data model adjustment: only necessary

at required level
Reduction of time and cost Standardisation of interfaces and inter-

operability
Quality improvement ROI: effort vs benefit
Remaining Useful Life (RUL) computa-
tion
Viability analysis

4.2.9 RQ3.1. What are the tests carried out during the
commissioning process?

Virtual commissioning verifies and validates the system before deployment to opera-

tions by performing a series of verification tasks (RQ2.1). These could include a wide

range of tests such as mechanical verification, validation of the PLC, validation of the

CNC configuration, CNC part program validation, controller hardware verification,

and electrical system verification.

Figure 4.9: Validation and verification tests
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Respondents were asked to identify verification and validation tasks performed

during virtual commissioning in RQ3.1. The results presented in Figure 4.9 show

that mechanical verification tests ranked the highest in industry (88%), followed by

validating the PLC, CNC configuration and CNC part program (69%). A further

44% of industry tests the controller hardware, and 31% verifies the electrical system.

Academia reported similar results, albeit with a slightly lower percentage. This clearly

indicates the importance placed upon validation and verification across all engineering

disciplines, thereby justifying the importance of our research focuses.

4.2.10 RQ3.2. Are these tests automated?

RQ3.2 was designed to identify current industrial testing practices for virtual commis-

sioning. Industrial practitioners were asked whether tests were performed manually,

with the help of software (semi-automated), or automated (Figure 4.10).

Figure 4.10: Testing procedures

The majority of tests are conducted manually in industry: mechanical verification

(82%), validation of the PLC (64%), validation of the CNC configuration (82%), CNC

part program validation (80%), controller hardware verification (88%), and electrical

system verification (57%). The highest occurrence of automation was PLC Validation,

however even in this instance, automated virtual commissioning accounted for only

45% of testing the PLC. A low level of automation was reported in the remaining

fields, (29%), and the highest level of semi-automated tests was CNC part program

validation (40%). These results are partially linked to Ch7 (time and effort required to

test PLCs) and Ch8 (dealing with frequent errors). This clearly indicated a lack of
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uptake of automated testing practices in the industrial sector. As a result, the industrial

survey supports the need of Research Focus #4 identified in the literature review.

4.2.11 RQ3.3. Is there a need for automating tests?

RQ3.3 asks industry and academic practitioners if it is beneficial to automate the

tests described in RQ3.1. Figure 4.11 depicts the percentage of those in favour of

automating mechanical verification, validation of the PLC, validation of the CNC

configuration, CNC part program validation, controller hardware verification, and

electrical system verification.

Figure 4.11: Need for automating testing practices

Automating tests for the validation of the CNC configuration, CNC part program

validation, and PLC validation scored highly for both academia and industry. The first

two are considered critical by academic respondents (100% believe these should be

automated), and were also selected by 82% of the industry. Ninety-two% of industry

practitioners think automating the validation of the PLC is crucial, in contrast to 67%

of academia. Those surveyed in industry also support automating the verification of

electrical system (67%), controller hardware verification (63%), and the verification

of the mechanical system (55%).

These results underscore the need for improved virtual commissioning testing

procedures by applying the aforementioned validation and verification tasks, further

reinforcing Research Focus #4.
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4.2.12 RQ3.4. What are the main testing challenges in the
development and operation of a machine tool?

Lastly, the challenges faced by industry in conducting verification and validation tests

are outlined in RQ3.4. The survey responses are depicted in Figure 4.12, including,

problems related to controller hardware and software, simulator/emulator software er-

rors, PLC related errors, malfunctions in the mechatronic system, communication and

integration issues, delays in execution time, lack of precision and stability, unexpected

circumstances, and problems arising from earlier development stages.

Figure 4.12: Testing challenges

The wide range of challenges inherent in the testing process are highlighted in

these findings, with unexpected circumstances and mechatronic system problems

ranking as the most common. Among other issues, PLC-related problems also appear

to be a significant challenge, further compounding the need for virtual commissioning

and testing practices indicated in our research focuses.

4.3 Discussion

The results obtained from our survey have reinforced the challenges claimed in

Section 1.1, as well as the research focuses stated in 3.5. The results clearly reveal an
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evident need for virtual commissioning to reduce time to market and commissioning

errors (Ch4: time to market and costs). It was encouraging to note that academic

respondents, for the most part, identified the potential of carrying out verification

activities across various engineering disciplines during the entire development process.

Nonetheless, the advantages of virtual commissioning remain under appreciated in

industry, and it is still relegated to the last stage of the development process (Ch4: time

to market and costs). Hence, there exists a need to encourage industrial companies to

conduct virtual commissioning throughout the whole development process (design,

engineering, commissioning) to reduce time to market, errors and costs.

There are several challenges to implementing digital twin and virtual commission-

ing in industry, in relation to Research Focus #1. One important consideration is that

the efforts required to invest in such technologies do not always yield the required ROI

(Ch6: difficulty in quantifying the ROI). Other concerns include standardisation and

interoperability (Ch3: interoperability issues), software limitations, lack of available

data and model adjustment, and accuracy of simulations. A traditional mindset in

industry was also flagged as a barrier to investing in such technologies.

The fact that the major part of testing practices are still conducted manually in

industry underpins Ch7 (time and effort required to test PLCs), and Ch8 (dealing with

frequent errors). This demonstrates an obvious need for automation, reinforcing the

need of Research Focus #4. In this regard, industry respondents did identify the benefits

of improving testing practices through automation. Accordingly, verification and

validation should be automated in the near future, to expedite virtual commissioning

practices and strengthen the competitive edge of industrial manufacturers.

4.4 Threats to Validity

4.4.1 Internal Validity

An internal validity threat is the sample size of the survey. This was mitigated in the

present study by selecting a wide range of industrial and academic participants with

diverse backgrounds (mechanics, electronics, automation, telecoms, computer science,

ICTs, etc.) and years of experience. The complexity and understandability of the

questions could also be considered an internal threat to validity. We provided simple

definitions of key vocabulary at the start of the questionnaire to reduce this threat.

Those surveyed were also given the option to make free comments on open questions

about specific topics.
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4.4.2 External Validity

The demographic makeup of the samples might be considered an external threat. This

concerns the participating companies, which were mostly restricted to the Basque

Country region in northern Spain. For this reason, it was not possible to generalise

the results. Rather, the findings can be considered representative of the machine tool

sector of that area, which accounts for the great majority of machine tool production

in Spain.

4.5 Conclusions

This chapter has presented the results of an empirical survey carried out to understand

existing needs and challenges in adopting virtual commissioning and the digital twin,

in line with our Research Focus #1. We took as our focus the machine tool sector and

research centres, located mainly in the Basque Country region of northern Spain.

The survey was designed to benchmark industry against academia and to gain

greater understanding of industrial needs and challenges in virtual commissioning

practices. Participants were asked to respond to three sets of research questions related

to: virtual commissioning practices, the technological readiness of the digital twin for

virtual commissioning, and testing procedures and practices when commissioning.

Overall, the findings show that industry lags behind academia. While the literature

on digital twin-based virtual commissioning is growing swiftly, the practical imple-

mentation of this technology is not yet appropriately addressed. As a result, there

remain several testing challenges that need to be resolved in industry.

The survey reveals a number of requirements that are essential for success in

industry:

■ Increasing awareness of the benefits of virtual commissioning (addressing Ch6:

difficulty in quantifying the ROI).

■ Conducting virtual commissioning early in the development process (addressing

Ch4: time to market and costs).

■ Promoting interoperability and standardisation (addressing Ch3: interoperability

issues).

■ Utilising high fidelity simulations (addressing partially Ch5: lack of collaborative

and holistic solutions).

■ Shifting away from the traditional mindset prevalent in industry (addressing Ch6:

difficulty in quantifying the ROI).
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■ Implementing a holistic multi-domain solution (addressing Ch5: lack of collabora-

tive and holistic solutions).

■ Adopting automated testing practices (addressing Ch7: time and effort required to

test PLCs and Ch8: dealing with frequent errors), as stated in Research Focus #4.

■ In overall, addressing the gap between research and industry (Ch9: lack of knowl-

edge transfer).

In the following chapters, therefore, we introduce a theoretical framework for

virtual commissioning (Research Focus #1), and present an automated testing metho-

dology for industrial PLCs (Research Focus #4) that incorporates software engineering

practices for PLC testing (Research Focuses #2-3).
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In this chapter, we present a theoretical overview of the dissertation. Four research

objectives (Section 5.1) are defined, together with the hypotheses (Section 5.2). A

theoretical framework for testing industrial PLC software in a cost-effective manner

is also proposed (Section 5.3). We then explain the case studies that were used

to validate the effectiveness of the solutions proposed in the theoretical framework

(Section 5.4). Lastly (Section 5.5), the case studies employed for validating each

contribution (Section 1.3) are outlined.

5.1 Research Objectives

In a volatile global marketplace, the manufacturing industry must respond rapidly and

with agility to constantly changing customer needs. The PLC is the main controller

of manufacturing systems, and thus PLC programs require frequent reconfiguration

to address new process requests. Hence, it is crucial that modifications to the PLC

code are thoroughly tested to eliminate errors, particularly when working with safety

critical systems.

At present, PLC testing is predominantly performed manually, which is time-

consuming and requires considerable human effort (see Section 3.5). Moreover,

manual testing is error-prone, which increases costs due to unexpected failures and de-

lays during the commissioning process. These disadvantages are further compounded

when testing highly reconfigurable PLC programs. In this regard, some authors have

focused on automating the testing process of these programs by generating automated

test cases. However, the cost-effectiveness of these tests is yet to be optimised, and

their transfer to industrial PLCs remains a significant challenge.

Hence, the main goal of this research work is to:

Provide a methodology to cost-effectively test and commission highly recon-

figurable industrial PLC programs.

To achieve this end, the first objective (Objective 1) is to build an interoperable

framework that enables the continuous commissioning of PLCs (derived from Re-

search Focus #1). Three technical objectives are also defined to cost-effectively test

and commission PLC programs within this framework:

■ Objective 2: develop a tool to automatically generate and evaluate test cases for a

wide range of IEC 61131-3 standardised FBD programs (derived from Research

Focus #2).
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■ Objective 3: develop and evaluate test case selection metrics and algorithms for

highly reconfigurable PLCs (derived from Research Focus #3).

■ Objective 4: develop and evaluate a methodology to automatically perform SiL-

based commissioning on industrial PLCs (derived from Research Focus #4).

Table 5.1 summarises the relationship between the identified gaps, research fo-

cuses, and objectives:

Table 5.1: Relationship between objectives, research focuses and gaps

Objectives Research focuses Gaps
1 1 1, 2, 3, 4
2 2 7
3 3 8, 10
4 4 9

Each of the objectives defined here is directly linked to the following technical

contributions:

■ FBDTester 3.0: coverage-based automated test generation and execution tool for

IEC 61131-3 FBD programs. This module extends on a previous work [SJB18]

to automatically create coverage-based tests and evaluate test cases. This new

version uses a new solver to solve non-linear arithmetic functions defined in the

IEC 61131-3 standard (Objective 2). It also includes a new functionality to execute

and obtain cost-effective data measurements, as well as test oracles of the subject

tests (Objectives 2-4).

■ MuFBDTester 3.0: mutation-based automated test generation tool for IEC 61131-3

FBD programs. This module is also based on [SJB18] to automatically gene-

rate mutation-based tests for the vast majority of IEC 61131-3 function groups

(Objective 2).

■ A multi-objective search-based test selection approach to optimise the selection of

tests in a cost-effective manner (Objective 3).

■ A methodology to automatically test Siemens-specific PLC programs in TIA portal

using test oracles (Objective 1, Objective 4).

5.2 Research Hypotheses

Based on the above objectives, the following research hypotheses were defined:
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■ Hypothesis 1: coverage-based and mutation-based testing enables the automated

generation of test cases for most of the IEC 61131-3 function groups, including

complex and non-linear arithmetic functions. This hypothesis corresponds to

research Objective 2.

■ Hypothesis 2: search-based test selection algorithms optimise the selection of the

generated test cases in a cost-effective manner. This hypothesis corresponds to

research Objective 3.

■ Hypothesis 3: the automated PLC testing methodology can test highly reconfig-

urable industrial PLCs with the use of test oracles. This hypothesis corresponds to

research Objectives 1-4.

5.3 Overview of the Theoretical Framework

The digital twin is an agile framework that greatly enhances the capacity of manu-

facturing systems to meet frequently changing market needs. Hence, we introduce

the digital twin as the enabler of DevOps across the product life cycle of a shop

floor [QES20], as described in Figure 5.1. In this case, the digital twin technology

reduces the gap between development and operations as it seamlessly interchanges

data throughout the entire life cycle.

In this way, new customer requirements can be addressed on the go, by providing

a proactive and continuous optimisation process. This continuous production system

could make the shift to virtual commissioning, and reduce development costs and time

to market.

Figure 5.1: Digital twin-enabled DevOps approach [QES20]
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Our methodology is implemented in the integration stage of the PLC development

process, in which we propose a mechanism to cost-effectively validate the logic of

PLC programs for subsequent SiL testing, as illustrated in Figure 5.2.

Figure 5.2: Digital twin-based continuous testing of PLCs

Digital twins are well positioned to enhance virtual commissioning practices, as

they can address synchronisation issues and misalignments between virtual represen-

tations and the physical system [QES20].

Despite the wide variety of tools and technologies commercially available, no

existing solution integrates multiple domain simulation and emulation technologies

into a single and unified platform. As a result, companies are reluctant to invest in

simulation technologies for virtual commissioning, because the efforts required lack

justification in terms of ROI. This poses a serious obstacle to the adoption of virtual

solution strategies.

To this end, we present a digital twin-based theoretical framework that could be

used to enhance virtual commissioning practices in the manufacturing sector. We

defined a four-layer digital twin architecture, in line with the digital twin-based virtual

commissioning concept of Shen et al. [TLHN20].

The physical layer consists of two different automation levels, i.e. machine level

and cell/production line level, as illustrated in Figure 5.3.

1. Machine level: an individual machine tool that comprises a single CNC, PLC

79



5. THEORETICAL FRAMEWORK

and/or robot.

2. Cell/Production level: multiple machine tools together with multiple controllers

(i.e. CNC > 1, PLC > 1).

The cyber layer comprises the digital twin of the physical devices, coupling

multiple domain models. These are made up of a wide range of vendor-specific

controllers and simulation technologies.

The principal challenge of a virtual commissioning system is the integration of

a broad set of vendor-specific controllers and simulation technologies into a single

environment. For this reason, an interoperable gateway is employed as a middleware

to seamlessly integrate all these devices into a collaborative platform. The middleware

in this case should not only provide communication exchange among the devices, but

also offer a mechanism to retrieve operational data and define functions or specific

tasks and services. This follows the 5-dimensional digital twin architecture defined by

Tao et al. [TZN19].

Figure 5.3: Digital twin-based virtual commissioning architecture – based on
[TLHN20]

Our approach, however, does not rely on the application layer and is primarily

limited to the cyber layer. We utilised an offline PLC Virtual Controller (Digital

Model) to simulate the PLC Controller. Nevertheless, the proposed methodology and

process should still hold valid with a fully synchronised PLC Controller.

Figure 5.4 illustrates our methodology to cost-effectively test the software of

highly reconfigurable PLCs in industry. The methodology was implemented in the
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Siemens TIA Portal environment, which is designed to program, simulate, and test

PLC programs. A SiL approach is proposed to validate the changes before commis-

sioning and deploying the new PLC code into operations. At the time of writing, not

all systems were in place, and our case studies were conducted in an offline simulation

environment. In future works, however, we envisage a fully online digital twin-based

PLC commissioning solution, based on the present simulation-based testing approach.

Figure 5.4: Overview of the methodology

We designed a vendor-agnostic and interoperable solution (Objective 4) applicable

to a wide range of IEC61131-3 standardised function groups, including non-arithmetic

functions (Objective 2).

Our test solution is based on the FBDTester 2.0 and MuFBDTester developed by

Korea Advanced Institute of Science and Technology (KAIST) university [SJB18],

which generate coverage-based and mutation-based test cases for PLCopen XML PLC

programs. These tools employ data-path flow testing techniques, thereby eliminating

the need to perform any additional model-to-model transformation (Objective 2).

Given that time plays a critical role when testing, we present a multi-objective

test case selection approach based on a set of adequacy criteria (Objective 3). This

technique is designed to maximise the detection of faults, while minimising com-
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missioning time. To this end, we empirically evaluated the effectiveness of the test

selection approach in detecting implementation errors.

As a proof of concept, the proposed approach was implemented in Siemens TIA

Portal Test Suite Advanced (Objective 1, Objective 4). In this way, the newly modified

PLC code is validated against PLCSim Advanced, which is used to simulate the PLC

controller. This is of particular interest for SiL testing, as the logic of the controller

can be safely tested without the need for physical hardware.

Our approach enhances PLC testing practices – a manual and error-prone process

– by transferring novel testing practices to industry. This cost-effective testing me-

thodology is expected to significantly reduce implementation errors while shortening

commissioning time.

The methodology presented in Figure 5.4 comprises the following steps, which

are linked to their respective Objectives and Chapters in Table 5.2.

1. As the developed solution is designed for PLCopen XML programs, Siemens PLC

programs should first be converted to PLCopen XML standards.

2. Next, the test generation tools parse the PLCopen XML code to define IEC 61131-3

FCs, FBs, constant values, and input and output signals. This information is used

to define the data paths and data path conditions for the FBD. The test generation

tools then generate test cases based on structural coverage and mutation criteria.

3. The cost-effective metrics (including coverage, calculation, execution time and

fault detection capability) of the generated test cases are evaluated then in the

FBDTester 3.0.

4. These measures are used as fitness metrics to select the optimal subset of the test

suite for error detection.

5. The execution results of the selected test cases are employed as oracles to define

test output assertions. With this information, TIA Test Suite application tests can

be generated, in which we execute the PLC code with given input data in the

simulation environment.

6. Finally, TIA Portal establishes a connection with PLCSim Advanced simulation

environment and compares the obtained results with the expected behaviour. In this

way, the newly modified PLC code is validated through the imported application

test cases in TIA Portal Test Suite.
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Table 5.2: Technical contributions and their correspondence to the aforementioned
steps, objectives, and chapters of the document

Technical Contributions Steps Objectives Chapters
Technical Contribution 1: FBDTester 3.0 2, 3 2, 3 6, 8
Technical Contribution 1: MuFBDTester 3.0 2 2 6, 8
Technical Contribution 2: Multi-objective search-based test selection approach 4 3 7
Technical Contribution 3: Automated PLC testing approach for TIA Portal 1-6 1, 4 8

5.4 Case Studies

The methodology was developed under the framework of the DiManD ITN programme.

The DiManD project supports the development of a holistic framework for future

highly intelligent, adaptable, and responsive manufacturing infrastructure. In this

context, the main objective of this body of research was to build an agile and robust

testing methodology to validate systems undergoing frequent changes. Two industrial

case studies were defined to validate the proposed methodology:

1. Omnifactory, which is the future automated aerospace assembly demonstrator at

UNOTT, and is envisaged to showcase the DiManD integrated project as one of

the main beneficiaries of the project.

2. A CNC machine tool solution at Danobatgroup, which is an industrial partner of

the DiManD project.

In addition, four use cases from the Korea Nuclear Instrumentation and Control

System (KNICS) reactor protection system were employed to validate the developed

test generation and test the optimisation techniques.

5.4.1 Omnifactory

The Omnifactory will showcase a national experimental testbed and technology demon-

strator for smart manufacturing systems in the aerospace, space and defence, and

automotive sectors[STS+20]. It builds on previous research into the Future Automated

Aerospace Assembly Demonstrator (FA3D) and Evolvable Assembly Systems (EAS)

project demonstrators [STS+19]. A flexible and reconfigurable assembly demonstrator

that is transformable and scalable is envisioned. The platform includes a reconfig-

urable floor, robotic automation platforms, precision metrology systems, and digital

and manufacturing technologies, as depicted in Figure 5.5.

The Omnifactory consists of a mix of both automated and manual assembly

solutions to quickly respond to any customer needs. In particular, it is designed to

assemble multiple product families (i.e. fuselage, wing, nacelle), work at different
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Figure 5.5: Omnifactory overview [STS+20]

production rates, and manage ever-changing processes based on demand. As such,

four generic use cases are defined in the testbed:

■ Integration of a new end-effector.

■ Integration of new automation platform (robot, etc.).

■ Whole-cell reconfiguration (in terms of physical layout and/or process).

■ Business as usual (the cell under operation).

All of these changes and reconfigurations are likely to require modifications in the

system layout, and consequently in the PLC controller. To ensure operational safety,

every change must be tested before being deployed to operations, ensuring it is error-

free. Figure 5.6 details the main steps involved in the process of automatically updating

the system when a new product or process request is received. The contribution of the

present research tackles specifically Steps 4-5.

The use case was retrieved from the FA3D – the previous automated assembly

platform of Omnifactory – since the PLC of the Omnifactory was not yet available.

Omnifactory was scheduled to include multiple robots and machine tools in the layout,

therefore the drilling FBD used in the FA3D could still be valid to control the spindle

and drill slide. As a proof of concept, two FBD networks were selected from the

Drilling use case. The characteristics are defined in Table 5.3:
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Figure 5.6: Omnifactory system reconfiguration framework

Table 5.3: Omnifactory use case size: number of FBD blocks, inputs, and outputs

Use case #blocks #inputs #outputs
Drilling FBD Network 1 11 12 5
Drilling FBD Network 2 11 19 1

5.4.2 Danobatgroup

Danobatgroup is one of the largest European machine tool builders, and IDEKO is an

industry-driven technology research centre of Danobatgroup. The secondment carried

out at IDEKO was focused on testing FBD programs of Danobatgroup machine tools.

In the second case study, a means was provided to test FBD programs in TIA

Portal, by generating TIA Portal Test Suite-specific test cases. Furthermore, the

developed test selection approach ensures cost-effective testing of PLC programs in

the simulation environment (i.e. PLCSim Advanced) for commissioning purposes.

This has considerable impact on the PLC development process of industrial machine

tool controllers at Danobatgroup. The deployment process of PLCs for new machine

tools is illustrated in Figure 5.7.

Figure 5.7: PLC development process at Danobatgroup

Every time there is a new machine-tool request, the PLC program is generated by
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making some changes to the existing PLC base code. On average, 5% of the PLC base

code is amended to tailor the PLC program to the requirements of the new machine.

Currently, the newly modified code is not tested until the commissioning stage which

frequently results in errors due to unexpected behaviours. However, it is difficult to

pinpoint the source of the error, as commissioning involves other parts of the system

as well, including the mechanical system, electrical system, etc. The entire system

– including the PLC code – needs to undergo rigorous testing, and on occasion be

redesigned, until it is fully accepted during the Site Acceptance Testing (SAT).

This process is error-prone, as the system is not tested until all physical parts are in

place. Commissioning is therefore costly, and causes severe delays to the deployment

of new machine tools and their respective PLCs. Hence, the need to optimise the

process.

Specifically, three use cases were employed – a Robot FBD, Safety FBD, and

Gantry FBD – to test the Danobatgroup case study, in which the main characteristics

are detailed in Table 5.4:

Table 5.4: Danobatgroup use cases size: number of FBD blocks, inputs, and outputs

Use case #blocks #inputs #outputs
Safety FBD 5 10 1
Gantry FBD 17 26 8
Robot FBD 4 10 1

5.4.3 KAIST Use Cases

For testing purposes, we employed use cases widely used by KAIST university

[SJB16, SJB18, JSC+14] to test IEC 61131-3 defined FBD programs. Most of these

use cases are parts of the PLC code of a Bistable Processor (BP) of the reactor

protection system developed by KNICS [ind06].

The BP is considered a safety critical system, which must undergo rigorous testing

in accordance with government regulation. In total, there are about 20 different

FBD modules. In our study, we selected three modules from the KNICS project (i.e.

simTRIP, FFTD, and FRTD) and two additional modules utilised at KAIST [SJB16,

SJB18], namely LAUNCHER, and simGRAVEL. The latter two were selected as

complementary modules since they include IEC 61131-3 function groups not covered

at KNICS.

simTRIP is a simplied module of the BP used in the KNICS project. It consists

of a GE (Greater than or Equal to) comparison FC, an AND logical FC, and a TON

(ON-delay Timer) FB, as indicated in Figure 5.8. In the TON case, the output will

turn on after a Pulse Time (PT) delay. In this case, the TON output Q is updated
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Figure 5.8: simTRIP FBD module

to true when the input IN has been true for the duration of a PT. The output ET

represents the elapsed time that the input IN has been true. Specifically, if the process

value (PV_OUT) is greater than or equal to Trip Set Point (TSP) and TRIP_LOGIC

is not true for K_DELAY time, the output TRIP_LOGIC is set to true. As a result,

TRIP_LOGIC sends a trip signal to shut down the nuclear reactor.

Figure 5.9: LAUNCHER FBD module

The LAUNCHER use case comprises a rising edge trigger (R_TRIG) FB from the

edge detection group, AND operators from the logic function group, and a Set-Reset

(SR) FB from the bistable elements group (Figure 5.9).

The use case simGRAVEL (Figure 5.10) consists of an AND logic FC, a TON

block from the timers group, and a CTU count up FB from the counters group.

Lastly, FFTD and FRTD are larger use cases that include some additional IEC

61131-3 function groups, such as comparison FCs, linear arithmetic FCs, and selection

FCs.

Table 5.5 sets out the size of the use cases, including the number of FCs or FBs,

the number of input variables, and the number of outputs.
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Figure 5.10: simGRAVEL FBD module

Table 5.5: KAIST use cases size: number of FBD blocks, inputs, and outputs

Use case #blocks #inputs #outputs
simTRIP 3 4 2
LAUNCHER 4 2 1
simGRAVEL 3 3 4
FFTD 29 12 8
FRTD 29 12 8

5.5 Case Studies Employed for Validating each
Contribution

Each of the contributions was independently validated with one or more case studies,

as detailed in Table 5.6. The KAIST use cases were used for validating the FBDTester

3.0, MuFBDTester 3.0 and the multi-objective search-based test selection approach,

in which the simTRIP use case was also utilised to complement the validation of the

automated PLC testing approach for TIA Portal. Besides, the latter contribution was

validated with the presented two industrial case studies, i.e. the Omnifactory and

Danobatgroup, which use Siemens PLC programming environments.

Table 5.6: Case studies used to validate each of the contributions

Contributions Omnifactory Danobatgroup KAIST
FBDTester 3.0 X
MuFBDTester 3.0 X
Multi-objective search-based test selection approach X
Automated PLC testing approach for TIA Portal X X X
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6.1 Introduction

In this chapter, we present a test generation and evaluation approach to automatically

create coverage-based, mutation-based, and random test cases to test IEC 61131-3

FBD programs. An automated evaluation process to calculate cost-effective metrics

and derive output oracles is also proposed. This chapter describes our first technical

contribution, referred to as Technical contribution 1 in Section 1.3, which is broken

down into three original sub-contributions:

■ Sub-contribution 1: A new SMT solver to generate test cases for IEC 61131-3

FBD programs, including non-linear arithmetic functions.

■ Sub-contribution 2: Calculation of cost-effective metrics to assess and optimise

the selection of test cases. These test cases and metrics will be further used in

Chapter 7.

■ Sub-contribution 3: Automated test execution, which will serve as test oracles

during SiL testing that will be described in Chapter 8.

The presented sub-contributions are directly linked to the contributions, objectives,

and hypotheses described in Table 8.9:

Table 6.1: Chapter 6 contributions, objectives and hypotheses. Partially related ones
are marked with an asterisk (*) symbol

Sub-contributions Contributions Objectives Hypotheses
1 Technical Contribution 1 2 1
2 Technical Contribution 1 2, 3* 2*
3 Technical Contribution 1 2, 4* 3*

To this end, the main objective of this chapter is stated below:

Objective 2: Develop a tool to automatically generate and evaluate test cases

for a wide range of IEC 61131-3 standardised FBD programs.

The chapter is structured as follows: Section 6.2 outlines the proposed metho-

dology, and the test generation process is detailed in Section 6.3 (Sub-contribution

1). Test oracles and cost-effective metric calculations (Sub-contributions 2-3) are

described in Section 6.4. The approach is evaluated in Section 6.5 and the conclusions

are presented in Section 6.6.
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6.2 Overview of the Approach

In this section, we outline a novel approach to automatically generate test data for a

wide range of FBD programs. This method employs a combination of techniques to

create input data that can be used to test the functionality of FBD programs. The goal

of this approach is to improve the efficiency and effectiveness of FBD program testing.

This is achieved by reducing the need for manual testing while increasing the fault

detection capability. The approach focuses on Steps 2-3 of the methodology presented

in Figure 5.4, which is further detailed in Figure 6.1, and is divided into 4 main tasks.

Figure 6.1: Test data generation overall approach

In the first task, test cases are generated automatically based on specific criteria.
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These criteria include coverage-based, mutation-based, and random approaches. The

standardised IEC 61131-3 PLC program is used as input, and test generation require-

ments are produced based on the data flow characteristics of the subject program

and the selected criteria. For example, if the coverage-based criteria is selected, the

approach will aim to generate test cases that cover as many parts of the program as

possible. In the case of mutation-based criteria, the focus will be on maximising the

detection of possible faults (i.e. mutants) in the program. Finally, test cases are also

generated randomly, which can be useful for identifying unexpected behaviours in the

program.

In the second task, faults are inserted into the original FBD program to create

faulty versions. In the absence of information about real faults, faults are artificially

generated with different sets of mutants, which has been demonstrated to be an

appropriate substitute [JJI+14]. The faulty programs are then used in tasks 3 and 4

to determine the capability of the program to detect errors, thereby measuring the

effectiveness of the test cases generated in the first task.

In the third task, the test cases are executed in the original program to retrieve

cost-effectiveness metrics. This includes calculating the coverage of the test cases,

measuring the execution time of the tests, and calculating the outputs. These outputs

will serve as oracles to compare the expected and real behaviour of the program. The

test cases are once again executed in the generated mutant programs to derive the fault

detection capability in task 4.

We utilised existing tools in this study, such as the FBDTester 2.0 [SJB18] and the

MuFBDTester [LJB22b] as a foundation. We then enhanced these tools by incorporat-

ing a new solver Yices 2 SMT2 [Dut14] to manage the majority of function blocks,

including those with non-linear arithmetic operations. All necessary modifications

were also made to support the third task of the approach. The result is newly devel-

oped versions of these tools, namely FBDTester 3.0 and MuFBDTester 3.0, which

were tailored to meet the requirements of this study. In particular, FBDTester 3.0

was used in tasks 1 and 3 in conjunction with the new solver Yices 2 SMT2. We

employed the MuFBDTester 3.0 and the Yices 2 SMT2 solver in tasks 1 and 2 to

generate mutation-based test cases and faulty programs. Lastly, an in-house script was

developed in Java (named ResultsComparer.java) for the final task.

6.3 Test Case Generation Process

This section sets out the test case generation process for testing FBD programs. Test

cases are defined with various criteria approaches, namely coverage-based, mutation-
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based, and random. The process follows the steps described in Figure 6.2.

Figure 6.2: Test case generation process

First of all, the IEC 61131-3 FBD program and the respective test file are read

and parsed to load the PLC data. The test file contains data about the inputs, outputs,

and constants of the FBD program. The FBD contains the Program Organisation

Unit (POU) of the program code, which details all connections, FCs and FBs. This

information is then used to calculate the data paths and DPC based on the definitions

of the IEC 61131-3 library. In the final step, the Yices 2 SMT2 with the definitions of

the data path coverage requirements were generated, which derived the test cases. This

was performed with an external SMT2 solver, which solved the specified requirements

in the SMT2 file and returned a sequence of feasible test cases.

In the following subsections, the solver and the criteria employed for generating

the tests are described in detail.

6.3.1 SMT Solver

The solver is a critical component of the approach, as it generates the test input data to

test FBDs based on the specified requirements.

Yices 1 Solver

The FBDTester 2.0 and MuFBDTester tools use the Yices 1 solver to generate test data.

This is a SMT solver that decides the validity or satisfiability of logical formulas. The

Yices solver generalises the satisfiability problem to complex formulas in first-order

theories. This means that the solver takes as input the requirements specified by the

chosen criteria, and attempts to solve them as complex mathematical formulas. The

solutions derived from this process are the test input data or test cases.

The Yices solver is a powerful tool for generating test data, however, the first

version has some limitations when handling complex numerical functions. By way

of example, it does not effectively support non-linear arithmetic, and non-constant

division operators, which can be present in some FBD programs. This limits its
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applicability when testing FBD programs that contain such FCs and FBs. Therefore,

in this study we integrated the latest version of Yices solver (i.e. Yices 2) to service a

wider range of FBDs.

Yices 2 Solver

Yices 2 is the latest version of the Yices SMT solver. It features a number of improve-

ments and new features, including support for non-linear arithmetic formulas.

The Yices 2 solver includes a Model Construction Satisfiability algorithm (MCSAT)

to support non-linear arithmetic operators. This is accomplished by combining heuris-

tics, and search-and-resolve loops to construct models of non-linear arithmetic con-

straints [Jov17].

MCSAT can be used in Yices 2 by calling the check-sat-using-mcsat function

instead of the check-sat function. This former takes a set of constraints as input and

returns a model if the constraints are satisfiable. However, MCSAT is not able to

return the unsatisfied assertions (unsat core) that led to the unsatisfied result, data

which is needed for coverage-based testing in the FBDTester 2.0. This information can

be retrieved by using either the Yices API with any of its bindings (e.g. programming

languages such as Java, Python, OCaml, Go) or the SMT2 language instead of the

Yices native language. Table 6.2 summarises the features supported by each version

of Yices for non-linear arithmetic solutions and retrieval of unsatisfied assertions.

Table 6.2: Yices solver characteristics

Tool Language Non-linear arithmetic Unsatisfied assertions
Yices 1 Yices No Yes
Yices 2 Yices Yes No
Yices 2 SMT2 Yes Yes

Hence, our approach incorporates the Yices 2 solver with the SMT2 language, as

it offers support for both non-linear arithmetic and retrieval of the set of assumptions

that caused the unsatisfied result.

6.3.2 Generating the Yices 2 SMT2 File

In the following subsections, the key steps in the process of generating Yices 2 SMT2

files for coverage-based and mutation-based testing are detailed. The first step was

to specify the environment and the logic used in the FBD program, together with

the constants and input variables. FCs, FBs, DPCs, and data path variables were

then defined based on the data flow characteristics of the FBD. Next, coverage-based

requirements were established in the data path, and the solver checked the satisfiability
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of the requirements. If the solution is satisfiable, the input values that led to that

solution are retrieved, giving rise to the test case.

Specifying the Environment

Unlike the Yices native language, SMT2 requires more detailed information about

the logic and theory to be used when analysing the formulas and requirements. In

this case, we selected QF_NIRA as the main logic, which stands for “Quantifier-Free

Non-linear mixed Integer-Real Arithmetic”. It supports the combination of integers,

real variables, and non-linear arithmetic operations without the need for quantifiers.

The options produce-models and produce-unsat-model-interpolants were set to true to

retrieve the values of the unsatisfied submodels, as shown in Code Block 1.

Code block 1 Specifying the environment
1: (set-option: produce-unsat-model-interpolants true)
2: (set-option: produce-models true)
3: (set-logic QF_NIRA)

Defining Constants

Constants are variables that have a fixed value, defined with the command define-

const in the SMT2 language. Hence, we defined all constants following the syntax

(define-const <name><type><value>), where <name> is the name of the constant,

<type> indicates the type of the variable (i.e. Boolean, Real), and <value> is the

value assigned to the constant. As an example, Code Block 2 gives the definition

of two constants of type Real: SCAN_TIME and K_DELAY. The former represents

the PLC cycle time in milliseconds, and is a fixed value of 50ms. The latter is a

programmed time constant used in PLC timers (i.e. TON, TOF, TP), and is the time

required to trigger the timer.

Code block 2 Defining constants
1: (define-const SCAN_TIME Real 50)
2: (define-const K_DELAY Real 100)

Declaring Input Variables

Input variables are declared with the declare-const command, specifying a name and

the type. Variables are declared with no definition, as these values will be assigned
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later in the program. In Code Block 3, we declared two variables of type Real:

PV_OUT_t3, TSP_t3 and a variable named TRIP_LOGIC_t3 of type Bool.

Code block 3 Declaring input variables
1: (declare-const PV_OUT_t3 Real)
2: (declare-const TSP_t3 Real )
3: (declare-const TRIP_LOGIC_t3 Bool)

Defining FCs and FBs

FCs and FBs were defined with the command define-fun in SMT2. The syntax is

(define-fun <name> () <type> <expression>), where <name> is the name of the

function, <type> is the type of the value returned by the function, and <expression>,

is the type of operation to be performed by the function. Expressions are built

recursively from a set of basic forms. In the example given in Code Block 4, we

defined two FCs (i.e. GE2_out_t3 and AND2_out_t3). The first function compares

the values of the variables PV_OUT_t3 and TSP_t3 using the greater than or equal

to operator. The result of the operation is a Boolean variable. The second function

is a logical AND function, and also returns a Boolean variable. The expression first

applies a logical not operation to the TRIP_LOGIC_t3 variable, and then performs a

logical conjunction of the two Boolean variables.

Code block 4 Defining functions
1: (define-fun GE2_out_t3 () Bool (>= PV_OUT_t3 TSP_t3))
2: (define-fun AND2_out_t3 () Bool (and GE2_out_t3 (not TRIP_LOGIC_t3)))

Defining Function Conditions

Function conditions are a set of requirements that control the flow of data in the FBD

program. Essentially these are the conditions that each of the FC and FB should meet

to establish a path. Hence, conditions were defined as functions with the command

define-fun, in a similar fashion to the definition of FCs and FBs. As an example, Code

Block 5 defines two conditions as functions, namely C1_18_4 and C21_1_2. The set

of conditions for C1_18_4 to meet are that AND2_out must be false, TON_et_t1 0,

or AND2_out_t1 must be true, and TON_et_t1 greater than 0. The second condition

C21_1_2 is met when TRIP_LOGIC is false and GE2_out is true.
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Code block 5 Defining function conditions
1: (define-fun C1_18_4 () Bool (or (and (not AND2_out) (= TON_et_t1 0)) (and

AND2_out_t1 (> TON_et_t1 0))))
2: (define-fun C21_1_2 () Bool (or (not (not TRIP_LOGIC)) GE2_out))

Declaring DPCs

A DPC comprises a set of FC and FB conditions for a data path p. Structural coverage

criteria are defined based on the DPC, as defined in Section 3.3.2. To this end, DPCs

were declared as functions so that coverage-based requirements could be subsequently

defined. They were declared following the syntax (declare-fun < name > () <type>),

where name indicates the name of the function, and type refers to the function return

type. In this case, the variable names represent different branches of the data path,

such as DPCp2_1_0, DPCp3_1_0, DPCp4_1_0, and DPCp4_2_0 (Code Block 6).

The return variable was specified as a Boolean type, as they are assertion variables

that will later be checked for satisfiability, returning either true or false.

Code block 6 Declaring data path conditions
1: (declare-fun DPCp2_1_0 () Bool)
2: (declare-fun DPCp3_1_0 () Bool)
3: (declare-fun DPCp4_1_0 () Bool)
4: (declare-fun DPCp4_2_0 () Bool)

Defining DPC Assertions

In this step, all coverage-based requirements were added to the DPC declared in

the previous step. The solver then asserted that a DPC is a combination of diffe-

rent conditions (i.e. C1_18_0, C21_1_2). Assertions were defined using the assert

command, in which a path is described as a combination of requirements using the

logical AND operator. As an example, the DPCs or requirements for data paths (i.e.

DPCp2_1_0, DPCp3_1_0, DPCp4_1_0, and DPCp4_2_0) were specified to be equal

to the combined set of conditions (Code Block 7).

Code block 7 Defining assertions
1: (assert (= DPCp2_1_0 C22_18_3))
2: (assert (= DPCp3_1_0 (and C1_18_0 C21_1_2)))
3: (assert (= DPCp4_1_0 (and C1_18_0 C17_1_1)))
4: (assert (= DPCp4_2_0 (and C1_18_0 C17_1_1)))
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Checking Assertions

The SMT2 solver then checked the satisfiability of the defined requirements in the

data path. In Code Block 8 we call the check-sat-assuming-model function with the

assumption that each of the specified data paths must be true (i.e. p2_1_0, p3_1_0,

p4_1_0, and p4_2_0). In other words, this function checks if the logical formula

represented by these variables and their definitions is satisfiable under the assumption

that they are all true. If the function returns ’unsat’, it means that the formula is not

satisfiable for the specified set of assumptions.

Code block 8 Checking assertions
1: (check-sat-assuming-model (p2_1_0, p3_1_0, p4_1_0 p4_2_0) (true true true

true))

Obtaining Input Data

If the result of the check-sat-assuming-model function is ’sat’, it indicates that the

constraints are satisfiable. In that case, the values of the input variables of the solution

were retrieved with the function get-value, as indicated in Code Block 9. The returned

solution contains a sequence of input values for each PLC iteration, which will be used

to test the FBD for different coverage requirements. In Code Block 9, we retrieved

values for 4 PLC scan cycles for the variables PV_OUT and TSP.

Code block 9 Obtaining input data
1: (get-value (PV_OUT))
2: (get-value (PV_OUT_t1))
3: (get-value (PV_OUT_t2))
4: (get-value (PV_OUT_t3))
5: (get-value (TSP))
6: (get-value (TSP_t1))
7: (get-value (TSP_t2))
8: (get-value (TSP_t3))

To sum up, the FBDTester 3.0 should generate a SMT2 file similar to the example

file defined in Code Block 10. This file is then used by the SMT2 solver to solve

coverage-based specified assertions. The SMT2 solver reads the file, defines constant

data, declares input variables, and defines the specified FCs, FBs and function con-

ditions for each of the scan cycles. The solver then declares DPCs as booleans and

writes the assertions to be solved. The SMT2 solver attempts to solve these assertions,

and if it finds a satisfiable solution, it returns the values of the input variables that
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led to the solution. These values represent the test case input data (as detailed in the

results shown in Code Block 11).

Code block 10 Example SMT2 file
1: ;Specifying the environment
2: (set-option :produce-unsat-model-interpolants true)
3: (set-option :produce-models true)
4: (set-logic QF_NIRA)
5: ;Defining constants
6: (define-const SCAN_TIME Real 50)
7: (define-const K_DELAY Real 100)
8: (define-const TON_et_t2 Real 0)
9: ;Declaring input variables 1st cycle

10: (declare-const PV_OUT_t1 Real)
11: (declare-const TRIP_LOGIC_t1 Bool )
12: (declare-const TSP_t1 Real )
13: ;Defining FCs and FBs 1st cycle
14: (define-fun GE217_out_t1 () Bool (>= PV_OUT_t1 TSP_t1))
15: (define-fun AND21_out_t1 () Bool (and GE217_out_t1 (not TRIP_LOGIC_t1)))
16: (define-fun TON_et_t1 () Real (ite (and AND21_out_t1 false) (ite (< TON_et_t2 K_DELAY) (+ TON_et_t2

SCAN_TIME) K_DELAY) 0))
17: (define-fun TRIP_LOGIC_out_t1 () Bool (and false (>= TON_et_t1 K_DELAY)))
18: ;Declaring input variables 2nd cycle
19: (declare-const PV_OUT Real)
20: (declare-const TSP Real)
21: ;Defining FCs and FBs 2nd cycle
22: (define-fun TRIP_LOGIC () Bool TRIP_LOGIC_out_t1)
23: (define-fun GE217_out () Bool (>= PV_OUT TSP))
24: (define-fun AND21_out () Bool (and GE217_out (not TRIP_LOGIC)))
25: (define-fun TON_et () Real (ite (and AND21_out AND21_out_t1) (ite (< TON_et_t1 K_DELAY) (+ TON_et_t1

SCAN_TIME) K_DELAY) 0))
26: (define-fun TRIP_LOGIC_out () Bool (and AND21_out_t1 (>= TON_et K_DELAY)))
27: ;Defining function conditions
28: (define-fun C1_18_0 () Bool (and (or (not AND21_out) (and AND21_out_t1 (>= TON_et_t1 K_DELAY))) (or

(or AND21_out (and (not AND21_out_t1) (= TON_et_t1 0))) (and AND21_out_t1 (> TON_et_t1 0)))))
29: (define-fun C17_1_1 () Bool (or (not GE217_out) (not TRIP_LOGIC)))
30: (define-fun C21_1_2 () Bool (or (not (not TRIP_LOGIC)) GE217_out))
31: (define-fun C22_18_3 () Bool (or (and (not AND21_out) (= TON_et_t1 0)) (and AND21_out_t1 (> TON_et_t1

0))))
32: ;Declaring DPCs
33: (declare-fun DPCp2_1_0 () Bool)
34: (declare-fun DPCp3_1_0 () Bool)
35: (declare-fun DPCp4_1_0 () Bool)
36: (declare-fun DPCp4_2_0 () Bool)
37: ;Defining DPC assertions
38: (assert (= p2_1_0 C22_18_3))
39: (assert (= p3_1_0 (and C1_18_0 C21_1_2)))
40: (assert (= p4_1_0 (and C1_18_0 C17_1_1)))
41: (assert (= p4_2_0 (and C1_18_0 C17_1_1)))
42: ;Checking assertions
43: (check-sat-assuming-model (p2_1_0, p3_1_0, p4_1_0 p4_2_0) (true true true true))
44: ;Obtaining input data values
45: (get-value (PV_OUT))
46: (get-value (PV_OUT_t1))
47: (get-value (TSP))
48: (get-value (TSP_t1))
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Code block 11 SMT2 file result
1: (input;PV_OUT 0)
2: (input;PV_OUT_t1 0)
3: (input;TSP 1)
4: (input;TSP_t1 0)

6.3.3 Yices 2 SMT2 Integration

This section outlines the changes made to the FBDTester 2.0 and MuFBDTester tools

to integrate the new Yices 2 SMT2 solver. Each specific step is detailed, together with

the challenges encountered during the integration process.

Unsatisfied Requirements

Yices 1 returns a solution even if some assumptions are not satisfiable. This is because

it is used to return a solution for a satisfiable set of assertions, indicating the assump-

tions that were not satisfied. Yices 2 does not provide such functionality natively

(whether Yices or SMT2 language are used or it is run from the API). Instead, Yices 2

is able to retrieve unsatisfied model interpolants, (i.e. get-unsat-model-interpolant).

This function returns an unsat core, which is a subset of unsatisfiable assumptions that

are already unsatisfiable. However, the returned solution does not necessarily provide

all unsatisfied assertions. Therefore, the process of obtaining unsatisfied assertions in

Yices 2 required modification to ensure the functionality of Yices 1, as indicated in

Code Block 12.

Our algorithm first obtains the unsatisfied data paths (defined as DPaths), of

which all will initially be unsatisfied. Next, it calls the calculateSatisfied function to

determine the maximally satisfiable set of assertions, and retrieves both the satisfied

and unsatisfied assertions. If there are any satisfied assertions, the yicesExecuter

function is called to solve the problem and obtain the input values that led to the

satisfiable solution. The outcome is a testcase, which will be added to the testSuite.

The algorithm then checks if there are any unsatisfied assertions left. If the number

of unsatisfied assertions is zero or remains unchanged from one iteration to the next,

the maximum satisfiable set of solutions is obtained and the algorithm finalises the

calculation. In the opposite case, the solver continues to calculate and check for

additional solutions to the unsatisfied assertions. The variable previousUnsatSizeID is

used to keep track of the number of unsatisfied assertions from the previous iteration,

whereas the variable iter indicates the number of iterations in the loop.

The algorithm defined in Code block 13 maximally satisfies the unsatisfied test

assertions. Since Yices 2 does not natively support maxsat, assertions were incremen-
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Code block 12 Calculating unsatisfied assertions
iter=0;
while true do

unsatDpaths← getUnsatDPaths
satAssertIDs← CalculateSatisfied(unsatDpaths)
if satAssertIDs>0 then

testCase(iter)← yicesExecuter(satisfiedAssertions,’smt2’)
testSuite.add(testcase(iter))

end
if unsatAssertIDs = 0 then

break
end
if unsatAssertIDs.size = previousUnsatSizeID then

break
else

previousUnsatSizeID← unsatAssertIDs.size
iter++

end
end

tally added while maintaining a set of satisfiable assertions, X. The algorithm starts by

initialising X with the unsatisfied DPaths. Then, for each assertion A in the set of un-

satisfied DPaths, the algorithm checks if the union of X and A is satisfiable by calling

the yicesExecuter function. This process is repeated until all remaining unsatisfied

data paths are maximally satisfied. The final result is the maximum satisfiable set of

assertions, X.

Code block 13 Maximally satisfied assertions

function CALCULATESATISFIED(unsatDpaths, filename)
X← unsatDpaths
for every assertion A in unsatDpaths do

if yicesExecuter(X ∪ A, filename) = ’sat’ then
X← X ∪ A

end
end
return X

Yices 2 SMT2 Execution

To deploy the SMT2 solver in yicesExecuter, the executable of the solver had to be

run with the generated SMT2 file in the command list. The command –mcsat was also
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included to derive solutions for non-linear arithmetic formulas. The command was

executed as outlined in Code Block 14:

Code block 14 Yices 2 SMT2 execution command
executeCommand(’./yices-smt2.exe’+filename+’–mcsat’, ’.’);

Division Operators

In addition to including the command –mcsat in the commandList, other changes

specific to SMT2 were required when using division operators. For example, a rational

constant variable of type Real in the input was defined as a fraction using the syntax

Real (/ <numerator> <denominator>). Similarly, when the solution of a non-linear

arithmetic operation is a rational number, the SMT2 solver will return the value in the

same form.

Code block 15 Parsing return value
if s.contains(’/’) then

String ratio[] = s.split(’/’);
retvalue = Double.parseDouble(ratio[0]) / Double.parseDouble(ratio[1]);

else
retvalue = Double.parseDouble(s);

end

Moreover, the way the value is parsed in the LogicStatement Java file of the

FBDTester 2.0 and MuFBDTester was updated. The value was parsed as a fraction, as

stated in Code Block 15.

Logic Statement Modifications

Finally, some further modifications were made to the operators and statements defined

in the LogicStament Java file. As shown in Table 6.3, the <not equal> operator and

the <if> statement have different syntax in Yices 1 and Yices 2 SMT2.

Table 6.3: Modified statements syntax

Solver + language <Not Equal> operator <If> statement
Yices 1 + Yices /= if
Yices 2 + SMT2 distinct ite
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6.3.4 Test Case and Mutant Generation

The new versions of FBDTester 2.0 and MuFBDTester (version 3.0) were enhanced

by incorporating the new solver Yices 2 SMT2, as described in the previous sections.

The new solver supports non-linear arithmetic operations and non-constant divisions,

providing a more thorough testing methodology. Thus, we were able to generate

coverage-based, mutation-based, and random-based test cases for a wide range of

FBD programs, including those with non-linear functions. Test cases and mutants

were generated as indicated in Steps 1-2 of the overall process presented in Section

6.2, which is further detailed in Figure 6.3.

On the one hand, we generated test cases as per the coverage criteria defined by

Jee et al. [JYCB09] and later implemented by [SJB18] in the FBDTester 2.0. The

tester first defines coverage-based requirements in the form of assertions in the SMT2

file. The Yices 2 SMT2 solver then generates test data that maximises the satisfaction

of the specified test requirements for each PLC scan cycle. The outcome was three

sets of coverage-based test cases, one for each criterion (i.e. BC, ICC, and CCC).

Figure 6.3: Test case and mutant generation

■ Basic Coverage: every Dpath in the FBD program under test was tested at least

once. Figure 6.4 shows a data path of an arithmetic FBD program.
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Figure 6.4: BC coverage example of an arithmetic FBD

■ Input Condition Coverage: Besides executing all the Dpaths as in Basic coverage,

all the variations in values of the Boolean input edges were also exercised, as

illustrated in Figure 6.5.

Figure 6.5: ICC coverage example of an arithmetic FBD

■ Complex Condition Coverage: Besides executing all the Dpaths as in Basic cov-

erage, every Boolean edge (i.e input, internal and output edge) variation was also

exercised, as depicted in Figure 6.6.

Figure 6.6: CCC coverage example of an arithmetic FBD

On the other hand, we generated mutation-based test cases and mutants, using the

set of mutants defined in the MuFBDTester. Our MuFBDTester 3.0 tool generates

test data specifically to detect and kill mutants, as per the original MuFBDTester.

However, the MuFBDTester could also generate non-linear arithmetic test cases. The

target program and the mutants were input into the Yices 2 SMT2 solver, which

then determined if there was input data that could differentiate the output values

of the mutant from those of the target program. As depicted in Figures 6.7-6.9,

we generated 3 arithmetic mutants (i.e. multiplier, division, modulo) to replace the
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addition arithmetic function from the previous examples, with non-linear arithmetic

operators.

Figure 6.7: Addition operator replacement by a multiplier operator

Figure 6.8: Addition operator replacement by a division operator

Figure 6.9: Addition operator replacement by a modulo operator

Lastly, a new test generation method was implemented in the FBDTester 3.0 to

produce random test cases. Random tests were created with a range of scan cycles, as

coverage was expected to increase with a higher number of iterations [SJB18]. The

pseudocode for this process is described in Code Block 16, and further details on the

generateRandomTestSuite(usecase, ncycles, testDoc) function are shown in Appendix

C. The algorithm starts by generating a random number of cycles, i.e. ncycles, ranging

from the second iteration to the maximum specified number of iterations. Next, the

generateRandomTestSuite function is called to create the random test cases using

the specified number of scan cycles. This function also obtains as inputs the use

case (which indicates the FBD program name) and the file where input variables and

constants for the FBD are defined (i.e. testDoc). The latter is required to determine

the type of input variables to be generated (i.e. Boolean, Real).

It is important to note that a test case might require multiple cycles based on the

characteristics of the FBD to fully test FBs. The minimum number of iterations were
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Code block 16 Random test generation
for i = 0 to n do

ncycles=random.nextInt(maxcycles)+1;
generateRandomTestSuite(usecase, ncycles, testDoc)

end

derived from Song et al. [SJB18], which are indicated in Table 6.4. As a result, the

minimum number of iterations required for an FBD program is determined by the

highest minimum iteration number of all the FBs.

Table 6.4: Minimum iteration number of FBs

IEC 61131-3 FB Minimum number of iterations
Timers Pulse Time delay (PT) / scan_time + 1
Bistable elements 2
Edge detection 2
Counters Processing Value (PV)

The solver result is a sequence of satisfiable input data that contains values for

multiple scan cycles. For instance, a timer may require at least a minimum number of

PT/scan_time + 1 cycles to activate the output. Hence, if PT = 100ms and scan_time

= 50ms, the solver would be limited to track 3 cycles back. The output of a test

sequence would be described as indicated in Table 6.5:

Table 6.5: Example test sequence

_t3 0 true -1
_t2 1 false 0
_t1 1 false 0
_t0 0 true 1

The iteration number is represented with the suffix _t, and indicates the number

of cycles that have already occurred. For example _t0 is the present cycle, _t1 the

previous cycle, and _t2 two cycles back. This helps monitor the inputs over multiple

cycles. The detailed solution states that the first set of inputs should be (0 true 1) in

the first scan cycle _t3, (1 false 0) in the second _t2, (1 false 0) in the third _t1, and (0

true -1) for the last cycle _t0.
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6.4 Cost-effectiveness Measures and Oracles
Calculation

Figure 6.10: Test execution and metrics calculation approach

This section describes the approach for determining cost-effectiveness measures and

oracles for the generated test cases, as defined in Steps 3-4 of the overall process

presented in Section 6.2. Cost-effectiveness measures are used in Chapter 7 to optimise

the efficiency and effectiveness of the test suite in detecting implementation errors.

Moreover, expected outputs are generated to use as oracles when performing the SiL

testing in Chapter 8.

We enhanced the FBDTester 2.0 [SJB18] to include test execution and the calcu-

lation of cost-effective metrics, as shown in Figure 6.10. This comprises coverage

calculation (i.e. BC, ICC, CCC) of asserted data paths, fault detection capability based

on mutant detection, and calculation of test case execution time.

6.4.1 Coverage Calculation

Structural coverage metrics can help reveal potential implementation errors in the

code, as the amount of code which has been executed with a test case is measured. To

this end, we developed a coverage calculation function, which calculates the BC, ICC,

and CCC coverage for a given test sequence.

Coverage was calculated by checking if the requirements were met at every

iteration, as different input values may lead to different coverage results per iteration.

To support this approach, we generated a new Yices 2 SMT2 file with input data

previously retrieved from the test generation process. The test case contains input

109



6. FBD TEST GENERATION

values defined as constants, with the suffix _t indicating the iteration number. Similarly,

when creating the SMT2 Yices file, these inputs were read from the test case and

defined as constants. In this way, the input variables remained fixed throughout the

entire execution of the FBD. An example test case and its corresponding translation to

the SMT2 file are outlined in (Code Blocks 17-18).

Code block 17 Example test case

### scan cycle

50

### constants

K_DELAY, TSP_t3, TRIP_LOGIC_t3, PV_OUT_t3, TSP_t2, PV_OUT_t2, TSP_t1,
PV_OUT_t1, TSP, PV_OUT

### cTypes

100 0 false 0 0 0 0 0 1 0

### outputs

TRIP_LOGIC, TON_et

### inputs

TSP, TRIP_LOGIC, PV_OUT

Code block 18 Defining input data from the test case
(define-const SCAN_TIME Real 50)

(define-const K_DELAY Real 100)
(define-const TSP_t3 Real 0)
(define-const TRIP_LOGIC_t3 Bool false)
(define-const PV_OUT_t3 Real 0)
(define-const TSP_t2 Real 0)
(define-const PV_OUT_t2 Real 0)
(define-const TSP_t1 Real 0)
(define-const PV_OUT_t1 Real 0)
(define-const TSP Real 1)
(define-const PV_OUT Real 0) =0

The SMT2 file not only contains constant definitions, but also FCs, FBs, DPCs,

and definitions for data path variables, as described in Section 6.3.2. Coverage-based
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requirements were established, which are combinations of DPCs that comprise a data

path. These requirements are specific to the coverage criteria (i.e. BC, ICC, CCC),

with CCC the most complex criterion. As different inputs may activate various data

paths, data path requirements could be met at any scan cycle. We therefore modified

these requirements to become a combination of cyclic requirements. For instance,

given that the DPCp1_2_0 requirement is the conjunction of C1, C2, and C3, the

coverage requirement will be met if the presented conjunction is met at any PLC

iteration, as denoted in Equation 6.1.

DPCp1_2_0 = (C1 & C2 & C3) : cycle t0

OR (C1_t1 & C2_t1 & C3_t1) : cycle t1

OR (C1_t2 & C2_t2 & C3_t2) : cycle t2

OR (C1_t3 & C2_t3 & C3_t3) : cycle t3

(6.1)

Code Block 19 was used to calculate the number of satisfied requirements (previ-

ously described in Section 6.3.3). It should be noted that the data path requirements are

different for each criterion, in which DPaths include BC requirements, ICC_DPaths

include BC and ICC requirements, and CCC_Dpaths include additional CCC require-

ments.

Code block 19 Satisfied requirements calculation
satAssertIDs_BC← calculateSatisfied(DPaths, SMT2file)
satAssertIDs_ICC← calculateSatisfied(ICC_DPaths, SMT2file)
satAssertIDs_CCC← calculateSatisfied(CCC_DPaths, SMT2file)

The coverage was then calculated by dividing the number of satisfied assertions by

the total number of specified requirements, with the main difference being the specific

data path requirements for each criterion, as indicated in the Equations 6.2-6.4 below:

BC coverage =

∑
satAssertIDs_BC∑

DPaths
(6.2)

ICC coverage =

∑
satAssertIDs_ICC∑

ICC_DPaths
(6.3)

CCC coverage =

∑
satAssertIDs_CCC∑

CCC_DPaths
(6.4)

6.4.2 Execution Time Calculation

Testing PLCs is a time-consuming task that requires considerable effort. It involves

interaction with the real hardware in the final stages, which can cause severe delays
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in deploying the system. Therefore, time plays a critical role when testing PLCs, as

there is always a need to reduce commissioning time and shorten the time to market.

For this reason, test case Execution Time (ET) was measured in this study. We define

this calculation as the amount of time required by a test case to complete its execution

of the program under test, as indicated in Equation 6.5.

ETTC = tend − tstart (6.5)

in which,

tstart = System.currentT imeMillis();

EvalTestSuite(testcase);

tend = System.currentT imeMillis();

The execution time in this case is the elapsed CPU time when running the test

cases in the FBDTester 3.0 tool, and is measured in milliseconds.

6.4.3 Fault Detection Capability Calculation

To date, PLC testing has been carried out solely to validate the software against

functional requirements, which does not take into account the internal design of the

software itself. As this can lead to implementation errors, the main objective of the

present study is to design tests that effectively identify implementation faults in the

PLC programs. To this end, the Fault Detection Capability (FDC) of the test cases

was obtained.

FDC was calculated by comparing the outputs of the original program with the

mutant programs. A faulty program is detected if the test execution result differs from

the source program, which is used as an oracle. In this case, a new SMT2 file for each

of the mutant programs was generated.

The SMT2 file was created with the new mutant program as an input, as well

as the test case in which the input values were generated. The solver then assessed

the outputs based on FCs and FBs of the new program. To solve the output values,

we defined the input data as constants in the SMT2 file, as well as the definition of

the FCs and FBs of the program. There was no need to define DPCs and data path

requirements, as these are only required for coverage calculation. However, to obtain

the values of the output variables, we set the get-value function calls, as previously

described in Code Block 9. The process was repeated for each of the test cases and

mutant programs generated in Section 6.3.
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To calculate the FDC of the tests, an in-house ResultsComparer Java script was

developed. This script benchmarks the values of the output variables of the source

program with the values retrieved from the mutants. If any of the variable values

differ, the mutant is killed. The FDC is thus calculated as the ratio of the sum of killed

mutants with respect to the total number of mutants (see Equation 6.6).

FDC =

∑
killedMutants

totalMutants
(6.6)

6.5 Evaluation

This section evaluates the SMT2 solver proposed for generating test cases and their

respective oracles for non-linear FBD programs. Four use cases are presented to

verify that the enhanced test generation tools are able to generate test cases for a wide

range of FBDs, including non-linear arithmetic functions. An extensive analysis of the

generated cost-effective metrics to optimise the selection of the test cases is presented

separately, in Chapter 7.

6.5.1 Case Studies

The first use case is a simple FBD program that was designed specifically to include

a division operator, thereby named nonLinear. This FBD is composed of a division

(DIV) non-linear arithmetic FC, a two inputs GE comparison FC, and a TON FB, as

illustrated in Figure 6.11.

Figure 6.11: Simple non-linear arithmetic FBD program

The output variable TON_q is set to true when the output of GE2 has been true

for a PT delay. The output variable TON_et is used to keep track of the elapsed time.

As a result, if the division of the INPUT1 and INPUT2 is greater than or equal to

INPUT3 for a PT time, the output TON_q will be true.

The remaining three use cases were selected to cover all IEC 61131-3 function

groups supported by the Yices 1 solver, which have been widely used in the FBDTester

2.0 [SJB18] and the MuFBDTester [LJB22b].
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■ Use case 2 - LAUNCHER: FBD module for launching program codes.

■ Use case 3 - simGRAVEL: FBD module used to control the amount of gravel

delivered from a silo into a bin before being loaded onto a truck.

■ Use case 4 - FFTD: Fixed-Falling Trip Decision FBD module of a bistable processor

of the reactor protection system developed by KNICS [ind06].

In the tables below, we present some of the characteristics of the aforementioned

use cases. Table 6.6 details the number of BC, ICC, and CCC coverage requirements

of the use cases. Table 6.7 sets out the IEC 61131-3 function groups that are employed

in each of the use cases.

Table 6.6: FBD characteristics of the use cases

Use case #blocks #inputs #outputs #BC #ICC #CCC
nonLinear 3 4 2 4 4 8
LAUNCHER 4 2 1 4 12 32
simGRAVEL 3 3 4 12 25 57
FFTD 29 12 8 126 185 774

Table 6.7: IEC 61131-3 groups employed in each of the use cases

IEC61131-3 group nonLinear LAUNCHER simGRAVEL FFTD
logic X X X
timer X X X
comparison X X
arithmetic X
non-linear arithmetic X
selection X
bistable X
edge trig X
counter X

Research Questions

The first objective was to validate the SMT2 solver for generating test cases for the

IEC 63113-3 standard FCs and FBs supported by the baseline Yices 1 solver in the

FBDTester 2.0 (RQ4), and in the MuFBDTester (RQ5). The second objective was to

generate coverage-based test cases for non-linear arithmetic IEC 61131-3 functions

(RQ6), which are not supported by Yices 1. Finally, the same objectives should be

applicable when generating mutation-based test cases (RQ7). All these RQs were

designed to address Hypothesis 2.
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RQ4. Can the SMT2 solver in FBDTester 3.0 generate test cases for the IEC

61131-3 standard FCs and FBs that were supported by Yices 1 in FBDTester

2.0?

RQ5. Can the SMT2 solver in MuFBDTester 3.0 generate test cases for

the IEC 61131-3 standard FCs and FBs that were supported by Yices 1 in

MuFBDTester?

RQ6. Can the SMT2 solver in FBDTester 3.0 generate coverage-based test

cases for non-linear arithmetic IEC 61131-3 functions?

RQ7. Can the SMT2 solver in MuFBDTester 3.0 generate mutation-based test

cases for non-linear arithmetic IEC 61131-3 functions?

The research questions related to the effectiveness of the calculated cost-effective

metrics are assessed in Chapter 7, whereas the practicality of generated test oracles is

evaluated in Chapter 8.

Evaluation Setup

All the experiments were conducted on a Windows 10 Pro machine with 12 GB of

RAM memory and Intel Core i5-7200U Processor. We used Eclipse IDE Java for Java

Developers (version 4.21.0) to run the testing tools FBDTester 3.0 and MuFBDTester

3.0.

Table 6.8 details the use case employed in each of the research questions. RQ4

was evaluated with LAUNCHER, simGRAVEL, and FFTD, since this combination

of use cases can test all IEC 61131-3 function groups described in Table 6.7. RQ5

was only tested with LAUNCHER, and simGRAVEL, as the FFTD comprises linear

arithmetic operators (i.e. addition, subtraction) that could be replaced by non-linear

arithmetic operators when generating mutants. This could not be benchmarked with

the Yices 1 as it does not support such capability, and it was therefore addressed

in RQ7. In addition, RQ6 and RQ7 were evaluated with the new non-linear FBD

program, as it contains a non-constant division operator.

Table 6.8: Use cases employed in each of the research questions

Research Questions nonLinear LAUNCHER simGRAVEL FFTD
RQ4 X X X
RQ5 X X
RQ6 X
RQ7 X X
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6.5.2 Results

RQ4. Can the SMT2 solver in FBDTester 3.0 generate test cases for the
IEC 61131-3 standard FCs and FBs that were supported by Yices 1 in
FBDTester 2.0?

To address RQ4, we assessed the test case generation capability of the FBDTester

3.0. The algorithm should generate test cases until maximum achievable coverage is

achieved. The test size information, the accumulated total coverage, and elapsed time

of the test cases are reported in Tables 6.9-6.11.

Table 6.9: Coverage-based test cases of LAUNCHER

Test case
∑

Coverage Elapsed time
BC_smt-based_evalTestSuite_001_1 0.50 1262 ms
BC_smt-based_evalTestSuite_001_2 1.00 585 ms
ICC_smt-based_evalTestSuite_001_1 0.33 2951 ms
ICC_smt-based_evalTestSuite_001_2 0.75 1781 ms
ICC_smt-based_evalTestSuite_001_3 0.83 843 ms
CCC_smt-based_evalTestSuite_001_1 0.28 6535 ms
CCC_smt-based_evalTestSuite_001_2 0.69 4665 ms
CCC_smt-based_evalTestSuite_001_3 0.78 1550 ms

Table 6.10: Coverage-based test cases of simGRAVEL

Test case
∑

Coverage Elapsed time
BC_smt-based_evalTestSuite_001_1 0.85 3584 ms
BC_smt-based_evalTestSuite_001_2 0.92 753 ms
ICC_smt-based_evalTestSuite_001_1 0.62 7839 ms
ICC_smt-based_evalTestSuite_001_2 0.72 3042 ms
CCC_smt-based_evalTestSuite_001_1 0.54 119317 ms
CCC_smt-based_evalTestSuite_001_2 0.62 11391 ms
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Table 6.11: Coverage-based test cases of FFTD

Test case
∑

Coverage Elapsed time
BC_smt-based_evalTestSuite_001_1 0.65 18670 ms
BC_smt-based_evalTestSuite_001_2 0.75 6954 ms
BC_smt-based_evalTestSuite_001_3 0.87 5035 ms
BC_smt-based_evalTestSuite_001_4 0.94 2650 ms
BC_smt-based_evalTestSuite_001_5 1.00 1407 ms
ICC_smt-based_evalTestSuite_001_1 0.57 28564 ms
ICC_smt-based_evalTestSuite_001_2 0.70 12637 ms
ICC_smt-based_evalTestSuite_001_3 0.78 8942 ms
ICC_smt-based_evalTestSuite_001_4 0.83 6672 ms
ICC_smt-based_evalTestSuite_001_5 0.91 5211 ms
CCC_smt-based_evalTestSuite_001_1 0.41 145660 ms
CCC_smt-based_evalTestSuite_001_2 0.57 85865 ms
CCC_smt-based_evalTestSuite_001_3 0.63 63164 ms
CCC_smt-based_evalTestSuite_001_4 0.68 54468 ms
CCC_smt-based_evalTestSuite_001_5 0.76 47720 ms

The results show that the new solver was able to generate the test cases by

incrementally increasing the number of test cases until maximum achievable coverage

was reached. Time-wise, the elapsed time to generate the test cases was higher on the

first test case than on subsequent test cases. This is because the first test case needed

to maximally satisfy all coverage requirements, whereas the subsequent test cases

only needed to address the remaining requirements.

To this end, the results demonstrate that the new SMT2 solver in FBDTester 3.0

can generate test cases for all the IEC 61131-3 function groups tested with Yices 1

solver in FBDTester 2.0.

RQ5. Can the SMT2 solver in MuFBDTester 3.0 generate test cases for
the IEC 61131-3 standard FCs and FBs that were supported by Yices 1 in
MuFBDTester?

To address RQ5, we benchmarked the generated test suite size of the MuFBDTester

3.0, with the baseline MuFBDTester, as the number of mutant operators, and hence

mutation-based test cases should be the same. Test size information is set out in Table

6.12.

The number of mutation-based test cases was the same for both solvers. Hence,

the results indicate that the new SMT2 solver can successfully generate mutation-
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Table 6.12: Mutation test suite size of the use cases

Use case Solver #Mu test cases

LAUNCHER Yices 1 16
Yices 2 SMT2 16

simGRAVEL Yices 1 13
Yices 2 SMT2 13

based test cases for at least the same set of IEC 61131-3 function groups tested in the

MuFBDTester.

RQ6. Can the SMT2 solver in FBDTester 3.0 generate coverage-based
test cases for non-linear arithmetic IEC 61131-3 functions?

RQ6 evaluates the capacity of the new FBDTester 3.0 to test non-linear arithmetic

functions. For this reason, a non-constant division operator was used in the subject

program. As can be seen in Table 6.13, the new SMT2 solver could generate coverage-

based test cases for the subject program, whereas Yices 1 could not derive any test

cases.

Table 6.13: Coverage-based test cases of the non-linear FBD program

Test case
∑

Coverage Elapsed time
BC_smt-based_evalTestSuite_001_1 1.00 739 ms
ICC_smt-based_evalTestSuite_001_1 1.00 791 ms
CCC_smt-based_evalTestSuite_001_1 0.61 2725 ms
CCC_smt-based_evalTestSuite_001_2 1.00 1110 ms

RQ7. Can the SMT2 solver in MuFBDTester 3.0 generate mutation-based
test cases for non-linear arithmetic IEC 61131-3 functions?

In RQ7 we evaluated the new MuFBDTester 3.0 with two arithmetic uses cases. The

number of generated test cases of the new SMT2 solver was benchmarked against the

number of tests generated with Yices 1, as indicated in Table 6.14.

118



6.6. Conclusion

Table 6.14: Mutation-based test suite size of arithmetic use cases

Use case Solver #Mu test cases

nonLinear Yices 1 0
Yices 2 SMT2 16

FFTD Yices 1 121
Yices 2 SMT2 133

The legacy MuFBDTester could not generate test cases for the non-linear FBD

program, as Yices 1 does not support such capability. Instead, it could generate 121

test cases for the FFTD, which contains linear arithmetic functions. In contrast, the

Yices 2 SMT2 solver could generate mutation-based test cases for both use cases. It

is interesting to note that in the latter case, the number of generated tests was higher

for the FFTD. This was due to non-linear Arithmetic Block Replacements (ABRs), as

shown in Table 6.15.

Table 6.15: Non-linear arithmetic mutant operators generated with Yices 2 SMT2

Mutation operator Block ID Mutation
ABR 34 ADD -> MUL
ABR 34 ADD -> DIV
ABR 34 ADD -> MOD
ABR 35 ADD -> MUL
ABR 35 ADD -> DIV
ABR 35 ADD -> MOD
ABR 40 SUB -> MUL
ABR 40 SUB -> DIV
ABR 40 SUB -> MOD
ABR 48 SUB -> MUL
ABR 48 SUB -> DIV
ABR 48 SUB -> MOD

Non-linear arithmetic mutations were generated to replace the Addition FCs

(i.e. block ID 34 and block ID 35) with division, multiplier, and modulo operators.

Similarly, subtraction blocks (i.e. block ID 40 and block ID 48) were also replaced by

the aforementioned non-linear arithmetic operators.

6.6 Conclusion

In this chapter, we focused on Objective 2 of our methodology, which presents a test

generation and evaluation approach to automatically generate test cases for most of
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the IEC 61131-3 function groups. We implemented a new solver (Yices 2 SMT2) in

the test generation process to cover a wide range of IEC 61131-3 function groups,

including non-linear arithmetic and non-constant division operators, which were not

supported previously (sub-contribution 1). The test evaluation process consisted

of cost-effective metrics calculation (sub-contribution 2) and test oracle generation

(sub-contribution 3).

As a sanity check, we benchmarked the number of generated test cases of the new

tools against the legacy tools for a broad set of IEC 61131-3 function groups. For

evaluation, we employed use cases widely used in previous studies (i.e. LAUNCHER,

simGRAVEL, FFTD). Specifically, the LAUNCHER use case consists of IEC 61131-3

logic, bistable, and edge trigger FCs. The simGRAVEL includes timer and counter

FBs, and the FFTD features linear arithmetic, comparison, and selection FCs.

We evaluated the test generation capability of the new solver for non-linear arith-

metic functions. This was analysed with two arithmetic use cases: a simple FBD that

contains a division operator, and the FFTD previously used in the FBDTester 2.0 and

MuFBDTester, as it includes addition and subtraction functions.

The results show that the new solver implemented in the FBDTester and MuF-

BDTester was able to generate test cases for at least the same IEC 61131-3 groups

employed in previous studies. Furthermore, the solver supports the generation of

non-linear arithmetic functions. As a result, this chapter addresses Hypothesis 1 as:

Our findings demonstrate that coverage-based and mutation-based testing can

be used to automatically generate test cases for most of the IEC 61131-3

function groups, including complex and non-linear arithmetic functions. This

is attributed to the integration of the new Yices 2 SMT2 solver into the test

generation process.

The generated cost-effective metrics are evaluated in Chapter 7 to assess if the

calculated measures can cost-effectively select tests that maximise the detection of

faults. Lastly, test outputs are used as oracles in Chapter 8 to benchmark the results in

the industrial PLC simulation environment.

The following table summarises the contributions, objectives and hypotheses ac-

complished in this chapter. It is noteworthy that Sub-Contributions 2-3 are preliminary

tasks required to accomplish Objectives 3-4, respectively. These sub-contributions are

therefore partially associated with Objectives 3-4, which are denoted with an asterisk

(*) symbol.
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Sub-contributions Contributions Objectives Hypotheses
1 Technical Contribution 1 2 1
2 Technical Contribution 1 2, 3* 2*
3 Technical Contribution 1 2, 4* 3*
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7.1 Introduction

A test selection approach using regression analysis is presented in this chapter. Our

approach aims to cost-effectively test new FBD programs which undergo frequent

changes to meet customer demand. To this end, a test selection problem was defined

to meet the following requirements:

■ Reduce execution time to minimise commissioning time.

■ Maximise fault detection capability to prevent implementation errors.

This chapter focuses on our Technical contribution 2 defined in Section 1.3, which

aims at fulfilling the aforementioned requirements. The contribution is further divided

into the following sub-contributions:

■ Sub-contribution 1: A multi-objective search-based test case selection approach

for FBD programs.

■ Sub-contribution 2: Fitness functions objectives definition and formulation based

on the cost-effective metrics calculated in Chapter 6.

■ Sub-contribution 3: Empirical evaluation of the multi-objective test case selection

approach at cost-effectively detecting faults.

The presented sub-contributions are directly linked to the contributions, objectives,

and hypotheses described in Table 7.1:

Table 7.1: Chapter 7 contributions, objectives and hypotheses

Sub-contributions Contributions Objectives Hypotheses
1, 2, 3 Technical Contribution 2 3 2

To this end, the main objective of this chapter is stated below:

Objective 3: Multi-objective search-based test selection approach to optimise

the selection of tests in a cost-effective manner.

Section 7.2 details the overall approach. Section 7.3 describes our search-based

multi-objective test selection approach which is designed to test recently modified

or reconfigured FBD programs based on adequacy criteria (Sub-contributions 1-2).

These latter were obtained from the cost-effective metrics presented in Chapter 6,

which combine coverage criteria, test execution time, and fault detection capability. In

total, 7 fitness functions were defined, using execution time as a cost metric.
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We empirically evaluated fitness functions in 6 experimental scenarios, the details

of which are outlined in Section 7.4 (Sub-contribution 3). The results are reported in

Section 7.5. Section 7.6 details the threats to the validity of our experiment, and the

conclusions are summarised in Section 7.7.

7.2 Overview

We propose a test selection approach for FBD testing, which is designed to meet a set

of cost-effective objectives. The approach is based on search-based algorithms which

are commonly employed to find the optimal solution to a problem. In our particular

case, the search-based algorithm is required to reduce the time, whilst optimising

the coverage and fault detection capability of the test suite (see Figure 7.1). These

measures were retrieved from Chapter 6, which comprised FBD-specific coverage (i.e.

BC, ICC, and CCC), mutation-based fault detection capability (see Section 7.3.1),

and test case execution time. It should be noted that the tests were performed in

Java, and hence differences in the execution time might be observed if run on a real

PLC. Factors such as scan cycles, timing-related functions, clock jitter, and other

internal processes would likely result in a proportionally greater execution time in a

real hardware environment.

A multi-objective search-based test selection was applied to the test suite generated

in Chapter 6. This comprises three different types of test cases: 1) coverage-based

test cases that maximally satisfy the coverage-based test requirements of the program

structure, 2) mutation-based test cases, and 3) random test cases. These test cases were

enriched with the cost-effective metrics data obtained from Section 6.4. Cost-effective

metrics were then combined to determine the fitness objectives in Section 7.3.2, which

serve to guide the search algorithm. The mutant detection capability of the selected

tests is analysed in Section 7.4.

7.3 Search-based Multi-Objective Test Selection

Multi-objective search-based objectives have been widely employed to optimise

software engineering problems [RRV19], including test case selection. Multi-objective

search-based test selection algorithms are guided by the feedback from more than

one objective. To this end, we define three cost-effective metrics in Section 7.3.1,

which are used to obtain the search objectives, namely fitness functions. In total,

we derived 7 fitness functions (see Section 7.3.2), in which we considered two and

three objectives in each of them. These were then integrated in the multi-objective
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Figure 7.1: Cost-effective test selection approach for FBD programs

search-based algorithm. Specifically, we used the NSGA-II [DPAM02], which is a

commonly used algorithm in search optimisation problems.

7.3.1 Cost-effective Metrics

In this section, we formalise the cost-effective metrics of Chapter 6. These comprise

three different coverage criteria (BC, ICC, and CCC), fault detection capability and

test execution time, which have been formalised according to the notations defined

below.
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Formal Notations

Let TS = {tc1, tc2, ..., tcN} be a test suite (TS) comprising N test cases (tc) to test

an FBD program. The quality and cost of the test suite is calculated with a set of f

fitness functions (F ) [PODPDL14] which must be satisfied when selecting test cases:

F = {f1, f2, ..., fp). The multi-objective test case selection algorithm is designed to

select a subset of test cases from TS, such that TS′ = {tc1, tc2, ..., tcM} is a subset

of TS (i.e. TS′ ⊆ TS). The NSGA-II returns a Pareto-optimal solution with respect

to the fitness functions in F , with M ≤ N .

We used a binary coding representation of the solution provided by the search

algorithm, a method reported in several multi-objective test case selection stud-

ies [AWM+19, YH07, PODPDL14, AVAS23, Arr22]. For instance, for a test suite

of four test cases (i.e. TS = {tc1, tc2, tc3, tc4}), one possible solution sk could be

sk = {1, 0, 1, 1}. This indicates that test cases tc1, tc3 and tc4 are selected to be

executed, and tc2 is not.

Structural Coverage

Structural coverage metrics measure the amount of code executed with a test case,

and as such are useful for identifying potential implementation errors in the code.

We employed the data flow-based coverage criteria described by [SJB18] as effective

fitness metrics, which include BC, ICC, and CCC. To determine the extent to which a

test case covers all of the respective Dpath requirements, these criteria identify the

executed Dpath requirement. If a data path requirement is satisfied, the specified

coverage Test Requirement (TR) is asserted.

Multiple cycles based on the FBD characteristics may be necessary for the test

case to completely test FBs. For example, a minimum number of PT/scan_time cycles

are required by a Timer to activate the output. Hence, we determined coverage to

be the combination of asserted test requirements in all scan cycles, as different input

values could yield disparate coverage results.

Given that a solution sk of the search algorithm denotes the Test Suite of selected

test cases (i.e. TSsk = {tcs1, tcs2, ..., tcNs}, we defined the coverage criteria of the

provided solution as BC(sk), ICC(sk), and CCC(sk), in a range of 0 to 1.

For BC (Equation 7.1), a value of 0 means that no Test Requirement (TR) contain-

ing Dpaths of the FBD was covered, while a value of 1 indicates that all Dpaths were

covered. In the case of ICC (Equation 7.2), the coverage TR refers not only to the

Dpaths, but also to boolean input edges (ei). Lastly, CCC (Equation 7.3) is the most

complex criterion, in which TR were defined based on the data paths, boolean input
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edges, boolean internal edges, and boolean output edges eo.

BCsk =

∑N
i=1 TRsi < Dpath >

TR < Dpath >
(7.1)

ICCsk =

∑N
i=1 TRsi < Dpath, ei >

TR < Dpath, ei >
(7.2)

CCCsk =

∑N
i=1 TRsi < Dpath, ei, eo >

TR < Dpath, ei, eo >
(7.3)

The objective of our algorithm is to maximise these metrics.

Fault Detection Capability

Although a standard metric for determining the quality of a test suite is white-box cov-

erage, a number of authors have observed that higher coverage may not always ensure

higher fault detection [IH14, GSWH15]. For this reason, an alternative approach was

proposed by [PWAY16], in which the quality of a test suite is calculated based on the

FDC of each test case. In this scenario, a solution sk is given by the search algorithm

that denotes the Test Suite of selected test cases (i.e. TSsk = {tcs1 , tcs2 , ..., tcsN },
and the FDC is obtained with Equation 7.4.

FDCsk =

∑N
i=1 SuccRattcsi

M
(7.4)

where SuccRattcsk is the success rate of the i-th test case in TSsk . The success

rate can be calculated in accordance with the available information (e.g. previous

information of failures [AVAS23], or FDC of each individual test case [PWAY16]).

Since historical data was not available, we employed mutants in the present study. If

the test execution results deviate from the source program, a mutant is killed. Thus,

for a given set of mutants, the number of mutants a test case detects determines its

success rate.

The objective of our algorithm is to maximise the FDC of a given test suite.

Total Execution Time

The use of Execution Time as a cost objective is widespread, and has been reported

in several multi-objective test selection and optimisation studies [ZHL+16, YH07,

Har11, WSKR06]. Since time is critical in PLC testing, in the present study we

employed the TET of the selected test suite as a cost measure.

If ET is the amount of time required by a test case to complete its execution of the

program under test, we determined the TET of the selected test suite with Equation
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7.5.

TETs =

∑N
i=1ETtsi

ETini
(7.5)

where ETtsi is the execution time of the selected test case, and ETini the ET of the

initial TS.

The aim of our algorithm is to minimise the TET of a given test suite.

7.3.2 Fitness Functions

The scalability constraints of the search-based algorithms meant that the maximum

number of cost-effective objectives was restricted to three. Combining these gave

rise to seven fitness functions. We maintained TET as a cost metric in each fitness

function, and combined this with the effectiveness metrics, as set out in Table 7.2.

Table 7.2: Fitness function objectives

fitness function Objective 1 Objective 2 Objective 3
f1 TET FDC
f2 TET BC
f3 TET ICC
f4 TET CCC
f5 TET FDC BC
f6 TET FDC ICC
f7 TET FDC CCC

The employed search-based algorithm aims to minimise objectives. Thus, the

fitness functions for BC, ICC, CCC, and FDC were inverted to maximise the ratios.

7.4 Evaluation

In this section, we describe the research questions to be addressed. The case studies

selected to test the FBD programs, evaluation metrics, the algorithm setup, and

statistical tests employed in the experiment are also detailed.

7.4.1 Research Questions

We defined three RQs. In comparison with random search, the first RQ asks if our

problem to solve is complex enough to require search algorithms. The second RQ

seeks to identify the fitness function which detects faults in the most cost-effective

manner. The aim of the final RQ is to evaluate any improvement in performance,

as compared to the initial test suite. These RQs are directly linked to our research
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Hypoteshis 3, which claims that the search-based algorithm optimises the selection of

test cases in a cost-effective manner.

RQ8. How does the multi-objective search-based algorithm perform as com-

pared to RS?

RQ9. Which of the defined cost-effectiveness metrics performs best?

RQ10. To what extent can our approach reduce TET and what impact does it

have on the fault detection rate?

7.4.2 Case Studies

The empirical evaluation consisted of three case studies, which have been widely used

in previous studies [SJB16, SJB18, JSC+14]:

■ LAUNCHER: a module used for launching programs in a system.

■ FFTD: a fixed-falling trip decision module of a reactor protection system.

■ FRTD: a module that describes a fixed-rising trip decision of a reactor protection

system.

FFTD and FRTD are parts of the PLC code of a bistable processor of the reactor

protection system developed by KNICS [ind06]. These two case studies are quite

large in terms of the number of blocks, inputs and outputs, and include 5 types of

IEC 61131-3 function groups. The LAUNCHER was employed to cover IEC 61131-

3 function groups (i.e. bistable, edge trig) which were not addressed in the other

modules. Table 7.3 details the key characteristics of the selected case studies.

7.4.3 Evaluation Metrics

In our study, we utilised the revisited hypervolume (HV) quality indicator to assess

RQ8 and RQ9, as reported in [AVAS23, AWM+19]. The HV measures the volume

of the objective space that is dominated by the solutions in a Pareto-frontier set

[ABBZ09]. If the HV value is high, then the set of solutions encompasses a large

area of the space, thereby yielding a better trade-off. Hence, the higher the HV value,

the better the performance of the metrics. The revisited HV evaluates each solution

returned by the Pareto-frontier to determine the ratio of detected faults to the total

cost (i.e. TET). Using this information a new Pareto-frontier is obtained, which

maximises the ratio of the detected faults and minimises execution time. The HV is

then calculated with the new Pareto-frontier.
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Table 7.3: Key characteristics of the selected case studies

LAUNCHER FFTD FRTD
#blocks 4 29 29
#inputs 2 12 12
#outputs 1 8 8

logic AND AND, OR AND, OR
timer - TON TON
comparison - LE, LT, GT GE, LT

IEC61131-3 arithmetic - ADD, SUB ADD, SUB
selection - SEL SEL
bistable SR - -
edge trigger R_TRIG - -

#BC requirements 4 126 126
#ICC requirements 12 186 186
#CCC requirements 32 902 902
#BC test cases 2 4 4
#ICC test cases 20 5 5
#CCC test cases 20 30 30
#mutant test cases 8 83 120
#random test cases 94 86 95
#Enoiu mutants 5 149 123
#second-order mutants 147 1000 1000
#max num of cycles 20 19 20

The evaluation process requires information of faults, however in our case studies

real fault information was not available. For this reason, we employed mutation testing,

which is reported in the literature as an appropriate substitute for real faults [JJI+14].

Since mutants were also required to obtain the FDC of test cases, we used two sets of

mutants (Enoiu mutants and second-order mutants) to calculate the FDC, which was

then employed to measure the revisited HV:

■ Enoiu mutants: new mutant operators proposed by Enoiu et al. [EČO+16], which

include Feedback Loop Insertion Operator (FIO), Logical Block Insertion Operator

(LIO), Logical Block Deletion Operator (LDO), Value Replacement Operator-

Improved (VRO-I), Logical Block Replacement Operator-Improved (LRO-I). In

addition, the Variable Replacement Operator (VRO) was also implemented.

■ Second-order mutants: mutants generated by combining two first-order mutants.

The second-order set of mutants was derived from Jee et al.’s [JSB18] mutation

operator set.
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Hence, test cases with FDC based on Enoiu et al. [ESv+16] mutants were evalu-

ated with second-order mutants and vice versa.

The primary objective of test case selection is to minimise TET while maintaining

the overall ability to detect faults. This describes the cost-benefit analysis set out in

RQ10. For this purpose, we evaluated each of the Pareto-frontier solutions individually

and checked their mutation score. From each of these, the highest-scoring solution

was selected, and in the case of more than one solution, the one with the lowest TET

was retrieved.

7.4.4 Algorithm Setup

We implemented our approach on the PlatEMO [TCZJ17] open-source platform, which

is a widely-employed multi-objective search library for MATLAB. The implemented

algorithm setup comprises:

■ Search-based algorithm: NSGA-II, which has been widely used for multi-objective

optimisation problems [DPAM02, VPS21].

■ Population size: 100 (set as default value at PlatEMO [TCZJ17]).

■ Maximum generation: 250 (as employed in several studies with a similar problem

[YH07, AWM+19, AVAS23]).

■ Number of objectives: the cost-effective objectives were limited to three, as

NSGA-II has been found to scale up to 3 objective functions [PKT17, LLTY15].

We employed a standard single point crossover with a rate of 0.8 as implemented

by [AVAS23, AWM+19]. The mutation of a variable was also obtained with a standard

probability of 1/N, in which N is the total number of test cases.

7.4.5 Experimental Setup

A total of 6 experimental scenarios were assessed (3 case studies x 2 mutation detection

evaluations). For each of the experimental scenarios, we measured the effectiveness

of 7 fitness functions. Since randomised algorithms (i.e. search algorithms) return a

different result each time the same problem instance is executed, each of the experi-

mental scenarios was performed 50 times. This is in accordance with the guidelines

of Arcuri and Briand [AB11].

The Vargha and Delaney Â12 test was used to conduct the statistical analysis

in each of the experiments, and the results were classified into various levels of

significance difference, as per Romano et al. [RKC+06]. We also employed the
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Kruskal-Wallis test [MN10] to evaluate the statistical difference between the fitness

functions.

We used Matlab 2020b to run the test selection algorithm on the experimental

scenarios and perform statistical tests. In addition, we used Spyder IDE (5.1.5) for

Python 3.9 to obtain the statistical figures. All these experiments were conducted on

a Windows 10 Pro machine with 12 GB of RAM memory and Intel Core i5-7200U

Processor.

7.5 Results and Discussion

This section reports the results of the experimental setup with the three case studies

(LAUNCHER, FFTD, and FRTD). The following subsections are dedicated to the

three research questions that were defined for each of the experimental scenarios

described previously.

7.5.1 RQ8. How does the multi-objective search-based algorithm
perform as compared to RS?

The goal of RQ8 is to demonstrate that our approach can effectively make a non-trivial

selection of minimal-cost test cases. To this end, we compared the performance of the

multi-objective search-based algorithm NSGA-II against the baseline algorithm RS.

Specifically, the cost-effectiveness of 7 fitness functions was assessed by comparing

NSGA-II and RS, as illustrated in Figure 7.2. The performance was measured with

the revisited HV scores (ranging from 0 to 1). The HV of all fitness combinations for

each of the experimental studies is also presented in the following boxplots. These

results were supported by statistical analysis.

To evaluate the significance of the difference, the Vargha and Delaney Â12 values

were calculated and categorised by levels of effect-size. This scale was established by

Romano et al. [RKC+06] and is divided into: small, medium, and large. The calcula-

tions were obtained by benchmarking the results of both algorithms (A = NSGA-II,

B = RS), which determined if the difference between A and B was significantly high

(i.e. A++, B++), medium (i.e. A+, B+), or low (i.e. A, B). The values A, A+, A++

indicate that the results favour NSGA-II, in contrast B, B+, B++ indicate that RS

outperformed NSGA-II. Cases in which both algorithms performed equally were

classified as (=) value. Additionally, we computed the statistical difference indicator

p-value (in parenthesis), and highlighted in bold those that were statistically significant

(p-value≤ 0.05). These results are reported in Table 7.4 and Table 7.5.
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Figure 7.2: NSGA-II vs RS HV evaluation boxplots
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According to the HV results, the multi-objective search-based NSGA-II algorithm

consistently outperformed the RS algorithm in the vast majority of experimental

scenarios. According to the Â12 results, the performance of the NSGA-II algorithm

was significantly better than RS (i.e. A++) in 40 out of 42 experiments (7 fitness

functions x 6 experimental scenarios). Analysis of the LAUNCHER use case, however,

yielded different results when using BC_TET fitness metric, as indicated in Tables

7.4-7.5. Here, the performance of the RS algorithm was slightly better (B) than

NSGA-II with the Enoiu et al. mutants, and considerably better (i.e. B++) than

NSGA-II with second-order mutants.

Table 7.4: p-values and Vargha and Delaney Â12 results based on Romano et al.
classification, where A=NSGA-II and B=RS. Evaluation with Enoiu et al. mutants

LAUNCHER
Enoiu et al.

FFTD
Enoiu et al.

FRTD
Enoiu et al.

A++/A+/A/=/B/B+/B++ A++/A+/A/=/B/B+/B++ A++/A+/A/=/B/B+/B++

f1 1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

f2 0/0/0/0/1/0/0
(0.05)

1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

f3 1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

f4 1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

f5 1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

f6 1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

f7 1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

As a further analysis, the results of the setup that achieved the highest average HV

are summarised in Table 7.6. The NSGA-II algorithm presented the best performance

with f1, f3, f4, f5, f6, and f7 fitness metrics in all of the case studies in relation to RS.

This could indicate that NSGA-II is a good strategy when using these combinations at

detecting faults in the FBD programs under study, which shows that it is not a trivial

problem. On the contrary, the performance of the NSGA-II algorithm when using the

f2 function (i.e. BC_TET ) was worse than RS. Hence, RS seems a more suitable

strategy when using f2 metric in the LAUNCHER case study.

In response to RQ8, the findings demonstrate that the performance of the multi-

objective search-based NSGA-II algorithm is markedly better than the baseline RS in

95.24% of the experiments.
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Table 7.5: p-values and Vargha and Delaney Â12 results based on Romano et al.
classification, where A=NSGA-II and B=RS. Evaluation with second-order mutants

LAUNCHER
Second-order

FFTD
Second-order

FRTD
Second-order

A++/A+/A/=/B/B+/B++ A++/A+/A/=/B/B+/B++ A++/A+/A/=/B/B+/B++

f1 1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

f2 0/0/0/0/0/0/1
(0.00)

1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

f3 1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

f4 1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

f5 1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

f6 1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

f7 1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

1/0/0/0/0/0/0
(0.00)

Table 7.6: Summary of best algorithm results per fitness configuration

Case study Mutants Algorithm Fitness function

LAUNCHER
Enoiu et al. NSGA-II f1, f3, f4, f5, f6, f7

RS f2

Second-order NSGA-II f1, f3, f4, f5, f6, f7
RS f2

FFTD
Enoiu et al. NSGA-II f1, f2, f3, f4, f5, f6, f7

RS -

Second-order NSGA-II f1, f2, f3, f4, f5, f6, f7
RS -

FRTD
Enoiu et al. NSGA-II f1, f2, f3, f4, f5, f6, f7

RS -

Second-order NSGA-II f1, f2, f3, f4, f5, f6, f7
RS -

7.5.2 RQ9. Which of the defined cost-effectiveness metrics
performs best?

The objective of RQ9 is to extract the optimal fitness function. For this purpose, we

compared the performance of each of the fitness functions with the NSGA-II algorithm.

Once again, the statistical analysis was conducted with the Vargha and Delaney Â12

test, as set out in Tables 7.7-7.9. In this case, we employed the Â12 test to compare

the performance of the fitness functions calculated by the HV performance indicator.
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An Â12 value above 0.5 denotes which of the fitness function in the rows performs

better than the fitness functions in the columns. When two fitness functions present

a similar performance, the Â12 value is 0.5. Any statistical difference between the

fitness functions was determined by the Kruskal-Wallis test [MN10]. A statistically

significant difference presents a p-value less than or equal to 0.05.

Table 7.7: Vargha and Delaney Â12 values and p-values for the fitness functions –
NSGAII LAUNCHER

f1 f2 f3 f4 f5 f6 f7

f1 -
0.82

(0.00)
0.30

(0.47)
0.34

(0.07)
0.46

(0.92)
0.55

(0.89)
0.61

(0.77)

f2 0.18
(0.00) -

0.22
(0.00)

0.31
(0.00)

0.18
(0.00)

0.18
(0.00)

0.18
(0.00)

f3 0.70
(0.47)

0.78
(0.00) -

0.65
(0.01)

0.70
(0.53)

0.70
(0.39)

0.70
(0.31)

Enoiu
et al. f4 0.66

(0.07)
0.69

(0.00)
0.35

(0.01) -
0.66

(0.06)
0.66

(0.10)
0.66

(0.13)

f5 0.54
(0.92)

0.82
(0.00)

0.30
(0.53)

0.34
(0.06)

-
0.59

(0.81)
0.66

(0.69)

f6 0.45
(0.89)

0.82
(0.00)

0.30
(0.39)

0.34
(0.10)

0.41
(0.81)

-
0.55

(0.88)

f7 0.39
(0.77)

0.82
(0.00)

0.30
(0.31)

0.34
(0.13)

0.34
(0.69)

0.45
(0.88)

-

f1 -
0.98

(0.00)
0.15

(0.00)
0.18

(0.00)
0.48

(0.78)
0.44

(0.44)
0.47

(0.67)

f2 0.02
(0.00) -

0.01
(0.00)

0.01
(0.00)

0.02
(0.00)

0.02
(0.00)

0.02
(0.00)

f3 0.85
(0.00)

0.99
(0.00) -

0.51
(0.61)

0.85
(0.00)

0.81
(0.00)

0.87
(0.00)

Second
order f4 0.82

(0.00)
0.99

(0.00)
0.49

(0.61)
-

0.83
(0.00)

0.77
(0.00)

0.85
(0.00)

f5 0.52
(0.78)

0.98
(0.00)

0.15
(0.00)

0.17
(0.00) -

0.44
(0.62)

0.49
(0.88)

f6 0.56
(0.44)

0.98
(0.00)

0.19
(0.00)

0.23
(0.00)

0.56
(0.62)

-
0.56

(0.73)

f7 0.53
(0.67)

0.98
(0.00)

0.13
(0.00)

0.15
(0.00)

0.51
(0.88)

0.44
(0.73)

-

The A12 values in Tables 7.7-7.9 show that f4 – the combination of CCC and TET

– is the best performing cost-effective metric in 5 out of 6 use cases. Similarly, analysis

of the combination of the three objectives f5, f6, and f7 reveals that the performance

of the latter (i.e. the combination of CCC, FDC, and TET) was slightly better than

f5 and f6. The ICC criterion (i.e. f3) presented similar performance to CCC when
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second-order mutants were used. BC criterion also performed well in FFTD and

FRTD with second-order mutants. However, it reported the worst performance in the

case of the LAUNCHER. Finally, the FDC related metrics (i.e. f1, f5, f6, f7), were

found to perform worse than all coverage-based metrics in the case of the FRTD and

FFTD. The LAUNCHER case, however, saw better results with these metrics than

with f1 (i.e. the combination of BC and TET).

Our findings show that utilising the combination of CCC and TET, the algorithm

delivers cost-effective performance in all case studies. As a result, we can conclude

that CCC is an effective method of selecting test cases. No measurable improvement in

terms of performance was observed when using three objectives, i.e. the combination

of TET, FDC, and data flow coverage-based metrics (BC, ICC, CCC). As such, the

fault detection capability does not appear to present any significant improvement in

performance. Calculating FDC is a time-consuming task, particularly when using a

large set of mutants like second-order mutants. Thus, in the interest of cost-cutting,

we recommend using a combination of CCC and TET, instead of the three objective

fitness functions.

7.5.3 RQ10. To what extent can our approach reduce TET and
what impact does it have on the fault detection rate?

RQ10 is designed to evaluate the cost-benefit of the multi-objective search-based algo-

rithm. Accordingly, the results of the last population with the highest mutation score

and lowest execution time were collected for each of the experimental scenarios. We

used the last population set to retrieve the test suite of the multi-objective algorithm,

since it delivers the highest HV scores. The average values of these results were then

compared to the initial test suite. Table 7.10 sets out the reduced TET, number of test

cases, and the ratio of detected mutants of the multi-objective search-based algorithm

against the initial test suite. It is evident from these results that the FDC-related met-

rics (i.e. FDC_TET_BC, FDC_TET , FDC_TET_ICC, FDC_TET_CCC)

obtained the maximum achievable mutation score with the given test suite (i.e. 100%

for FFTD Enoiu et al, 99.80% for FFTD second-order, 100% for FRTD Enoiu et

al, 99.80% for FRTD second-order, 80% for LAUNCHER Enoiu et al, 95.83% for

LAUNCHER second-order). In all cases, the execution time was substantially reduced

by up to 70.80%, 84.14%, 77.10%, 84.11%, 89.87%, and 89.78%, respectively.

In contrast, the BC_TET and ICC_TET metrics led to decreased mutation

scores. BC_TET scored 78.50%, 78.47%, 80.77%, 98.87%, 39.20%, and 45.83%,

respectively. ICC_TET reported a marginally better performance, with a mutation

score of 83.30%, 83.30%, 98.82%, 99.04%, 40%, and 89.92%.
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Table 7.8: Vargha and Delaney Â12 values and p-values for the fitness functions –
NSGAII FFTD

f1 f2 f3 f4 f5 f6 f7

f1 -
1.00

(0.00)
0.82

(0.00)
0.04

(0.00)
0.48

(0.66)
0.41

(0.19)
0.50

(0.89)

f2 0.00
(0.00) -

0.19
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

f3 0.18
(0.00)

0.81
(0.00) -

0.00
(0.00)

0.15
(0.00)

0.11
(0.00)

0.21
(0.00)

Enoiu
et al. f4 0.96

(0.00)
1.00

(0.00)
1.00

(0.00) -
0.96

(0.00)
0.93

(0.00)
0.95

(0.00)

f5 0.52
(0.66)

1.00
(0.00)

0.85
(0.00)

0.04
(0.00) -

0.42
(0.38)

0.54
(0.76)

f6 0.59
(0.19)

1.00
(0.00)

0.89
(0.00)

0.07
(0.00)

0.58
(0.38)

-
0.60

(0.23)

f7 0.50
(0.89)

1.00
(0.00)

0.79
(0.00)

0.05
(0.00)

0.46
(0.76)

0.40
(0.23)

-

f1 -
0.00

(0.00)
0.00

(0.00)
0.00

(0.00)
0.40

(0.03)
0.50

(0.85)
0.40

(0.03)

f2 1.00
(0.00) -

0.50
(0.67)

0.68
(0.90)

1.00
(0.00)

1.00
(0.00)

1.00
(0.00)

f3 1.00
(0.00)

0.50
(0.67)

-
0.67

(0.77)
1.00

(0.00)
1.00

(0.00)
1.00

(0.00)
Second
order f4 1.00

(0.00)
0.32

(0.90)
0.33

(0.77)
-

1.00
(0.00)

1.00
(0.00)

1.00
(0.00)

f5 0.60
(0.03)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00) -

0.58
(0.02)

0.49
(0.97)

f6 0.51
(0.85)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.42
(0.02) -

0.40
(0.02)

f7 0.60
(0.03)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.51
(0.97)

0.60
(0.02) -

Lastly, the CCC_TET fitness function was found to detect faults well. With only

a few test cases, it was able to kill 91.91%, 99.48%, 94.65%, 99.60%, 58.40%, and

89.58% of the mutants. The significant reduction in execution time in these cases can

be attributed to the low number of selected test cases. However, these scores were

marginally lower than those obtained from the FDC-based results, and as a result some

mutants were missed.

Thus, the FDC-related multi-objective cost-effective fitness functions have proved

effective in reducing execution time while obtaining the same mutation detection

score as the initial test suite. In some instances, the mutation score was not 100%, but

this was a consequence of the inability of the initial test suite to detect all mutations.
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Table 7.9: Vargha and Delaney Â12 values and p-values for the fitness functions –
NSGAII FRTD

f1 f2 f3 f4 f5 f6 f7

f1 -
0.95

(0.00)
0.92

(0.00)
0.00

(0.00)
0.58

(0.20)
0.55

(0.54)
0.43

(0.26)

f2 0.05
(0.00) -

0.52
(0.98)

0.00
(0.00)

0.08
(0.00)

0.06
(0.00)

0.03
(0.00)

f3 0.08
(0.00)

0.48
(0.98)

-
0.00

(0.00)
0.12

(0.00)
0.10

(0.00)
0.06

(0.00)
Enoiu
et al. f4 1.00

(0.00)
1.00

(0.00)
1.00

(0.00) -
1.00

(0.00)
1.00

(0.00)
1.00

(0.00)

f5 0.42
(0.20)

0.92
(0.00)

0.88
(0.00)

0.00
(0.00) -

0.47
(0.51)

0.36
(0.02)

f6 0.45
(0.54)

0.94
(0.00)

0.90
(0.00)

0.00
(0.00)

0.53
(0.51)

-
0.39

(0.08)

f7 0.57
(0.26)

0.97
(0.00)

0.94
(0.00)

0.00
(0.00)

0.64
(0.02)

0.61
(0.08)

-

f1 -
0.00

(0.00)
0.00

(0.00)
0.00

(0.00)
0.51

(0.52)
0.54

(0.35)
0.31

(0.00)

f2 1.00
(0.00) -

0.50
(1.00)

0.89
(0.25)

1.00
(0.00)

1.00
(0.00)

1.00
(0.00)

f3 1.00
(0.00)

0.50
(1.00)

-
0.89

(0.25)
1.00

(0.00)
1.00

(0.00)
1.00

(0.00)
Second
order f4 1.00

(0.00)
0.11

(0.25)
0.11

(0.25)
-

1.00
(0.00)

1.00
(0.00)

1.00
(0.00)

f5 0.49
(0.52)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00) -

0.52
(0.77)

0.30
(0.00)

f6 0.46
(0.35)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.48
(0.77)

-
0.28

(0.00)

f7 0.69
(0.00)

0.00
(0.00)

0.00
(0.00)

0.00
(0.00)

0.70
(0.00)

0.72
(0.00) -

This might have led to a small increase in execution time because the optimisation

algorithm will always attempt to achieve the highest number of detectable failures.

One further observation is that the BC_TET metric does not appear to effectively

detect faults, as the mutation score reported a significant decrease. Interestingly,

CCC_TET was capable of detecting most of the faults with only a few test cases,

which indicates fault detection potential. The fitness metrics that obtained maximum

mutation score and minimum TET are summarised in Table 7.11.

In total, TET decreased by: 1) 70.80% and 84.14% in the FFTD case, 2) 77.10%

and 84.11% in the case of the FFTD, and 3) 89.87% and 89.58% in the FRTD.
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Table 7.10: Cost-effective analysis results of the multi-objective search algorithm vs
initial test suite

Enoiu et al. Second-order
TETreduced #tc MuScore TETreduced #tc MuScore

FF
T

D

f1 45.85% (29281ms) 158 100.00% 82.28% (9580ms) 41 99.80%
f2 98.80% (646ms) 4 78.50% 98.80% (646ms) 4 78.47%
f3 99.02% (532ms) 3 83.30% 99.02% (532ms) 3 83.30%
f4 97.46% (1372ms) 7 91.91% 96.90% (1677ms) 6 99.48%
f5 45.96% (29219ms) 157 100.00% 83.56% (8891ms) 38 99.80%
f6 45.54% (29447ms) 158 100.00% 80.67% (10452ms) 44 99.80%
f7 70.80% (15789ms) 83 100.00% 84.14% (8578ms) 36 99.80%

FR
T

D

f1 58.27% (28503ms) 148 100.00% 78.35% (14785ms) 91 99.80%
f2 98.96% (708ms) 4 80.77% 99.16% (575ms) 4 98.97%
f3 98.96% (708ms) 4 98.82% 99.18% (558ms) 4 99.04%
f4 97.02% (2034ms) 8 94.65% 96.61% (2313ms) 9 99.60%
f5 57.94% (28726ms) 149 100.00% 77.34% (15477ms) 95 99.80%
f6 58.59% (28281ms) 147 100.00% 79.56% (13962ms) 86 99.80%
f7 77.10% (15643ms) 74 100.00% 84.11% (10855ms) 63 99.80%

L
A

U
N

C
H

E
R

f1 89.61% (2252ms) 15 80.00% 89.38% (2302ms) 18 95.83%
f2 99.50% (108ms) 1 39.20% 99.45% (120ms) 1 45.83%
f3 99.33% (146ms) 1 40.00% 99.44% (122ms) 1 89.92%
f4 99.02% (213ms) 2 58.40% 99.44% (122ms) 1 89.58%
f5 89.87% (2195ms) 15 80.00% 89.71% (2230ms) 17 95.83%
f6 89.18% (2344ms) 16 80.00% 89.78% (2215ms) 17 95.83%
f7 88.85% (2416ms) 16 80.00% 89.58% (2258ms) 17 95.83%

Table 7.11: Summary of results of the most cost-effective metrics

Use case fitness MuScore TETreduced #tc
FFTD Enoiu et al FDC_TET_CCC 100.00% 70.80% 83
FFTD second-order FDC_TET_CCC 99.80% 84.14% 36
FRTD Enoiu et al FDC_TET_CCC 100.00% 77.10% 74
FRTD second-order FDC_TET_CCC 99.80% 84.11% 63
LAUNCHER Enoiu et al FDC_TET_BC 80.00% 89.87% 15
LAUNCHER second-order FDC_TET_ICC 95.83% 89.78% 16

7.6 Threats to Validity

In this section, we identify threats that could invalidate the evaluation presented above,

including threats to internal validity, external validity, and conclusion validity.

7.6.1 Internal Validity

The parameter configurations of the search algorithm could be considered an internal

validity concern, because different parameters might give rise to a variance in the

143



7. COST-EFFECTIVE TEST SELECTION FOR FBD PROGRAMS

results. We selected typical test case selection parameters to minimise this threat. One

further concern could also be linked to the use of mutants when calculating FDC and

the fitness evaluation function. To mitigate this second issue, we generated two sets of

mutants in accordance with the approach of Enoiu et al. [ESv+16] and second-order

mutants as reported by [LJB22b].

7.6.2 External Validity

A common external validity issue in software engineering is the generalisation of

results. To approximate reality as closely as possible, we used case studies from a real

reactor plant. These use cases have been widely reported in the literature for FBD

testing [JYCB09, JSC+14, SJB16, SJB18]. In our particular case, three different case

studies were selected to ensure a range of internal complexities, and to cover different

IEC 61131-3 function groups.

7.6.3 Conclusion Validity

The stochasticity of the search algorithms could be considered a threat to validity from

the perspective of confidence in the obtained results. For this reason, each algorithm

was executed 50 times to ensure statistical significance and increase confidence in the

results.

7.7 Conclusion

The present-day manufacturing industry must respond rapidly and effectively to

constantly changing customer demands. In this context, regression testing is commonly

employed to reduce time and effort when testing new changes in the manufacturing

system. In this chapter, a search-based test selection approach for FBD testing was

presented, accomplishing Objective 3.

We implemented a multi-objective test selection approach (Sub-contribution 1)

based on TET, FBD, structural coverage, and FDC. To this end, three coverage criteria

(BC, ICC, CCC) were employed as effective criteria (Sub-contribution 2), and two

sets of mutants were used to obtain the FDC metric, including second-order mutants.

Three use cases were implemented and analysed, including modules from a reactor

protection system, with differing levels of complexity and FBD characteristics. The

analysis was conducted via 6 experimental scenarios (Sub-contribution 3), in which

we combined 7 fitness functions. The experiment was carried out twice, as two sets

of mutants were used for evaluation. The results show that FDC-based metrics can

cost-effectively detect all mutants with respect to the initial test suite. In addition,
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the combination of CCC criterion and TET metric was found to deliver the best

performance, due to its ability to detect faults with few test cases.

As a result, this chapter addresses Hypothesis 2 as:

Our findings demonstrate that search-based test selection algorithms optimise

the selection of the generated test cases in a cost-effective manner, in which

the search-based NSGA-II algorithm outperformed RS in 95.24% of the expe-

rimental scenarios. Specifically, the NSGA-II algorithm in combination with

the CCC_TET metric showed the most optimal solutions in 83.33% of the

experimental scenarios.

The following table summarises the contributions, objectives and hypotheses

accomplished in this chapter:

Table 7.12: Chapter 7 contributions, objectives and hypotheses

Sub-contributions Contributions Objectives Hypotheses
1, 2, 3 Technical Contribution 2 3 2
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8. SIMULATION-BASED PLC TESTING OF SIEMENS PLC PROGRAMS

8.1 Introduction

This chapter presents our methodology to test Siemens PLC programs by using the

Siemens PLC simulation tool PLCSim Advanced, in line with Technical contribution

3. The solution is based on SiL-based testing of the PLC program, with the use of

test oracles. To accomplish this, we fed TIA Portal with the test inputs and oracles

obtained in the previous chapters.

The main goal of this chapter is to evaluate the effectiveness of the proposed

methodology by applying it to widely used industrial PLCs – in this case Siemens.

The results serve as proof of concept for commissioning Siemens PLC software. To

achieve this, the following sub-contributions were established:

■ Sub-contribution 1: Approach to automate SiL testing in TIA Portal with the use

of PLCSim Advanced.

■ Sub-contribution 2: Generation of TIA Portal Test Suite application tests based

on test oracles generated in Chapter 6.

■ Sub-contribution 3: PLC setup and OB networks definition for the monitoring of

scan cycles and synchronisation of the program.

The presented sub-contributions are directly linked to the contributions, objectives,

and hypotheses described in Table 8.9:

Table 8.1: Chapter 8 contributions, objectives and hypotheses

Sub-contributions Contributions Objectives Hypotheses
1, 2, 3 Technical Contribution 3 1, 4 3

To this end, the main objectives of this chapter are stated below:

Objective 1: Build an interoperable framework than enables the continuous

commissioning of PLCs.

Objective 4: Develop and evaluate a methodology to automatically perform

SiL-based commissioning on industrial PLCs.

Section 8.2 describes our testing methodology and the key steps involved in

the process (Sub-contribution 1). Specifically, test oracles retrieved from Chapter

6 were used to define assertions in TIA Portal Test suite (Sub-contribution 2) for

benchmarking against the simulation results. In addition, the required PLC setup,
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data type and OB definitions were defined for Siemens 1500 PLC families (Sub-

contribution 3). Section 8.3 details the empirical evaluation of the efficacy of the

oracles to validate industrial PLC programs with 5 experimental scenarios. The results

are reported in Section 8.3.2, and are further discussed in Section 8.3.3. Threats to

validity are outlined in Section 8.3.4. Finally, Section 8.4 presents the conclusions and

future lines of the presented study.

8.2 PLC Testing with the Use of PLCSim Advanced

In this section, we present a methodology to test Siemens-specific PLC programs.

This method involves using the test cases and test oracles generated in Chapter 6, by

transferring this knowledge to Siemens TIA Portal – a fully integrated automation

software for configuring, programming, testing, and diagnosing Siemens controllers.

Figure 8.1 depicts a simplified overview of the methodology presented in Section 5.3,

focusing mainly on the key steps involved in this chapter. It is important to note that

this chapter aims to address Hypothesis 4. As a result, our main focus is on validating

the test oracles by executing all the test cases generated in Chapter 6. Test selection,

therefore, becomes an optional step in this chapter and has been excluded to ensure

the validation of all test oracles.

Figure 8.1: TIA Portal testing overview

As a first step, it is necessary to export the Siemens PLC program and to convert it

into the PLCopen XML format (Step 1). Next, the techniques employed in Chapter 6
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are used to generate the tests and retrieve the test oracles (Step 2). These are required

to define application test cases for TIA Portal Test Suite, in which test cases are used to

specify input values, and test oracles assert output values (Step 3). These application

tests are then imported to the TIA Portal Test Suite. In the final step, Siemens PLC

programs are tested by executing the Test Suite against PLCSim Advanced (Step 4).

The key steps involved in the testing process are detailed in the following sections.

Section 8.2.1 details Siemens PLC software main characteristics. Section 8.2.2 sets out

PLC program standardisation alternatives, and describes the solution applied in this

approach. Sections 8.2.3-8.2.4 explain the process for generating and executing TIA

Test Suite application tests. Finally, the requirements in terms of PLC configuration,

data type definitions and OBs are described in Section 8.2.5.

8.2.1 Siemens PLC Software

Siemens is a leading manufacturer of industrial automation equipment. Their PLCs

are based on a version of the IEC 61131-3 standard for programmable controllers

called STEP 7.

Siemens PLCs support a number of programming languages specified in the IEC

61131-3 standard to some extent. These include LD, ST, FBD, and SFC. In addition,

they include additional proprietary languages such as Structured Control Language

(SCL), and Assembly Language for STEP 7 (AWL):

■ Siemens SCL: a high-level, textual programming language specific to Siemens

PLCs. It is used to write programs in a structured, high-level format, and is similar

to the C programming language.

■ Siemens AWL: a low-level, textual programming language specific to Siemens

PLCs. It is used to write programs in a machine-readable format, and is similar to

assembly language.

In a Siemens PLC program, the software blocks are divided into the following

units:

■ Organisational Block (OB): a sequence of instructions used to control the flow of

execution of a PLC program. This is the starting point for the program, similar

to the main function in software engineering, and determines the order of the

instructions to be executed.

■ Function Call (FC): a block of instructions that perform a specific task. An FC

block consists of executable code with inputs, outputs, and temporary variables.

These variables are deleted from memory after the execution of the function.
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■ Function Block (FB): a block of instructions that perform a specific task, similar

to a FC. The only difference is that a FB can also have internal variables to store

intermediate results, in addition to inputs, outputs, and temporary variables. These

results are stored in instance data blocks, and remain in the memory after the

execution of the FB.

■ Data Block (DB): a block of memory that stores data in a PLC program. Static

data is typically stored in global DBs, which can be accessed by any instruction in

the program.

In this chapter, we present a methodology to test Siemens FBD programs, based

on PLCopen XML standard. The employed software blocks comprise, FCs and/or

FBs that contain specific task functions.

8.2.2 PLC Code Standardisation

A method for generating a standard format of the PLC code should be developed.

This is a crucial step as it ensures the user can integrate PLC software programs from

different vendors, libraries, and projects into the various development environments.

In the present study, we followed the PLCopen group committee guidelines, which

establish an open interface that supports a broad set of software tools. In particular, we

employed TC6 for XML workgroup, as it facilitates the transmission of screen-based

data to other platforms [SWT12].

Siemens PLCs can import and export program files in XML format, which can be

used to transfer programs in Siemens-specific products. However, the XML format is

not directly compliant with the PLCopen XML standard, which is an open standard

designed to exchange IEC 61131-3 projects. Hence, XML programs may not be

compatible with other PLCs or programming tools that do not support this format.

Another solution is to export STL/AWL files. However, converting FBD/LAD to

STL is only possible in S7-300 and S7-400 PLC’s in TIA Portal. The newer PLCs

S7-1200/1500 can only switch between LAD and FBD.

According to Siemens STEP 7 standards compliance manual [Sie15], the instruc-

tion list AWL/STL corresponds to IEC 61131-3 language STL/IL. Nonetheless, there

exist some discrepancies in the command syntax – the syntax of some operators is

different – which results in incompatibility in project exchanges. In addition, Siemens

AWL/STL includes more commands than the IEC 61131-3 standard IL language.

The CODESYS Development System is the IEC 61131-3 programming tool for

industrial control and automation technologies, and complies with the PLCopen XML
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standard. As a result, PLC programs developed in Codesys can be exported in an

XML scheme for IEC 61131-3 languages, as they are platform-independent.

Table 8.2 summarises the limitations of the aforementioned solutions to obtain

PLCopen XML programs.

Table 8.2: PLCopen XML standardisation alternatives and limitations

Option Method Limitations
1 Exporting Siemens code in XML

format
Siemens specific XML format, not
compliant with the PLCopen XML,
and requires a conversion tool

2 Exporting Siemens code in
AWL/STL format

Not fully compliant with the IEC
61131-3 IL language, owing to
some code syntax alterations, and
requires mapping of commands

3 Exporting Codesys code in XML
format

Compliant with the PLCopen
XML, but no means exist to import
Siemens code into codesys without
any intermediate conversion tool

Given that Codesys is the only development environment that is fully compliant

with the IEC 61131-3 standard, we selected this tool to generate PLCopen XML

code. As there are no means of importing Siemens-specific PLC code into Codesys,

we manually replicated the FBD blocks in Codesys, as illustrated in Figure 8.2.

Nevertheless, the result serves as a proof-of-concept to generate test cases based on

PLCopen XML files.

Although Codesys is compliant with the PLCopen XML guidelines, the following

requirements must be satisfied to import the XML file into the test generation tools. At

this stage, we manually made the modifications indicated below, however, we envisage

automating these formatting steps by integrating them into the FBDTester 3.0 and

MuFBDTester 3.0.

■ Project, fileHeader and conctentHeader should be amended.

■ Extra zeros should be removed from block:localID and connection:refLocalID.

■ Formal parameters should be capitalised.

■ Special characters (e.g. #, “, ’) should be avoided.

■ The naming of the formal parameters should match the naming used in the calcula-

tion and function libraries.
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Figure 8.2: PLCopen XML conversion via Codesys

8.2.3 Generation of Test Suite Application Tests

As described in Chapter 6, we evaluated the output values of the test cases in every

intermediate cycle. In this section, we detail how those values were utilised to

formulate test assertions, which are then employed to test and validate the FBD

program in the TIA Portal.

TIA Test Suite is an add-on feature of TIA Portal V17, and defines style guide rules

and application tests. The latter functionality is of particular interest as it can create

application test cases that verify the output of the PLC program. This is accomplished

by setting the values of input variables and verifying the expected outcome after a

specific number of scan cycles or a dedicated timespan. Assertion statements are

used to compare the current result with the expected values, and the results of which

determine failure or success.

In this study, we generated application tests to benchmark the output values of

each execution run with the results obtained in Chapter 6, which serve as test oracles.

This was achieved via the following steps:

1. Scope selection: subject program PLC name.

2. Variable definition: definition of PLC input and output variable tags under

test. These variables are of boolean or integer array data type. To define

and assert values for each scan cycle, multiple variables were defined for
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each input/output array.

3. Statement definition: test statements are used to assign values to PLC

program block variables, define output assertions, and specify the number

of scan cycles or timespan to be used during execution.

a) Variable definition: we defined input values from the test cases gene-

rated in Chapter 6. Those values were defined for each scan cycle of

the input variables.

b) Execution run statement: period of time or number of runs to be

executed. We specified the time span in this case, which is a multiple

of the scan cycle time. Given that the application test requires 4 scan

cycles to run, we defined _t0 as the first scan cycle. Hence, the execution

run was defined as the minimum cycle time of the PLC, e.g. 50ms.

Similarly, as _t3 was the last iteration, we defined the execution run as

200ms.

c) Assertion statement: we defined expected output values based on the

test execution results obtained in Chapter 6. These assertions were

defined for each scan cycle of the output variables.

We generated an application test for every iteration of the PLC, in which the

resulting outcome was asserted after the specified time span. A converter (TIAtestSuit-

eConverter.java presented in Appendix C) was developed in Java to generate TIA Test

Suite application tests based on the test cases and test oracles retrieved in Chapter 6.

Figure 8.3 depicts an example application test case generated by the converter. The

test case was specifically designed to test the output of the variables of the PLC_1

after four iterations. The minimum number of scan cycles is, however, calculated

based on characteristics of the FBD program, as indicated in Section 6.3.4.

The next step was to integrate the generated test cases into TIA Portal test suite.

This was automatically performed with the import test cases option of the Test Suite.

8.2.4 Test Suite Execution

To execute the test cases in the FBD program, TIA Portal automatically creates a

S7-PLCSim Advanced instance – a virtual replica of the hardware in place – and

establishes a connection with it. TIA Portal Test Suite then compiles the program and

transfers the hardware configuration to the PLCSim Advanced instance. All variables

are also loaded onto the device. Once successfully completed, application tests are
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Figure 8.3: Example of a TIA Test Suite application test case

executed and asserted one by one. Tests are passed if the asserted output value is the

same as the expected result. If not, a test failure is reported indicating the actual value,

as seen in Figures 8.4-8.5.

Figure 8.4: Successful test execution
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Figure 8.5: Unsuccessful test execution

8.2.5 PLC Setup Requirements

This section outlines the required PLC configuration setup to conduct the tests with

TIA Test Suite, and details the necessary changes in the definition of data types and

main organisational blocks of the PLC to track the values for each scan cycle.

PLC Configuration

It is important to note that TIA Test Suite is only available in the STEP 7 Professional

V17 version of TIA Portal. In addition, the use of application tests requires PLCSim

Advanced V3 or V4 to be installed.

With regard to the PLC requirements, Test Suite is currently only supported for

1500 PLC families. Moreover, the configuration option should be enabled to support

the simulation during block compilation. This option allows test cases to be executed

using PLCSim Advanced.

Another important configuration aspect is the scan cycle time. To ensure the same

execution time for all cycles, the minimum and maximum scan cycles should be the

same, or marginally equal.

Definition of Array Data Types

Array data types were created to track variable values in every scan cycle. Specifically,

input array data types were defined to write values on input variables, whilst output

array data types were created to read values from output variables. Figure 8.6 illustrates

the integer and boolean array data types that were used for input and output variables.

All input and output variables were thus mapped to arrays of the same data types,

i.e. an input variable of boolean type was mapped to a boolean input array data type.

Definition of Main OB1 Networks

OB blocks are the main organisation or program blocks that determine the structure

of a PLC program. In this case, we used OB1 to cyclically call the FBD under test
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Figure 8.6: Array data types

when conducting unit testing with the Test Suite application tests. However, some

additional networks were required to track the scan cycle values, and synchronise the

program accordingly.

Network 1: First scan A first scan network was designed to reset memory tag

variables (particularly those employed to track the number of iterations and cycles) in

the first scan cycle (Figure 8.7). To this end, we enabled the system memory bits from

the System and Clock memory properties, and used the memory bit allocated to the

first scan cycle, i.e. M1.0. This memory bit is high on the first cycle and remains low

for the remaining cycles.

Figure 8.7: First scan network

Network 2: Get array size Since FBs require a minimum number of scan cycles to

activate outputs, we developed a means to track the cycles, and execute the respective

variable values.

Here, a new FB network was generated in the main OB block, which calculates

the size of the array to be used in the FBD program, as indicated in Figure 8.8. This

is used to define the total number of iterations required in the program under test.

The FBD block receives as an input the array variable to be read, and the tag variable

totalIterations, as the name says, saves the total number of iterations in the internal

memory.

In this way, a function was defined within the FBD to count the number of elements

in the array, which corresponds to the number of cycles. We subtracted one cycle,
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Figure 8.8: Get array size network

however, as the iteration numbers that we defined during the test generation process

start counting from 0.

Network 3: Feedback loop Closed-loop control systems are used to update the

state of an input based on the system output without human intervention. Hence, we

designed a new FB network to keep track of the feedback values for each scan cycle,

as indicated in Figure 8.9. This block receives as input the current iteration number

nIteration and updates the value of feedback variables, i.e. TRIP_LOGIC in this

case.

Figure 8.9: Feedback loop network

Network 4: Reset A reset network might be necessary to force the reset of internal

variables of some IEC 61131-3 FBs such as counters or timers, since the execution of

the program is started after the first scan cycle (one cycle of delay). As depicted in

Figure 8.10, we created a function to reset a timer on-delay FB to synchronise with the

scan cycles when testing the FBD program. This ensured that the timer block internal

variable IN, which is used to activate a timer, is set to FALSE in the first scan cycle.
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Figure 8.10: Reset network

Network 5: FBD unit testing We generated an FBD network to manage the iteration

numbers for each scan cycle when testing the subject FBD program, as illustrated in

Figure 8.11. This consists of: 1) a Greater than or Equal to FC that checks if the

maximum number of iterations was reached, 2) an addition FC to count the number

of cycles, and 3) a subtraction FC that subtracts one cycle from the number of cycles,

returning the current iteration number.

Figure 8.11: Main network for FBD unit testing

8.3 Evaluation

8.3.1 Case Studies

The case studies were conducted in real industrial PLC programs. We selected five

FBD networks to perform unit testing, three of which were used at Danobatgroup for

their machining solutions, and two were employed in the Omnifactory case study at

UNOTT. Specifically, we analysed a Robot FBD, Safety FBD, and Gantry FBD at

Danobatgroup, while a two network FBD that controls a drilling machine was tested

in the Omnifactory case.

In addition, time-dependent FBDs were tested by a simplified FBD program used

by the reactor protection system developed by the KNICS project. These use cases

are detailed in the following subsections.
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Use case 1: Safety FBD

The use of signals with negated logic is widespread in safety control systems, and

particularly in those which feature switches and inductive or capacitative NPN sensors

(i.e., Negative-Positive-Negative sensors that provide an active low output). Imple-

mentation errors related to normally open/closed contacts can give rise to errors of

particular significance in the subsequent code of the PLC program, especially in

safety-related systems. Figure 8.12 depicts a safety ladder diagram network used at

Danobatgroup, which consists of 8 normally open contacts, 2 normally closed contacts,

and a bistable set-reset FB.

Figure 8.12: Safety FBD

Use case 2: Gantry FBD

A gantry is typically an external machine and for this reason, it is crucial to ensure

that the signal communication between the gantry and the PLC is correct. The Gantry

network employed in this case comprises 11 AND logic FCs, and 6 OR logic FCs,

which is too large to illustrate here.

Use case 3: Robot FBD

Industrial robots are also external devices commonly used on the shop floor. The

PLC should therefore guarantee that the orchestration of these devices is correct, in
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a similar fashion to the gantry. Our robot FBD consists of 7 normally open contacts,

3 normally closed contacts, a bistable set-reset FB, and a negative edge trigger FB

(Figure 8.13).

Figure 8.13: Robot FBD

Use case 4: Drilling FBD

In this case, we employed two FBD networks from the drilling FBD to assess the

testing capability with multiple networks. The former is used to set drilling position

flags, whereas the latter activates the execute bit when a position flag is high. The FBD

is composed of 13 AND logic FCs, 4 OR logic FCs, 5 comparison Equal FCs, and

contains a feedback loop. Commercial in confidence precludes us from illustrating

this FBD in this document.
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Use case 5: simTRIP

The main reason for deploying this use case was to test time-related FBs in the

simulation environment, since the other use cases do not include such function blocks.

These were specifically employed to send a shutdown signal to a nuclear reactor plant

under given input conditions after a pulse time delay, as described in Section 5.4.3.

Main Characteristics of the Use Cases

The main characteristics of the aforementioned use cases are summarised in Table 8.3,

including the total number of inputs, outputs and blocks, the IEC 61131-3 function

groups utilised, and the inclusion of feedback loops. It should be noted that use cases

1-3 were converted from ladder logic to FBD language using the TIA Portal switch

programming language feature. As a result, normally open and closed contacts were

mapped to IEC 61131-3 OR and AND logical FCs, based on their series-parallel

connection.

Table 8.3: FBD characteristics of the use cases

#inputs #outputs #blocks IEC 61131-3 function groups Feedback
Use case 1 10 1 5 logic, bistable
Use case 2 26 8 17 logic
Use case 3 10 1 4 logic, bistable, trigger edge
Use case 4 22 6 22 logic, comparison X
Use case 5 3 2 3 logic, comparison, timer X

Research Questions

The objective of the experiments is to evaluate the effectiveness of the test oracles in

validating FBD networks with TIA Test Suite. To this end, we defined the following

research question, which aims to address Hypothesis 4:

RQ11. Can the generated test oracles be used to test the Siemens PLC program

using the TIA Portal Test Suite?

Metrics

The evaluation was carried out by measuring the percentage of passed and failed tests

after the execution of the tests. Performance was evaluated in terms of CPU execu-

tion time (in minutes) when executing application tests against PLCSim Advanced.

Execution time and fail/success description of each application test are reported

automatically within the Test results tab in TIA Test Suite.
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Experimental Setup

Each use case was executed in TIA Portal V17 and evaluated against PLCSim Ad-

vanced 3.0. The PLC used was a CPU 1512C-1 PN configured with a minimum cycle

time of 50 ms and maximum cycle time of 51 ms. The remaining configurations were

left as default.

In total, we defined 5 experiments to analyse the RQ11, one experiment per use

case. Table 8.4 details the OB1 networks used in each. Networks 1, 2 and 5 are

required for all the use cases, in which network 1 restarts memory tags in the first

cycle, network 2 obtains the number of iterations required to test, and network 5 is the

main network that tests the subject PLC program. In addition, the internal feedback

loops in use case 4 require the use of network 3. Lastly, use case 5 includes all

networks, as it consists of a timer block that needs to be synchronised with the initial

iteration.

Table 8.4: Networks used in each of the use cases

Use case 1 Use case 2 Use case 3 Use case 4 Use case 5
Network 1 X X X X X
Network 2 X X X X X
Network 3 X X
Network 4 X
Network 5 X X X X X

The use case 2 was executed once, as the FBD program consists only of FCs, rather

than FBs. In other words, there are no internal memory states and no dependencies

related to previous iteration values. In contrast, use case 1 includes a bistable FB,

use case 3 comprises bistable and edge detection FBs, and use case 5 also relies on

internal states due to the timer FB. In addition, use case 4 features some internal

dependencies due to the feedback loops. These use cases were therefore executed

50 times for evaluation purposes, in which the results were evaluated with statistical

tests.

8.3.2 Results

To address the RQ11 we first generated application test cases by following the steps

presented in Section 8.2. This included the conversion of PLC programs to XML

code through codesys, generation of coverage-based and mutant-based test cases, and

execution of tests to obtain test oracles. Table 8.5 sets out the application test cases

that were automatically generated for TIA Test Suite in each use case. This comprises

BC, ICC, and CCC criteria-based test cases, and mutation-based test cases.
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Table 8.5: Test cases generated for each of the use cases

#BC TCs #ICC TCs #CCC TCs #Mutation TCs
Use case 1 2 3 3 29
Use case 2 1 2 2 43
Use case 3 2 3 3 24
Use case 4 2 5 5 122
Use case 5 1 1 2 16

The execution results of the test suite are shown in Table 8.6 for use case 2, and

Table 8.7 for use cases 1, 3, 4 and 5. The latter sets out the mean (µ) values of the

success rate and TET over the 50 execution runs.

Table 8.6: Test Suite execution results

#total TCs SuccessRate TET
Use case 2 48 100.00% 73 min

Table 8.7: Test Suite execution mean values of 50 runs

#total TCs µ SuccessRate µ TET
Use case 1 37 100.00% 24 min
Use case 3 32 100.00% 41 min
Use case 4 134 100.00% 132 min
Use case 5 20 85.25% 21 min

Uses cases 1, 2, 3 and 4 were successfully tested, which means that the simulation

test outputs matched the results obtained in the FBDTester 3.0 (i.e. test oracles).

However, the outcome of use case 5 differed from the expected results, achieving an

average success rate of 85.25%.

With regard to execution time, the TET of the use cases significantly increased

with the number of test cases, as well as the complexity of the subject programs (i.e.

the number of inputs, outputs and blocks). TET was 73 min for use case 2. For use

cases 1, 3, 4 and 5, a mean TET of 24 min, 41 min, 132 min and 21 min was achieved

respectively over 50 execution runs. In this regard, Figure 8.14 details the relationship

between TET and the number of test cases in subplot a, and TET and the number of
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blocks in subplot b. In both cases, TET is higher with a higher number of blocks and

test cases.

Figure 8.14: TET results a) TET vs number of test cases b) TET vs number of blocks

Figure 8.8 sets out the test results of the use case 5, in which the mean values over

the 50 execution runs are shown. The achieved mean success rate at each iteration

cycle of the test cases is reported, with a maximum of 4 cycles. Test case TET is

also detailed. The results show that during the first scan cycle, all the tests achieved a

success rate of 100%. However, this score decreased for 30% of the test cases during

the second cycle, 40% of the test cases in the third cycle, and 50% of the test cases

during the fourth cycle.

Table 8.8: Application test case mean values of 50 runs

µ successRate µ TET
Application test 1st cycle 2nd cycle 3rd cycle 4th cycle All cycles
BC_smt-based_evalTestSuite_001_1 100.00% 46.00% 58.00% 74.00% 69 sec
ICC_smt-based_evalTestSuite_001_1 100.00% 100.00% 44.00% 66.00% 63 sec
CCC_smt-based_evalTestSuite_001_1 100.00% 100.00% 44.00% 58.00% 63 sec
CCC_smt-based_evalTestSuite_001_2 100.00% 100.00% 100.00% 100.00% 64 sec
mutation_0000_test 100.00% 46.00% 48.00% 44.00% 65 sec
mutation_0001_test 100.00% 100.00% 100.00% 100.00% 64 sec
mutation_0002_test 100.00% 100.00% 100.00% 38.00% 65 sec
mutation_0003_test 100.00% 100.00% 100.00% 100.00% 65 sec
mutation_0004_test 100.00% 100.00% 100.00% 100.00% 65 sec
mutation_0005_test 100.00% 100.00% 100.00% 28.00% 65 sec
mutation_0006_test 100.00% 100.00% 100.00% 100.00% 65 sec
mutation_0007_test 100.00% 100.00% 100.00% 100.00% 65 sec
mutation_0008_test 100.00% 40.00% 48.00% 54.00% 66 sec
mutation_0009_test 100.00% 50.00% 66.00% 52.00% 66 sec
mutation_0010_test 100.00% 100.00% 100.00% 100.00% 66 sec
mutation_0011_test 100.00% 100.00% 100.00% 52.00% 65 sec
mutation_0012_test 100.00% 100.00% 100.00% 100.00% 65 sec
mutation_0013_test 100.00% 100.00% 100.00% 100.00% 64 sec
mutation_0014_test 100.00% 44.00% 76.00% 100.00% 64 sec
mutation_0015_test 100.00% 40.00% 44.00% 60.00% 65 sec
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8.3.3 Discussion

The results indicate that the generated test oracles are valid for testing use cases 1-4.

This demonstrates that our methodology can effectively test IEC 61131-3 AND and

OR logic functions, equality functions, set-reset bistable elements, and negative edge

triggers.

Moreover, the presented testing methodology is also valid for testing feedback

loops, as shown in use case 4. Feedback loops rely on the outputs of the previous scan

cycles, in which values are stored in the internal memory.

In contrast, use case 5 did not achieve the expected outcomes. Despite the test

cases being successfully tested in the first cycle, the success rate decreased over the

following cycles. Interestingly, this decrease was higher with a higher number of

cycles. This is likely because we used a timer FB in the FBD, in which a precise scan

cycle is required to perform the tests. However, the scan cycle varied by 1-2 ms in

some of the executions, meaning that the timer was not activated on the right cycle.

As a result, the test inputs were not synchronised with the scan cycles, and the results

were not aligned accordingly. Therefore, we can conclude that our oracles are not

valid for testing time-related FBs, such as TON, and this remains an open issue to

solve in future lines.

As regards TET, the simulation results revealed a significant increase in execution

time compared to Java. The process of test case execution in TIA Portal comprises

various steps, resulting in a higher execution time. Firstly, it automatically creates an

instance of PLCSim Advanced. It compiles the selected PLC project, and if successful,

downloads the PLC configuration to the PLC simulation instance for executing the

generated test cases. The process is similar to the execution on a real PLC hardware.

TIA Portal communicates with PLCsim Advanced (instead of a real PLC) to execute

each test case sequentially. TIA Portal sends the inputs specified in the Test Suite

application test to the simulated PLC instance, which processes them according to

the subject program logic. Afterwards, TIA Portal deletes the instance, generates a

detailed summary of the results, and saves them as log files. All these steps have an

impact on the execution time.

In addition, the results in Figure 8.14 disclosed that other factors might also

increase TET. Overall, a higher number of test cases led to a longer execution

time. On the other hand, there appears to be a trend where TET increases with a

higher number of FC/FB blocks. However, these trends do not seem to apply when

benchmarking Use case 1 and Use case 3, in which Use case 3 had a higher TET

despite having fewer test cases and blocks. One hypothesis could be that there are

other internal factors that introduce additional overhead. For example, FBs may have
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dependencies on internal memory states or previous iteration values. In the case of

Use case 3, there was a trigger edge detection FB, which could require some extra

time. Nevertheless, this justifies the need to optimise the selection of the test cases.

Therefore, the test case selection approach presented in Chapter 7 could be applied to

execute only a subset of the test cases and reduce execution costs.

8.3.4 Threats to Validity

In this section, we identify threats that could potentially invalidate the evaluation

presented above, including threats to external and conclusion validity.

8.3.5 Conclusion Validity

The obtained results could be compromised by the accuracy of the scan cycle. Despite

defining a minimum scan cycle of 50 ms, the scan cycle variations might lead to

different results. Hence, FBDs that rely on previous cycles or internal states were

executed 50 times to improve confidence in the results.

8.3.6 External Validity

The generalisation of results could be considered an external validity issue. To this

end, we employed 5 industrial use cases from Danobatgroup and the University of

Nottingham to test real industrial scenarios.

On the other hand, the generalisation of results could also be affected by the various

IEC 61131-3 functions. In the present study logic functions, comparison functions,

bistable, edge-trigger, and timers were tested. The presented results are therefore

limited solely to these IEC 61131-3 FCs and FBs, which does not include arithmetic

and non-linear arithmetic functions, numerical functions, selection functions, and

counters.

8.4 Conclusion

In this chapter, we have presented a simulation-based testing methodology (Sub-

contribution 1) to validate the logic of Siemens PLC programs with the use of TIA

Portal Test Suite. To accomplish this, we defined all necessary changes in the PLC

configuration and predefined 5 types of networks to be used in the main OB of subject

PLC programs (Sub-contribution 3). As a result, TIA Portal Test Suite application

tests were defined with the test cases generated in previous chapters. Test outputs were

then benchmarked with the test oracles obtained in Chapter 6 (Sub-contribution 2).
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In total, we evaluated 4 real industrial use cases, three from Danobatgroup, and

a two networks use case from the Omnifactory case study at the University of Not-

tingham. To cover time-dependent FBs, we additionally tested an additional use case,

which was a simplified FBD from the KNICS project, namely simTRIP.

The feasibility of our testing methodology was evaluated by measuring the success

rate of application tests against expected outcomes, which were derived from the test

oracles.

The results show that generated test oracles can successfully test IEC 61131-3

AND, and OR logic functions, equality functions from the comparison family, negative

trigger edges, and set-reset bistable elements, as well as feedback loops. In contrast,

we found that the test oracles could not be used to test TON-timers, given the lack

of accuracy of the scan cycles. In addition, TET of the test suite registered more

than 1 hour in the case of Omnifactory. This justifies a clear need for a cost-effective

selection of test cases, which was addressed in chapter 7.

As a result, this chapter addresses Hypothesis 3 as:

The results validate that the presented PLC testing methodology can success-

fully test Siemens PLC programs for non-time dependent FBD programs.

However, the methodology was not found to be valid for testing time related

FBD programs.

The following table summarises the contributions, objectives and hypotheses

accomplished in this chapter:

Table 8.9: Chapter 7 contributions, objectives and hypotheses

Sub-contributions Contributions Objectives Hypotheses
1, 2, 3 Technical Contribution 3 1, 4 3

To the best of our knowledge, this is the first time in which software testing

practices have been transferred to Siemens TIA Portal Test Suite to test PLC programs.

In future lines, we foresee solving issues related to the scan cycle, thereby addressing

a wider range of IEC 61131-3 function groups.
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This chapter presents the conclusions of this doctoral project. Section 9.1 sum-

marises the contributions, discusses the validation of the hypotheses, and highlights

the main limitations of the proposed solutions. Finally, short and mid-term future lines

are proposed in Section 9.2.

9.1 Summary of the Contributions

At present, there is unprecedented demand for customised and unique products at low

cost. Manufacturing processes need to be dynamically upgraded to meet new customer

requirements, meaning that the PLC must manage all necessary changes to implement

new bills of processes. As a result, every change should be thoroughly tested to ensure

optimal reliability. This is mostly carried out during the commissioning phase, which

is the last step of the development process. This issue is further compounded by the

fact that commissioning is mostly performed manually, resulting in a time-consuming

and error-prone testing process, which delays time to market. Therefore, in this study,

we focus on best practices in software engineering, with the aim of transferring this

knowledge to industry. The main contributions of this work are as follows:

1. Preliminary work: an empirical survey to identify industrial requirements, chal-

lenges, and needs (conducted in Chapter 4). Industrial and academic stakeholders

were consulted, and provided first-hand information on virtual commissioning

practices. These results were further reinforced by an expanded review of the

literature to determine emerging trends and gaps in the state-of-the-art (explored in

Chapter 3).

2. Theoretical framework: a theoretical virtual commissioning framework designed

to address the identified industrial needs (outlined in Chapter 5), which ultimately

could facilitate the continuous integration of PLCs in manufacturing. The presented

theoretical framework addressed the requirements of Research Focus #1.

3. Technical contribution 1: a test case generation and evaluation approach for

IEC 61131-3 FBD programs (described in Chapter 6). This approach includes

coverage-based, mutation-based, and random test cases. This was achieved by ex-

tending the capabilities of existing tools and incorporating a new solver capable of

handling a broad range of IEC 61131-3 FBD programs, which includes non-linear

arithmetic functions (fulfilling Gap 7). An automated test evaluation approach was

also developed, in which cost-effective metrics were calculated, and test oracles

were obtained from test execution results. The metrics were used to optimise the
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selection of the tests in Chapter 7, and the test oracles were employed to validate

simulation results in Chapter 8.

4. Technical contribution 2: a cost-effective test selection approach (presented in

Chapter 7). This involves a search-based test selection algorithm to optimise

the selection of test cases. The optimisation focuses on maximising FDC while

minimising TET. This was accomplished by defining a fitness function based on

the derived cost-effective metrics, which included test case coverage, test case ET,

and test case FDC. This contribution covers Gap 8 and Gap 10.

5. Technical contribution 3: a methodology to test Siemens PLC programs (detailed

in Chapter 8). Based on a SiL approach, the solution uses the Siemens automation

platform – TIA Portal – to perform tests on the Siemens virtual controller. Test

oracles were used to assert the results of the simulation. The methodology com-

prises four steps, including: 1) PLC code standardisation, 2) test case generation

and execution, 3) TIA Portal application test generation, and 4) simulation-based

application test execution. This contribution aimed to transfer the existing software

engineering practices into industry, tackling Gap 9.

Table 9.1 presented below summarises the association of the aforementioned

contributions, and the gaps that have been addressed:

Table 9.1: Association between contributions and gaps

Contribution Gaps
Preliminary Work -
Theoretical framework 3
Technical contribution 1 7
Technical contribution 2 8, 10
Technical contribution 3 9

9.1.1 Hypotheses Validation

We stated four research hypotheses in Section 5.2. This section measures the con-

tributions against these, and determines whether the stated hypotheses have been

validated.

Hypothesis 1

The first hypothesis is stated as follows:
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“Coverage-based and mutation-based testing enables the automated generation

of test cases for most of the IEC 61131-3 function groups, including complex

and non-linear arithmetic functions.”

This hypothesis is in line with research Objective 2. In Chapter 6, we have pro-

posed the Yices 2 SMT2 solver to automatically generate and evaluate test cases

for most of the IEC 61131-3 function groups, including non-linear arithmetic, and

non-constant division operators. As a result, we extended the capabilities of existing

coverage-based and mutation-based testing tools (i.e. FBDTester 2.0, and MuFB-

DTester) to cover most of the IEC 61131-3 FCs and FBs, as indicated in Technical

Contribution 1.

We evaluated the proposed approach by employing case studies employed in

previous research studies. This comprised 4 different use cases, covering a wide

range of IEC 61131-3 function groups, including logic, comparison, arithmetic, timer,

counter, bistable, edge trigger, and selection. In addition, we created a new use case to

test non-linear arithmetic functions.

The results showed that the new Yices 2 SMT2 solver can generate coverage-based

and mutation-based test cases for non-linear arithmetic functions. In addition, we

were able to generate test cases for at least the same IEC 61131-3 groups employed

in previous studies, which means that the inclusion of the new solver has not limited

previous testing capabilities. As a result, we can conclude that the presented solution

validates the first hypothesis.

Hypothesis 2

The second hypothesis is stated as follows:

“Search-based test selection algorithms optimise the selection of the generated

test cases in a cost-effective manner.”

Hypothesis 2 is aligned with Objective 3. We have put forward a search-based test

selection approach for testing FBD programs, as described in Chapter 7. Specifically,

we presented a multi-objective test selection approach based on some adequacy

criteria, fulfilling Technical Contribution 2. To accomplish this, we extended the

test generation tools, to include the evaluation of cost-effective metrics calculated

in Technical Contribution 1. This comprised the calculation of structural coverage

measures (i.e. BC, ICC, CCC), FDC and TET. These metrics were then combined to

derive 7 fitness functions, which ultimately were used to guide the search algorithm.
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The main objective of the presented test selection algorithm was to maximise fault

detection while minimising the execution time.

The approach was empirically evaluated with three FBD programs widely used in

previous studies. To evaluate the effectiveness of the selected test cases at detecting

faults, we employed mutants in the absence of real faults. Specifically, we used

two sets of mutants, including second-order mutants. To this end, the experimental

scenario consisted of 6 use cases (3 FBD programs x 2 sets of mutants), and it was

conducted 50 times given the stochasticity of the search algorithms.

Our results showed that the multi-objective search-based algorithm outperformed

the baseline random search in 95.24% of the experiments. We found that the proposed

approach significantly reduces time, whilst maintaining a high mutant detection

capability, which validates the second hypothesis. In particular, the FDC-based

fitness functions were able to cost-effectively detect all mutants. Furthermore, the

combination of CCC criterion and TET metric was also found to deliver the best

performance, due to its ability to detect faults with only few test cases.

Hypothesis 3

The third hypothesis is stated as follows:

“The automated PLC testing methodology can test highly configurable indus-

trial PLCs with the use of test oracles.”

This research hypothesis corresponds to Objective 4, accomplished in Chapter 8.

We have proposed a simulation-based testing methodology to test the logic of Siemens

PLC programs employing test oracles as a basis, in line with Technical Contribution 3.

We used the Siemens TIA Portal Test Suite to execute the FBD program in the virtual

controller PLCSim Advanced. The methodology comprised several steps, including

the standardisation of the PLC program, generation of the test cases, execution of the

tests to derive test oracles obtained in Technical Contribution 1, generation of TIA

Test Suite-specific test cases, namely application tests, and lastly simulation-based

testing in TIA Portal.

This methodology was evaluated with 5 use cases, four of which were real in-

dustrial programs from Danobatgroup and the University of Nottingham. During the

experiment, simulation results were asserted with the test oracles and the results were

validated by measuring the success rate of the test cases. The experiments were carried

out 50 times for those use cases that relied on internal states or values from previous

cycles.
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The results demonstrate that the generated test oracles can successfully test

Siemens PLC programs for non-time dependent FBD programs. The proposed testing

methodology can successfully test Siemens PLCs with the use of oracles for the

following IEC 61131-3 FCs and FBs: 1) AND and OR logic FCs, 2) equality FCs

from comparison family, 3) negative trigger edge FBs, 4) set-reset bistable FBs, and

5) feedback loops. The methodology was not found to be valid for testing timer FBs,

however, given the inaccuracy in the cycle duration. Hence, validation of Hypothesis

3 is limited to the aforementioned IEC 61131-3 function FCs and FBs.

9.1.2 Limitations of the Proposed Solutions and the Specific
Implementation

This section discusses potential limitations that the proposed solutions might have

when applying them in practice.

The FBDTester 3.0 and MuFBDTester 3.0 cover a broad set of IEC 61131-3

function groups, however, these tools are limited mainly to numerical and boolean

data type functions. Future research could focus on offering support for the rest

of the IEC 61131-3 function groups, including data type conversion functions, bit-

shift functions, character strings, functions for time data types, and functions for

enumerated data types.

Another point to consider is that the proposed methodology is based on PLCopen

XML format IEC 61131-3 projects, hence the methodology promotes interoperabil-

ity by supporting open standards. However, at present most PLC vendors do not

fully follow the IEC 61131 specifications, which limits the ability to exchange PLC

programs between different devices. To the best of our knowledge, Codesys Develop-

ment Systems is one of the few automation software environments that adhere to the

PLCopen XML standard. Nowadays, Beckhoff, Schneider Electric, Bosch Rexroth,

Toshiba, and Omron claim also to support PLCopen XML standard, which seems that

there is a growing interest in this aspect. Despite Siemens being a voting member of

PLCopen, the code exported in XML files from the TIA Portal is not compliant with

the PLCopen XML template. One possible solution to address this limitation is the

development of a conversion tool that parses the information in the exported Siemens

XML files into the respective tags indicated in the PLCopen XML standard. Another

approach involves exporting Siemens code in lower-level programming languages

such as AWL/STL, which partially comply with the IEC 61131-3 IL language. These

files could be then processed by Codesys to convert the IL program into the PLCopen

XML format. However, Siemens AWL/STL/IL files exhibit some deviations from IEC

61131-3 IL syntax, which require some syntax code modifications, as indicated in
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Tables 52-53 of Siemens STEP 7 standards compliance manual [Sie15]. While we

expect the industry to make progress in the standardisation and interoperability of

PLCs, the need for a conversion tool remains crucial currently.

The test selection algorithm was based on 7 fitness functions, by combining 3

cost-effective metrics, which comprised coverage metrics (i.e. BC, ICC, CCC), FDC,

and TET. The fitness objectives derived from these metrics, however, are subject to the

objectives established by the stakeholders. The implemented multi-objective search-

based algorithm involves a trade-off between time, coverage, and error detection

capability.

The proposed methodology to test TIA Portal Siemens PLC programs was re-

stricted to Siemens 1500 PLC families, and required TIA Portal V17 version or newer,

as well as PLCs in Advanced V3 version or newer. Siemens is the leader of the

European automation market nowadays, in which S7-1500 has emerged as the most

popular choice. In the past, the S7-1500 would often be compared to the S7-300 to

determine the best solution. Nevertheless, with the obsolescence of S7-300, S7-1500

has become the most popular solution [Arm22], hence this restriction seems a mi-

nor issue. In addition, the methodology was constrained to non-time dependent IEC

61131-3 function groups (e.g. TON, TOF, TP). This is a major issue, as timers are used

frequently in PLC programs to introduce delays, specify the signal triggering time,

and extend signal durations. Consequently, modifications in the main OB network are

required to monitor the PLC scan cycle time, and ensure that the output values are

asserted in the right scan cycle. Moreover, the approach was only tested with logic

and comparison FCs, and bistable, edge detection, and timer FBs. The analysed use

cases did not comprise arithmetic (linear/non-linear), numerical and selection FCs,

and counter FBs, hence, limiting the scope of applicability. Lastly, is also important

to note that the evaluation was limited to two FBD networks, as the validation of

Hypothesis 4 did not prioritise testing additional networks. Nevertheless, adding a

second network did not reveal any scalability issues in the proposed testing approach.

Lastly, our approach was tested in an offline virtual controller, rather than on a

fully online digital twin. The implementation of the digital twin was beyond the scope

of the research project, and was therefore limited to the digital model. One of the

potential drawbacks of this is the ability to conduct continuous testing. In the current

approach, the PLC code must be retrieved from the real PLC hardware, making a

local copy in the simulation environment. Once the new PLC program is successfully

tested and commissioned, it must be released in the real PLC. This process requires a

high level of version control. In future research, we envisage a fully online solution,

in which the PLCSim Advanced is fully synchronised with the real hardware, thus
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enabling a continuous testing approach.

9.2 Perspectives and Future Work

In this section, we present the short and medium-term objectives to complement this

work from three perspectives: industry transfer, application of the proposed methods

in a specific domain, adoption of sustainable business models towards innovation, and

further research.

9.2.1 Industry Transfer

This study was industry oriented. To this end, we developed a methodology to test

Siemens PLC programs, one of the most widely used PLCs. Our approach was evalu-

ated with two industrial case studies, the Omnifactory platform developed at UNOTT,

and a machine tool solution used at Danobatgroup, one of the largest European ma-

chine tool builders. We envisage transferring this knowledge into industry to further

advance in the Technology Readiness Level (TRL) in two ways: 1) showcasing our

technology on the Omnifactory platform, which will be used to demonstrate the future

assembly platform for the aerospace industry, and 2) working with Danobatgroup to

enhance the PLC acceptance process of their machining solutions.

9.2.2 Application of the Proposed Methods in other PLCs

The methods proposed in this dissertation are generic and applicable to other PLC

project environments that follow PLCopen XML standards such as Codesys. On

another note, despite the fact that Technical Contribution 3 was limited to Siemens

PLC programs, the test oracles could be used to validate the expected behaviour of

any PLCs. As a result, other PLC vendors could benefit from adopting this approach

when testing their PLC programs. The proposed structural testing methodology could

aid other PLC vendors in detecting errors in the PLC program, and thereby, avoid

potential delays related to the PLC software in the commissioning process. Although

the proposed methodology still requires some manual tasks, overall, all the manual

work required for PLC testing might be significantly reduced with the presented

approach. However, at the current stage, there are some major barriers to adopting this.

Among others, the PLC vendor should support the PLCopen XML standard, or find

another alternative to convert it into the standard (as discussed in Section 9.1.2). The

proposed methodology has some other limitations, which should be taken into account,

such as limitations in the applicability to 2 networks, and to non-time dependent

FBs. Besides, TIA Portal execution has not been validated with PLC programs that
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require arithmetic functions, numerical functions, selection functions, and counters.

However, the test oracles could be used to assert the simulation results in other PLC

automation software tools, by benchmarking the expected output in the test oracle

with the simulated one.

9.2.3 Adoption of Sustainable Business Models towards
Innovation

Once appropriate TRL is reached, future work should focus on successfully bringing

the presented methodology to the market and sustaining innovation through a spin-off

or alliance with a company. This could be achieved by adopting sustainable business

models. To this end, we plan to characterise the impact of our approach on sustainable

goals established by the European Commission. This characterisation will be carried

out by adopting the presented business model in Appendix D towards maximising the

reuse and functionality of the manufacturing resources.

9.2.4 Further Research

Further research as well as new developments can be performed to complement this

work and we anticipate expanding the empirical evaluations using other IEC 61131-3

function groups, and industrial case studies.

Optimising Processing Time to Generate and Execute Test Cases

Despite optimising the selection of the test cases to reduce execution time, we did not

focus on the optimisation of the test case generation time in Java and test case execution

in TIA Portal. On the one hand, test case generation time is mainly influenced by the

number of mutants, as a Yices 2 SMT2 file needs to be created for each mutant. In

addition, the processing time of the Yices 2 SMT2 solver also increases with a high

number of coverage requirements. On the other hand, while test optimisation can

significantly reduce execution time, particular attention should be paid to other ways

of optimising test execution time in TIA Portal. However, this was beyond the scope

of this dissertation. Future work should therefore focus on optimising the performance

of these tools.

Automating the Conversion of Siemens PLC Programs into PLCopen
XML

Given the lack of standardisation of existing commercial solutions available in the

market, there is a need to convert vendor-specific PLC programs into PLCopen
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XML format. We foresee that the industry will advance on the standardisation and

interoperability of PLCs, however a standardisation conversion tool is required at

present. As a proof of concept, a manual conversion was enough to evaluate our

methodology to test Siemens PLC programs. However, future work should focus on

automating this conversion so as to accelerate industry transfer.

Addressing Time-related Issues in TIA Portal

As described in the limitations section, our methodology was constrained to non-time

dependent FBD programs. The main issue was the lack of accuracy of the scan cycle

time used in the simulation environment, which led to different results each time it

was executed. Therefore, the generated test oracles were not able to track the outputs

of the theoretical scan cycles accurately. In future lines, we intend to fix this issue

by using other mechanisms to measure the runtime of the subject program, or by

generating test assertions that handle these issues.

Using a Wider Range of IEC 61131-3 Function Groups

The evaluation of the proposed method was limited to the IEC 61131-3 function

groups employed in the use cases. The FBDTester 3.0 and MuFBDTester 3.0 were

applicable to most of the function groups, excluding non-numerical and non-boolean

data type functions. Thus, FBDTester 3.0 and MuFBDTester 3.0 should include

function libraries that support these IEC 61131-3 function groups. In addition, our

methodology to test Siemens PLC programs was not evaluated with counters, linear

and non-linear arithmetic functions, and selection functions. Future use cases should

thus comprise all these functions.

Using a Fully Synchronised Digital Twin to Test Siemens PLC Programs

We have proposed a simulation-based approach to test Siemens PLC programs in a

continuous integration environment. At the conclusion of this research project, not

all systems were in place, and our case studies were thus conducted in an offline

simulation environment, with good results. In future works, however, we envisage

implementing a fully online digital twin-based PLC commissioning solution, to enable

continuous testing and commissioning, and further support competitiveness in the

European manufacturing sector.
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Appendix C

Code

C.1 TIAtestSuiteConverter.java

import java.io.*;

import java.util.ArrayList;

import java.util.Arrays;

import java.util.List;

import java.util.regex.Matcher;

import java.util.regex.Pattern;

import javax.print.attribute.Size2DSyntax;

public class TIAtestSuiteConverter{

public static void main(String[] args) throws IOException

{

String usecase = "frtd";

int mutants = 1;

boolean first = true;

File dir = null;

for(int n=0;n<mutants+1;n++) {

if(first){

dir = new File("E:\\"+usecase+"\\results");

first=false;

}

String[] fileNames = dir.list();

for (String fileName : fileNames) {

String file1="E:\\"+usecase+"\\results\\"+fileName;

BufferedReader br1 = new BufferedReader(new FileReader(file1));
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String[] inouts=null;

String[] values=null;

List<ArrayList<String>> inputs = new ArrayList<ArrayList<String>>();

ArrayList<ArrayList<String>> ivalues = new ArrayList<ArrayList<String>>();

ArrayList<ArrayList<String>> outputs = new ArrayList<ArrayList<String>>();

ArrayList<ArrayList<String>> ovalues = new ArrayList<ArrayList<String>>();

ArrayList<String> inputsArray = new ArrayList<String>();

ArrayList<String> ivaluesArray = new ArrayList<String>();

ArrayList<String> outputsArray = new ArrayList<String>();

ArrayList<String> ovaluesArray = new ArrayList<String>();

String line = br1.readLine();

String key = null;

while (line!= null)

{

if(line.isEmpty())

line=br1.readLine();

else{

inouts=line.substring(1, line.length()-1 ).split(";");

values=inouts[1].split(" ");

String newkey=values[0];

if(newkey.contains("_t"))

newkey=newkey.substring(0, newkey.lastIndexOf("_t"));

if(key==null)

key=newkey;

if(!newkey.equals(key)){

key=newkey;

if(!inputsArray.isEmpty()){

inputs.add(new ArrayList<String>(inputsArray));

ivalues.add(new ArrayList<String>(ivaluesArray));

inputsArray.clear();

ivaluesArray.clear();

}

else if (!outputsArray.isEmpty()){

outputs.add(new ArrayList<String>(outputsArray));

ovalues.add(new ArrayList<String>(ovaluesArray));

outputsArray.clear();

ovaluesArray.clear();

}

}

if(inouts[0].equals("input")){

inputsArray.add(values[0]);

ivaluesArray.add(values[1]);

}
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else if(inouts[0].equals("output")) {

outputsArray.add(values[0]);

ovaluesArray.add(values[1]);

}

line=br1.readLine();

}

}

// last item

if(!inputsArray.isEmpty()){

inputs.add(new ArrayList<String>(inputsArray));

ivalues.add(new ArrayList<String>(ivaluesArray));

inputsArray.clear();

ivaluesArray.clear();

}

else if (!outputsArray.isEmpty()){

outputs.add(new ArrayList<String>(outputsArray));

ovalues.add(new ArrayList<String>(ovaluesArray));

outputsArray.clear();

ovaluesArray.clear();

}

//write TIA Test Suite solution

for(int i=0;i<inputs.size();i++)

mapp(inputs.get(i));

for(int i=0;i<outputs.size();i++)

mapp(outputs.get(i));

if(!outputs.isEmpty()){

for(int k=0;k<outputs.get(0).size();k++){

String fname_tc=fileName.substring(0,fileName.length()-4);

String tc=fname+"_t"+(outputs.get(0).size()-k-1);

File outputDir=new File("E:FBDTester\\output\\"+usecase+"\\TIAtestsuite");

if (!outputDir.exists())

outputDir.mkdirs();

String fout="E:FBDTester\\output\\"+usecase+"\\TIAtestsuite\\"+tc+".tat";

PrintWriter pw = new PrintWriter(fout);

String input = null;

String output = null;

Pattern pattern = Pattern.compile("\".\"[0-9]");

Matcher matcher;

int start=0;

int end=0;

int t=0;

String iter=null;

pw.println("TEST_CASE \""+tc+"\"");
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pw.println("PROPERTY");

pw.println("SCOPE : \"PLC_1\"");

pw.println("END_PROPERTY");

pw.println("VAR");

for(int i=0;i<inputs.size();i++) {

for(int j=0;j<inputs.get(i).size();j++){

input = inputs.get(i).get(j);

if(inputs.get(i).size()>1){

if(input.contains("_t")){

iter=input.substring(input.lastIndexOf("_t")+2,input.length()-1);

t=Integer.parseInt(iter);

pw.print(input+":");

input=input.replace(".", "\".\"");

matcher=pattern.matcher(input);

while(matcher.find()) {

start=matcher.start();

input=input.substring(0,start)+"."+input.substring(start+3);

}

pw.print(input.substring(0,input.lastIndexOf("_t")));

pw.println("\".INPUT["+(inputs.get(i).size()-1-t)+"];");

}

else {

t=0;

pw.print(input+":");

input=input.replace(".", "\".\"");

matcher=pattern.matcher(input);

while(matcher.find()) {

start=matcher.start();

input=input.substring(0,start)+"."+input.substring(start+3);

}

pw.println(input+".INPUT["+(inputs.get(i).size()-1-t)+"];");

}

}

else {

if(input.contains("_t")){

pw.print(input+":");

input=input.replace(".", "\".\"");

matcher=pattern.matcher(input);

while(matcher.find()) {

start=matcher.start();

input=input.substring(0,start)+"."+input.substring(start+3);

}

pw.println(input.substring(1,input.lastIndexOf("_t"))+";");

}

else {

pw.print(input+":");

input=input.replace(".", "\".\"");

matcher=pattern.matcher(input);
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while(matcher.find()) {

start=matcher.start();

input=input.substring(0,start)+"."+input.substring(start+3);

}

pw.println(input+";");

}

}

}

}

pw.flush();

pw.println("END_VAR\n");

String value = null;

pw.println("\nSTEP: \""+ (k+1) +" cycles\"\n");

for(int i=0;i<inputs.size();i++) {

for(int j=0;j<inputs.get(i).size();j++){

input = inputs.get(i).get(j);

value = ivalues.get(i).get(j);

pw.println(input+":="+value+";");

}

}

pw.println("\nrun(CYCLES:="+(k+2)+");\n");

for(int i=0;i<outputs.size();i++) {

output=outputs.get(i).get(outputs.get(i).size()-k-1);

if(output.contains("_t"))

output=output.substring(1,output.lastIndexOf("_t"));

else

output=output.substring(1,output.length()-1);

value=ovalues.get(i).get(ovalues.get(i).size()-k-1);

if(output.contains("TON"))

pw.println("ASSERT.Equal("+output+",T#"+value+"ms);");

else

pw.println("ASSERT.Equal("+output+","+value+");");

}

pw.println("\nEND_STEP");

pw.println("END_TEST_CASE");

pw.flush();

}

}

}
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}

}

private static void mapp(ArrayList<String> inouts) {

// TODO Auto-generated method stub

for (int i=0;i<inouts.size();i++) {

if(inouts.get(i).contains("E_SWCamMinus_22"))

inouts.set(i,inouts.get(i).replace("E_SWCamMinus_22", "E_SWCamMinus[22]"));

if(inouts.get(i).contains("E_SWCamPlus_22"))

inouts.set(i,inouts.get(i).replace("E_SWCamPlus_22", "E_SWCamPlus[22]"));

inouts.set(i,"\""+inouts.get(i)+"\"");

}

}

}

C.2 generateRandomTestSuites(int maxRun,String
testDoc,float coverageGoal)

static void generateRandomTestSuites(int maxRun, String testDoc, float coverageGoal)

throws IOException {

String pre = "";

boolean includeAll = false;

if (CreateGUI.BCTestCheck.isSelected()) {

pre += "BC_";

}

else if (CreateGUI.ICCTestCheck.isSelected()) {

pre += "ICC_";

}

else if (CreateGUI.CCCTestCheck.isSelected()) {

pre += "CCC_";

}

else if (CreateGUI.RTestCheck.isSelected()) {

pre = "RT_";

includeAll = true;

coverageGoal = 2; // Cannot be achieved!

}

loadProgramInfoFile();

float coverage;

String log = "No.\tCov.\tSize\tMaxRun\r\n";

int iter=0;

int ncycles=2;

String usecase="LAUNCHER_KAIST";

for (int i = 0; i < maxRun; i++) {

if(iter==5){

ncycles++;

246



iter=0;

}

coverage = generateRandomTestSuite(usecase, ncycles, testDoc,

coverageGoal, includeAll);

log += i + "\t" + coverage + "\t" + testSuiteSize + "\t";

log+= iterationCount + "\r\n";

iter++;

}

try {

String f="output\\"+ pre + "R-Suite_coverage_levels.txt";

BufferedWriter logFile = new BufferedWriter(new FileWriter(f));

logFile.write(log.trim());

logFile.close();

String dirExec="C:\\Windows\\System32\\notepad.exe output\\"

dirExec+= pre + "R-Suite_coverage_levels.txt"

Runtime.getRuntime().exec(dirExec);

} catch (IOException e) {

e.printStackTrace();

System.exit(-1);

}

testSuiteID = 1;

}

C.3 generateRandomTestSuite(String usecase, int
maxSize, String testDoc, float coverageGoal,
boolean includeAll)

private static float generateRandomTestSuite(String usecase, int maxSize,

String testDoc, float coverageGoal, boolean includeAll) {

DPaths.clear();

ICC_DPaths.clear();

CCC_DPaths.clear();

DPCMacros.clear();

functionDPCs.clear();

functionBlockLocalVars.clear();

functionBlockPreVars.clear();

findDataPaths();

sortDataPaths();

calculateDPC();

CreateGUI.window.repaint();

CreateGUI.window.setVisible(true);

ArrayList<ArrayList<Item>> testSuite = new ArrayList<ArrayList<Item>>();
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ArrayList<Item> testCase;

ArrayList<TestCase> testSet = new ArrayList<TestCase>();

//String testcase = "";

ArrayList<String> testcase = new ArrayList<String>();

int iter=0;

int counter=1;

//

//

try {

// testDoc.txt .

// .

//loadTestFile(testDoc); , .

BufferedReader testFile = new BufferedReader(new FileReader(testDoc));

testCase = new ArrayList<Item>();

List<Item> testCCases = new ArrayList<Item>();

int mode = -1;

String thisLine = "";

while ((thisLine = testFile.readLine()) != null) {

if (thisLine.trim().length() == 0)

continue;

if (thisLine.startsWith("//"))

continue;

if (thisLine.startsWith("###")) {

if (thisLine.contains("constants")) {

mode = 1;

} else if (thisLine.contains("inputs")) {

mode = 2;

} else if (thisLine.contains("outputs")) {

mode = 3;

} else if (thisLine.contains("number of test cases")) {

mode = 4;

} else if (thisLine.contains("test cases")) {

mode = 5;

} else if (thisLine.contains("cTypes")){

mode = 6;

}

} else {

switch (mode) {

case 1:

String[] cNames = thisLine.split(", ");

for (int i = 0; i < cNames.length; i++)

testCCases.add(i, new Item(cNames[i]));

break;

case 2: // inputs

String[] inputNames = thisLine.split(", ");

for (int i = 0; i < inputNames.length; i++)

testCase.add(i, new Item(inputNames[i]));
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break;

case 3:

break;

case 4:

break;

case 5: // test cases

String[] testValues = thisLine.split("\t");

if (testValues.length != testCase.size()) {

System.err.println("ERROR: #input != #test-values");

System.exit(-1);

}

for (int i = 0; i < testCase.size(); i++) {

for (Element var : invars) {

if (testCase.get(i).getName().equals(var.invar.getExpression())) {

if (Character.isLetter(testValues[i].charAt(0))) {

var.valueType = var.BOOLEAN;

testCase.get(i).setType(0);

} else if (testCase.get(i).getName().contains("CNT")) {

var.valueType = var.INTEGER;

testCase.get(i).setType(1);

} else {

var.valueType = var.REAL;

testCase.get(i).setType(2);

}

// random

testCase.get(i).random();

if (testCase.get(i).getType() == 0) {

var.value = (testCase.get(i).getValue() == 0) ? "false" : "true";

} else {

var.value = testCase.get(i).getValue() + "";

}

}

}

}

break;

case 6:

String[] testCValues = thisLine.split("\t");

if (testCValues.length != testCCases.size()) {

System.err.println("ERROR: #input != #test-Cvalues");

System.exit(-1);

}

for (int i = 0; i < testCCases.size(); i++) {

for (Element var : invars) {

if (testCCases.get(i).getName().equals(var.invar.getExpression())) {

if (Character.isLetter(testCValues[i].charAt(0))) {

var.valueType = Element.BOOLEAN;

testCCases.get(i).setType(0);

} else if (testCCases.get(i).getName().contains("CNT")) {

var.valueType = Element.INTEGER;

testCCases.get(i).setType(1);

} else {
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var.valueType = Element.REAL;

testCCases.get(i).setType(2);

}

if (testCCases.get(i).getType() == 0) {

var.value = (testCCases.get(i).getValue() == 0) ? "false" : "true";

} else {

var.value = testCCases.get(i).getValue() + "";

}

}

}

}

break;

} // end of switch

} // end of else

} // end of while

testSuite.add(testCase); // !! IMPORTANT

for (ArrayList<Item> tc : testSuite) {

String result = "";

String value = "";

for (Item item : tc) {

if (item.getType() == 0) {

value = (item.getValue() == 0) ? "false" : "true";

} else {

value = item.getValue() + "";

}

testcase.add("(="+item.getName()+"_t"+(maxSize-1)+" "+ " "+value+")");

}

}

iter++;

testFile.close();

} catch (FileNotFoundException e) {

e.printStackTrace();

System.err.println("randomTestCaseGeneration: FATAL ERROR, file not found");

System.exit(-1);

} catch (IOException e) {

e.printStackTrace();

System.err.println("randomTestCaseGeneration: FATAL ERROR, IOException");

System.exit(-1);

}

// * Test Documentation Load Complete

// * Type ICC, CCC path

if (CreateGUI.ICCTestCheck.isSelected())

createICCPath();

if (CreateGUI.CCCTestCheck.isSelected())

createCCCPath();

List<DPath> dPath = new ArrayList<DPath>();
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if (CreateGUI.BCTestCheck.isSelected())

dPath.addAll(DPaths);

if (CreateGUI.ICCTestCheck.isSelected())

dPath.addAll(ICC_DPaths);

if (CreateGUI.CCCTestCheck.isSelected())

dPath.addAll(CCC_DPaths);

float coverage = 0, newCoverage = 0;

coverage = assessCoverageLevel(testSuite, dPath);

//System.out.println("1th generation: " + coverage);

int iteration = 2;

while (coverage < coverageGoal && iteration <= maxSize) {

// * random testCase

testCase = new ArrayList<Item>();

for (Item item : testSuite.get(0)) {

testCase.add(new Item(item.getName(), item.getType()));

}

String result = "";

String value = "";

for (Item item : testCase) {

if (item.getType() == 0) {

value = (item.getValue() == 0) ? "false" : "true";

} else {

value = item.getValue() + "";

}

if(maxSize-iter-1>0)

testcase.add("(="+item.getName()+"_t"+(maxSize-iter-1)+" "+" "+value+")");

else

testcase.add("(=" + item.getName()+" " + " " + value + ")");

}

iter++;

testSuite.add(testCase);

// * testSuite coverage

newCoverage = assessCoverageLevel(testSuite, dPath);

//System.out.println(iteration + "th generation: " + newCoverage);

// * coverage testSuite

//if (!includeAll && newCoverage <= coverage)

// testSuite.remove(testCase);

coverage = newCoverage;

iteration++;

}
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String writerLog = "";

for (ArrayList<Item> tc : testSuite) {

String result = "";

String value = "";

for (Item item : tc) {

if (item.getType() == 0) {

value = (item.getValue() == 0) ? "false" : "true";

} else {

value = item.getValue() + "";

}

result += "(" + item.getName() + " " + value + ")";

}

writerLog += result + "\n";

}

Collections.sort(testcase);

TestCase tc = new TestCase(String.join("", testcase));

tc.partNo = 1;

tc.counter = counter;

testSet.add(tc);

counter++;

numOfEachTC[1][counter-2] = maxSize-2;

String s_id=String.format("%03d", testSuiteID)+/*"-"+randomSeed+*/".txt";

solutionWriter(testSet, "/"+usecase+"/testcases/RT_based_testSuite_" + s_id);

testSuiteID++;

String pre = "";

if (CreateGUI.BCTestCheck.isSelected()) {

pre += "BC_";

}

if (CreateGUI.ICCTestCheck.isSelected()) {

pre += "ICC_";

}

if (CreateGUI.CCCTestCheck.isSelected()) {

pre += "CCC_";

}

if (CreateGUI.RTestCheck.isSelected())

pre = "RT_";

CreateGUI.console_println("Random Test Generation ... done.");

console_flush();

testSuiteSize = testSuite.size();

iterationCount = iteration-1;

return coverage;

}
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Appendix D

Exploitation of Results

D.1 Market needs

The main market drivers are highlighted below:

Market need 1: need for increased efficiency. Commissioning is typically carried

out during the last step of the development process. Any malfunction during this

process can lead to significant time delays. Therefore, there is a need for efficient

testing methods that can identify and resolve any issues from the early stages of the

development process.

Market need 2: need for cost reduction. Conventional PLC testing procedures

are time-consuming and expensive, given they are naturally conducted manually. In

addition, PLC testing often requires physical equipment, as it is typically tested when

the system is fully in place. This is costly as it can cause serious equipment damage.

Therefore there is a need to cost-effectively test PLC programs without the need of

any physical equipment.

Market need 3: need for improved quality. PLC programming requires con-

siderable manual effort, which leaves the PLC open to errors due to unexpected

implementation errors. PLCs are critical components in the production system, in

which a simple programming error can cause severe damage, operational downtime

and hazardous events. PLCs should therefore be thoroughly tested, especially if any

safety-critical operation is involved.

Market need 4: need for high reconfigurability. The market demand for highly

customised and reconfigurable products is increasing. However, frequent reconfigura-

tions of PLCs make the conventional testing process even more challenging, as the

system must be continuously tested every time there is a new configuration change in
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the layout. Therefore, there exists a need for a methodology that enables continuous

integration of changes in PLCs.

Market need 5: need for automated testing methodologies. PLC testing is a

time-consuming and labour-intensive process, which is predominantly performed

manually. Existing manual testing practices require significant effort and time, hence

the need to automate PLC testing practices.

Market need 6: need for sustainable manufacturing. The conventional mass

production, and mass customisation manufacturing paradigms create value out of

high-volume production, however, they are the most destructive approaches in terms

of sustainability. The new manufacturing paradigm should therefore foster sustainable

goals to reduce waste and maximise the reuse of existing resources to address new

production processes.

With the aim of accomplishing these needs, we have presented a methodology

and toolset to test PLC programs in a simulation environment. However, due to the

shortcomings highlighted in Section 9.1.2, the existing approach does not address all

the needs outlined above. Therefore, to be competitive in the market, we should pay

particular attention to the main drivers in the following manner:

■ Optimising overall testing approach execution times, particularly test execution

time in TIA Portal (Market need 1).

■ Automating all manual steps involved in the current approach to avoid unexpected

errors, such as the conversion to PLCopen XML format (Market need 3, Market

need 5).

■ Migrating the digital model to a fully synchronised digital twin. The digital twin

could be used to enable the continuous integration of PLCs by following a DevOps

approach, as presented in the Theoretical Framework in Chapter 5 (Market need 4,

Market need 6).

■ Validating all IEC 61131-3 FCs and FBs in TIA Portal (applicable to all market

needs).

D.2 Integrated Business Model

For the satisfactory deployment of technology disruptions in industry, new tech-

nological development must be accompanied by an application. This is achieved
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through the development of effective business models, which are key to identifying

the value proposition, capturing the value, and creating the value for the stakeholders,

as indicated in Figure D.1.

Figure D.1: From invention to innovation [MGN19]

To this end, we have used the Integrated Business Model (IBM) from [WPUG16a]

to define the business model of our methodology and toolset to test highly reconfig-

urable PLCs. It is important to note that when designing the IBM, we are considering

a fully deployed solution that addresses all the specified market needs in Section D.1.

The IBM comprises three groups of components, including strategic components,

customer and market components and value creation components. Each component

consists of three models, resulting in a nine-component business model, as indicated

in Figure D.2. These components are briefly described below:

Strategic components

■ Strategic model: the main mission of this research is to develop an automated and

cost-effective methodology for testing highly reconfigurable PLCs in the industrial

sector, with a strong focus on sustainability. The aim is to reduce commission-

ing time and costs, increase reliability and productivity, and maximise resource

reconfigurability and reutilisation. Furthermore, this methodology aids humans by

reducing manual repetitive and routine tasks. The long-term vision of our strategy is

to become the leading provider of PLC testing methodologies in the manufacturing

sector through a spin-off or an alliance with a company.

■ Resource model: we identified material, immaterial and internal assets. Material

assets include software tools and a testbed for testing PLC programs. Immaterial

assets include the knowledge, expertise, and skills of software and automation

engineers, which should work in a collaborative manner. The internal assets consist

of PLC equipment, a digital twin framework, and a virtual commissioning solution,

including all required simulation and emulation technologies.

255



Figure D.2: Integrated Business Model components of our methodology – based on
[WPUG16b]

■ Network model: a close collaboration with leading automation solution providers

(e.g. Siemens) is key to promoting and distributing our testing methodology to

a wider customer segment. In addition, we should establish partnerships with

other software testbed providers to stay up to date with the latest testing tools and

technologies for commissioning PLCs.

Customer and market components

■ Customer model: we identified four key customer segments. The first segment

comprises assembly companies or systems integrators that use PLCs in their daily

operations and have high demand variability, such as the automotive sector. The

second segment focuses on companies that use PLCs in their operations and work
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with safety-critical systems, such as nuclear plants. The third segment includes

assembly companies or systems integrators that use PLCs in their operations but

have customised market demand, such as the aerospace industry. Lastly, our

customer segment also encompasses automation equipment manufacturers and

PLC vendors such as Siemens.

We aim to provide customised support and testing solutions, based on the needs

of our customer segment. To this end, our customer model focuses on two main

customer channels, Business to Customer and Business to Business. The former

offers direct sales to system integrators and assembly companies, whereas the

latter establishes a partnership with automation equipment manufacturers and PLC

vendors.

■ Market model: our key values are the capability to generate automated test cases

for FBD programs, cost-effective testing of PLC programs, and a testing frame-

work for testing PLCopen standardised IEC 61131-3 FBD programs. These value

offerings differentiate us from other companies testing solutions, which are mainly

focused on functional testing (e.g. the TwinCAT unit testing framework). These

values will be further strengthened if new regulations enforce the standardisation

and interoperability of PLC programs. In addition, volatile markets with unprece-

dented market demand in terms of volume, product variability and customised

requirements, will favour the continuous integration of PLC programs.

■ Revenue model: our main revenue stream could be licensing, where we offer our

toolset in exchange for licensing fees. In addition, we could have additional revenue

streams through recurring fees or additional fees for providing services such as

maintenance, training, consulting, and support.

Value creation components

■ Manufacturing: key activities involve automated generation of test cases based on

IEC 61131-3 standard FBD programs, development of cost-effective test selection

algorithms and metrics, automated execution of test cases, continuous integration

of PLC programs, continuous improvement of the toolset, tailor-made testing

solutions, and additional services such as training, consulting, and support.

■ Procurement model: this includes the combination of direct and indirect pro-

curement models. Direct procurement involves the acquisition of the software

toolset for testing PLC programs in commercially available automation solutions.

In contrast, indirect procurement includes software maintenance and upgrades,

providing technical support and consulting services.
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■ Financial model: the cost structure incurs fixed costs such as equipment costs,

software costs and facilities, and variable costs such as maintenance costs and

customer support. However, our approach offers the end users several benefits and

cost advantages compared to traditional testing procedures. On the one hand, our

cost-effective testing approach results in cost savings associated with time to market.

On the other hand, we offer higher reliability, which reduces costs associated with

implementation errors.
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