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Abstract: In the context of recent decades in which there has been great development in power elec-
tronics systems with increasingly better operating characteristics, the study of the factors that affect
the behaviour of these systems in terms of electromagnetic interference (EMI) is mandatory. Within
this general perspective, it is essential to know the time and frequency characteristics of the switching
signals, as they are the main sources of EMI noise. This work analyses the suitability of different
spectral analysis techniques, specifically short-time Fourier transform (STFT) and continuous wavelet
transform (CWT), to extract the frequency characteristics of the switching signals of a converter. Thus,
a test bench based on a half-bridge was designed as a preliminary step in the development of a model
of noise generators. After the analysis of the main parameters of these techniques, a comparison of
the results obtained was carried out. It was concluded that both techniques are considered valid
and complementary; not only that, but they overcome some limitations of the fast Fourier transform
(FFT) as they offer the possibility of determining which are the frequency components associated
with different types of events occurring at different times.
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1. Introduction

Power electronic devices are intrinsic generators of electromagnetic noise and inter-
ference when operating in switching conditions, ultimately resulting in both conducted
and radiated emissions. The study of these phenomena has been and still is widely dis-
cussed in the literature from different points of view involving the elements represented
in Figure 1, such as EMI sources, common and differential mode propagation paths, EMI
modelling techniques, EMI attenuation/cancellation procedures, measurement techniques,
EMC regulations, etc.
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Figure 1. Block diagram of a switching system, noise sources and propagation paths for common
mode (CM) and differential mode (DM), and EMI measurement.
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Starting with noise generation, the literature [1–5] in recent decades has extensively
reported that these noise sources are mainly caused by two reasons: on the one hand, the
rapid voltage and current variations (dv/dt and di/dt) that occur during the turn on and
turn off of transistors; on the other hand, the oscillations produced by the excitation of the
intrinsic parasitics of the semiconductors and the parasitics associated with the layout of
the circuits or the different types of couplings (mainly capacitive).

Although this topic has been widely covered for years, the evolution of power semi-
conductors (transition from silicon-based devices to WBG semiconductor-based devices)
and the variation of operating conditions in characteristics such as switching frequency,
speed or operating voltage (evolution towards higher values) have made it necessary to
continue to study these phenomena in all of the above-mentioned areas [6–10].

This is part of the general objective of system modelling, which is still relevant today
when dealing with problems and associated applications such as the derivation of the EMI
model itself [11], the separation of common-mode and differential-mode noise [12], the
EMI filter design [13–15], etc.

Within this general issue and regarding the further goal of modelling the system, a
key aspect is to relate time and frequency, both at the point of EMI noise generation and
at the EMI/EMC noise measurement points; ultimately, the events occur in time, but the
EMI/EMC measurements express power in the frequency domain.

This study of the time–frequency characteristics of the signals of interest can be carried
out in different ways.

Obtaining the signals in the time domain involves modelling the semiconductors and
analysing the PCB layout with simulators and parasitic extraction tools, and the use of
analytical models, circuit models, etc. Using these methods, very high levels of detail can
be obtained; this works in their favour, but these models are difficult to parameterise and
simulate [16–21] and are highly dependent on the layout. Another option, also widely
reported in the literature, is to obtain the most relevant switching waveforms experimen-
tally. A sine qua non for using this method is that the measured signals can reflect the
switching result as faithfully as possible, without being affected by the characteristics or
limitations of the measurement system itself. This factor has become increasingly relevant
for semiconductors operating at higher and higher frequencies and switching speeds.

However, obtaining the time signals is only the first step, as spectral analysis and
performing this time–frequency correlation is not as immediate as it may seem at first glance
due to the characteristics of the switching signal. The literature reports in [22–25] that it
might not be enough to apply the Fourier transform in some of its implementations (such as
the fast Fourier transform or FFT) to obtain the frequency response of the noise generators.
These generators, together with the propagation paths, will allow the establishment of a
model that links input and output. The model will relate the signals provided by the noise
sources due to the switching and the results obtained from the conducted emission and
radiated emission measurements in the corresponding time or frequency domain.

Among the existing options, this work proposes to obtain switching signals experi-
mentally and, from them, to calculate their spectrum, pursuing three main contributions to
the current state of the art:

(1) To measure the voltage and current signals characteristic of semiconductors by select-
ing the appropriate measuring instruments (voltage and current probes, oscilloscope
and spectrum analyser) and establish a methodology for carrying out these experi-
mental measurements with sufficient fidelity or resolution to be able to combine low
switching frequencies with the observation of high-frequency phenomena responsible
for the generation of EMI;
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(2) Obtain the spectrum from the complete experimental signals instead of obtaining
the spectrum as the sum of individual time signal effects (switching slope, reverse
recovery current, ringing, etc.). This can be considered one of the main gaps because,
although there are authors who mention the existence of oscillations that give rise
to peaks in the spectrum, these considerations are made only theoretically [26] or
without clearly explaining how the signal is decomposed [27].

(3) Analyse whether spectral analysis techniques other than the commonly used FFT are
able to establish a one-to-one relationship between the characteristic time events of
the switching signals and their corresponding spectra. Although techniques such as
the short-time Fourier transform (STFT) or the continuous wavelet transform (CWT)
are widely known by researchers in the field of signal processing, their application to
the world of power electronics is more limited, and only a few examples can be found
in the literature, as will be mentioned in Section 2.2.

For all this, a test bench was designed consisting of a half-bridge made up of two
transistors, to which elements for measuring current and voltage were coupled.

The ultimate goal, as will be highlighted in the conclusions and future work section, is
to offer power electronics engineers the possibility to predict what their noise generators
will be before any conducted or radiated emission measurements are made, anticipate
potential problems and design attenuation or cancellation measures by acting on those
particular noise sources.

In the following sections, the steps followed to achieve this objective are presented.
Thus, in Section 2, an overview of the general characteristics of the current and voltage
switching signals and their spectrum will be given. At the same time, it reviews the STFT
and CWT techniques and their main configuration options or parameters for obtaining the
spectrum for signals with the particularities or characteristics of our switching waves. The
knowledge of these characteristics is essential to plan the experimental measurements to be
performed and select the appropriate equipment and methodology for those measurements,
as explained in Section 3. Finally, taking into account the basics and criteria established
in the previous sections, Section 4 includes the experimental work carried out, starting
with the acquisition of the switching signals and concluding with their spectral analysis
by means of STFT and CWT. The results of the analysis are presented in Section 4. Finally,
Section 5 summarizes the conclusions drawn from the work carried out and proposes the
next steps to be taken in this research.

2. Overview of the Time–Frequency Characteristics of Switching Signals and
Spectrum Analysis Techniques
2.1. Time–Frequency Characteristics of Switching Signals

Several authors define the waveforms that are generated in the on and off switching
of semiconductors, taking into account to a greater or lesser extent the associated parasitics:
Ref. [28] describe those waveforms as piecewise defined functions; Ref. [8,10] propose
analytical models in which they take into account high frequency parasitic effects; Ref. [7]
model the switching by means of equivalent circuits, including parasitics and considering
the oscillations produced due to them; Ref. [29–31] analyse the switching experimentally,
etc.

In all cases reviewed from the literature, the waveforms of interest are the drain current
(Id), the drain-source voltage (Vds) and the gate-source voltage (Vgs); these are also the most
relevant waveforms from the point of view of EMI generation. This is why they were chosen
as test points for the experimental measurements (for the current measurement, which will
be made with a coaxial shunt, source current Is was selected instead of Id, and the drain
current will be obtained indirectly when calculating the noise sources in the equivalent
circuit). This is not to say that this is the only information needed to fully represent the
EMI characteristics, as the level of interference will vary across the PCB depending on
other parameters such as the track geometry, routing way, presence of discontinuities,
etc. In the model to be proposed in our future work, which remains pending in this
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article, these external effects will be taken into account through the characterisation of the
propagation paths.

Whether by any of the above-mentioned methods, and even if some particulari-
ties are present depending on the type of transistor used, it is a practically unanimous
convention [8–10,28–30,32,33] to define the switching process as a sequence of phases
whose simplified form can be seen summarised in Figure 2.
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It is also worth mentioning one of the effects reported in the literature such as false turn-
on (also known as low-side false turn-on, dv/dt-induced false turn-on or cross-talk) where
the active switch of the switching branch turns on and, in turn, the displacement current
through the Miller capacitance (Cgd) can cause the gate-source voltage to exceed the turn-on
threshold value of the transistor in the lower part of the switching branch. Consequently,
this also turns on, causing a short-circuit in that branch with the consequences that this
entails such as losses and the possibility of damaging the transistors due to the large values
of overcurrent that can be produced.

In order to analyse the spectrum of these switching waves, the transition between ON
and OFF (or vice versa) can be roughly considered as a constant slope (determined by the
transition time: rise or fall time). In this way, all these switching waves can be likened to
trapezoidal signals, whose spectrum is determined by:

V( f ) =
2Aτ

T

∣∣∣∣ sin(π f τ)

π f τ

∣∣∣∣∣∣∣∣ sin(π f tr)

π f τ

∣∣∣∣, (1)

where the magnitude of the spectrum and the cut-off frequencies or inflection points where
the envelope slope varies are fixed by the signal amplitude (A), rise and fall time (tr), period
(T) and pulse width (τ). Figure 3. shows the spectrum and envelope of a basic trapezoidal
switching waveform.

On this basic shape several authors try to add to the basic or simplified temporal
waveform the effects of resonances caused by the excitation of parasites [26,27,34] or effects
that may occur such as cross-talk or false turn-on [35] and to see their translation both in
time (overshoots and ringings) and in frequency (appearance of peaks in the spectrum).

In particular, Ref. [36] propose a graphical method to calculate the spectrum envelope
asymptotically but limit the application to simple examples such as a square wave or
smoothing function.

Middlestaedt et al. in [37,38] analyse the turn-on and turn-off transient of a MOSFET
separately and relate it to its radiation characteristics but do so through the use of the FFT,
which is discouraged in the literature for the case of nonstationary signals and obtaining
a qualitative analysis of the spectral characteristics. Something similar occurs in the case
of [34], which relates the ringing in the time-switched signals to the frequencies through
experimental measurements made with an oscilloscope, implying that this spectral analysis
is carried out directly with the oscilloscope using the FFT.
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On the other hand, Ref. [26] includes in its spectral representation the effect of ringing
in the voltage signal, but this is a simulation. The authors of [27] decompose the switching
signal into a basic trapezoidal wave plus two adjacent effects (ZVS and ringing) but do so
only in the case of the voltage between the drain and source, and it is not clear how this
decomposition is performed and subsequently results in the spectrum.

Finally, Ref. [35] refers to one of the phenomena that can occur during switching,
such as cross-talk or false turn-on but only analyses them in the time domain, without
evaluating their impact on the spectrum. Against the background of the importance of large
voltage and current variations in the generation of EMI, it is presumed that the occurrence
of a false turn-on case is likely to trigger a higher level of conducted and/or radiated
emissions. It is also considered a case of particular interest, given that the proliferation of
WBG semiconductor-based systems may make this phenomenon more frequent (due to the
higher values of dv/dt, which cause the effect).

It is, therefore, necessary to identify as precisely as possible the different phenomena
that occur during transistor switching, and spectral analysis techniques are needed to
establish a precise correlation between time events and their frequency correspondence.
This aspect will be dealt with in the following sections.

2.2. Spectrum Analysis Techniques

As indicated in the previous subsection, several authors relate the signals obtained in
time with the spectrum associated with them.

When obtaining the spectrum of the measured time signals, the basic tool is the Fourier
transform. However, we could say that this is governed by Heisenberg’s uncertainty prin-
ciple (the absolute, theoretical limit on the combined accuracy of certain pairs of simultane-
ous, related measurements). Translated to our case, it means that it is impossible to relate
the frequency components obtained as a result of the transform with precise time instants
(in other words, it is impossible for the Fourier transform to locate the signals in time).

As [39–41] point out, this is a problem in the analysis of nonstationary signals. This is
the case in our study, where impulsive and oscillatory components are added to the base
spectrum of the switching signals of transistors. The literature discusses the use of other
techniques to overcome this drawback. Two of the main techniques are the use of STFT
and wavelets.
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The STFT consists of performing a set of Fourier transforms on the original signal
subjected to an enveloping process, with a time t between each operation, which can be
expressed mathematically as follows:

f (t, ω) =
∫ ∞

−∞
f (t)w(t− τ)e−jωτdt, (2)

where f (t) is the original signal, w(t) is the applied window and t is the offset. At each
signal slice affected by the window, the signal is considered to be stationary. Thus, the
STFT results in a kind of sliding window FFT, with the resulting spectrum characterised by
effects such as coherent attenuation, scallop loss and leakage [22].

As pointed out by Sandrolini in [41], in this operation, the choice of the window
and its associated parameters (both its duration and shape) is key, as it needs to reach a
compromise solution between achieving better frequency resolution at the cost of having a
higher ripple (with rectangular windows) or a worse frequency resolution but with less
lateral oscillations in the spectrum. It also needs to determine the optimal window that
correctly describes the frequency and amplitude [42].

The length of the window T will determine the frequency resolution or bin size
∆ f = 1/T, which, in turn, relates to the number of points represented through the sampling
frequency, fs = N·∆ f .

Examples of applications can be found, such as the spectral estimation and emulation
of EMI receivers [22,41,43,44], measurement of electrical signal quality in power systems,
fault detection in photovoltaic systems [45] and conducted emissions analysis on DC-DC
buck converters [46].

Therefore, the STFT is presented as a tool that allows the time–frequency indeterminacy
mentioned above to be overcome, but, even so, it suffers from a fixed resolution; that is,
once window is selected, the temporal and frequency resolution remains fixed, which
implies that a window of longer duration has problems representing events of a short
duration and vice versa.

A possible solution to this problem can be using wavelets. Wavelet analysis involves
the use of a basis function for wrapping called the mother wavelet, whose scale is changed,
shifted in time, multiplied by the signal and integrated in time. Mathematically, it can be
expressed as:

XCWT (p, q) =
∫ ∞

−∞
x(t)ψ∗τ,a(t)dt, (3)

where XCWT (τ, a) are the coefficients obtained for a translation τ and a scale a of the
mother function ψτ,a, so that:

ψτ,a =
1√
a

ψ

(
t− τ

a

)
, (4)

As a result, detail is obtained on the frequency components of the signal in a time
interval allowing a time–frequency “cross” localisation [25]. Unlike STFT, it is a multi-
resolution tool, i.e., by compressing or “stretching” the wavelet function (with a variable
length window, if we use terms analogous to those of STFT), a compromise between
temporal and frequency resolution is achieved for the entire spectrum.

As in the case of the STFT, wavelets have found diverse fields of application such as in
the health sector with the processing of biomedical brain, cardiac and muscular signals [47],
transients in power systems [24,48], seismic phenomena, and condition-monitoring within
an inverter [49].

Both analyses are compared in [42,43,50], highlighting the pros and cons of each
and basically reaching the conclusion that wavelets have advantages when the frequency
characteristics of the signal vary rapidly with time, whereas STFT has advantages at a
computational level if real-time analysis is necessary.

In any case, both techniques can be complementary, and in this paper, both techniques
were applied to the experimentally obtained switching signals by performing the analysis
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with different parameters with the double objective of identifying the fundamental compo-
nents of the spectrum and relating them to the events in the switching signals as a first step
to obtain the modelling of the noise sources as a set of series generators.

3. Materials and Methods for Switching Waveforms Measurement

As noted in the introduction, one of the objectives is the definition of noise generators
based on the experimental measurement of switching waves. In anticipation of the growing
need to measure not only faster and faster transients but also oscillations or ringings that
have higher frequency components than the previous ones, the specifications required for
the probes are increasingly stringent in terms of parameters such as bandwidth and load
introduced into the layout in the form of parasitics [51–53].

Although a number of characteristics are general, it is useful to differentiate, as is
performed in the literature, between voltage and current probes.

For voltage probes, two of the most important features to take into account are the
maximum voltage at which they can work (dynamic range) and the bandwidth (related to
the rise time) [51].

In the comparison between differential and passive probes, differential probes, which
provide galvanic isolation, have been preferred in the case of having to measure voltages
of the order of kV; on the other hand, their limited bandwidth, coupled with their high
price, makes them undesirable for our goal, i.e., to detect the rapid variations in signal that
can lead to EMI phenomena. In our case, having to measure up to a few hundred volts
(typically 300 V) and taking into account that they are more suitable for higher bandwidths,
passive probes are preferred.

Even so, in the case of passive voltage probes, it is essential to be able to dispense with
the ground lead, as this cable introduces additional inductance that can cause overvoltage
and ringing [54].

As far as current probes are concerned, Rogowski coils, Pearson current transformers
and coaxial shunts are common alternatives. The first two are more limited in terms of
bandwidth (typically tens of MHz, which implies a rise time of tens of ns), so they may not
be suitable for measuring faster signals [51,55].

Current shunts show better bandwidth characteristics at the cost of lacking galvanic
isolation. Furthermore, as they are inserted directly into the circuit layout, it is a challenge,
as [56] points out, to measure current without introducing additional inductance into the
switching loop, as this contribution is the major influence on the generation of overshoot
and ringing that will lead to EMI. All these characteristics are summarised in Table 1.

Table 1. Summary of measuring probes characteristics.

Type Advantages Drawbacks

Voltage
probe

Differential Galvanic isolation Low bandwidth
Connection leads

Voltage divider Very high bandwidth Loading requirements
Not for Vds measurement

Passive

High bandwidth
Suitable for bridge low side
measurement
Connection leads

Nongalvanic isolation

Current
probe

Rogowski coil Galvanic isolation
Size

Low bandwidth (tenths of MHz)
Low accuracy

Current transformer Galvanic isolation
Low bandwidth (up to ~100 MHz)
Added loop inductance
Larger size

Coaxial shunt

High bandwidth (up to GHz)
High accuracy
AC-DC
Size

Non galvanic isolation
Added loop inductance
Heating
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On the other hand, as mentioned in Section 1, a test bench was designed based on a
half-bridge whose simplified diagram is shown in Figure 4a and which focuses on 3 aspects:
the PCB design, the parameter sensitivity, and the instrumentation and techniques needed
to measure EMI.
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For voltage measurements, PML 711A passive probes with a bandwidth of 500 MHz
and an input capacitance of 9.5 pF were selected to minimise the load on the circuit, and
they have a 2.5 mm housing to facilitate access to components on the PCB. In order to
take simultaneous measurements of Vgs and Vds, bearing in mind that both measurements
must have a common point (as we are working with passive probes and not differential
probes), we chose to take one of the measurements using the BNC-tip adapter and the other
using the ground clip attached to probe ground sleeve. In this way, the loop inductance
is minimised.

In this case, some additional features such as the possibility of deskewing are not
mandatory, as no losses are to be measured, so the synchronisation or V-I alignment
characteristics voltage/current of the measurement is not mandatory.

On the other hand, a coaxial shunt (SDN-414-25) with a bandwidth of 500 MHz was
selected to measure the current flowing through the MOSFETs. Before mounting it on the
converter, the effect of the parasitic inductance introduced by the shunt coaxial itself, due
to its 1” (2.54 cm) long pads, was analysed.

This current sensor was characterised in the conducted emission range using a Bode
100 impedance analyser for both the original sensor and a modified version resulting from
shortening its pads (Figure 5a), with the results shown in Figure 5b.

It can be seen that, as expected, the impedance value is more affected in the case of
the original shunt coaxial by the inductance introduced by the terminals. Calculating the
fitting curve to consider a linear variation with frequency, the inductance value obtained
is 3 nH for the modified sensor, compared to 9 nH for the original sensor, which will be a
benefit when introducing the lowest possible inductance in the overall computation of the
parasitic inductance introduced by the semiconductors plus that of the tracks associated
with the switching loop.
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The characteristic switching signals of the transistors were measured for different
cases to analyse the parameter sensitivity. In all cases, the measurements were made with
an R&S RTO2014 oscilloscope with a sampling period Ts = 2·10−10 s, so that the limiting
factor in terms of bandwidth was derived from the current probes and the voltage probe,
and not the oscilloscope.
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4. Experimental Measurements and Spectrum Analysis Results
4.1. PCB and Measurement System Characteristics, and Time Measurement Results

In all cases, a 48 V bus power supply was used, and 12 V was applied to the transistor
gate. In order to compare the spectral analysis techniques, the results of three cases are
presented in Figure 6, from left to right:

• Case in which a false turn-on appears reflected in an overvoltage at ∆V ∼ 160 V and
an overcurrent ∆I = −27.5 A and ∆I′ = 8.4 A.

• Switching case with gate resistor Rg = 15 Ω, resulting in a higher overshoot in voltage
and current ∆I = 0.3 A and ∆I′ = −3.2 A (due to reverse recovery current).

• Switching case with gate resistor Rg = 82 Ω, resulting in a current overshoot,
∆I = 0.7 A and ∆I′ = −1.3 A (due to reverse recovery current).
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Similar parameter sensitivity tests were carried out with respect to source gate capaci-
tance, radiator connection mode obtaining in the same way commutations with different
characteristics of the overshoot level, and rise and fall time (in the magnitude order about
10–40 ns, but they are considered redundant and are not shown here).

4.2. Spectrum Analysis Results

From the analysis presented in Section 2.2, the time signals of Section 4.1 were taken,
and the spectral analysis using STFT and CWT was carried out in MATLAB. Some of the
results of this analysis are shown in Figures 7–9.
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For STFT, several windows were tested, by varying the overlap and number of points
in each one, to analyse both the time and frequency resolution. The aim was to see if the
optimal values for the STFT configuration parameters can be determined, as the literature
reports, for example, that STFT is very sensitive to window size and hop size [39].

First, Figure 7 shows the influence of the window length and number of points on
the achieved time resolution. The results show a time range where the spectrum reaches
higher frequencies, but the ability to discriminate the exact instant of switching goes from
∆t = 0.15 µs to ∆t = 1.5 µs as the window length increases from N = 512 to N = 8192.
As expected, this has an inverse effect in the frequency resolution, as using a smaller
number of points does not allow the discrimination of closer frequency components. As
with an RF receiver which depends on the bandwidth of the filters used, in this case not
having sufficient spectral resolution results in masking possible discrete frequency peaks
close to each other and considering them as a single component with a wider bandwidth.

Figure 8 shows the results corresponding to three different types of windows: (a) and
(b) flat top windows (pros: minimal scalloping loss or reduction in the signal level in the
frequency domain; drawbacks: poorer frequency resolution and high noise bandwidth);
(c) and (d) rectangular windows (appropriate when analysing the transient of signals where
the energy vs. time distribution is uneven); and (e) and (f) Hamming windows (with a
sinusoidal shape that gives a wide peak and low side lobes). Analogous analyses were
performed with other types of windows such as Blackman–Harris (similar to Hamming,
the resulting spectrum has a wide peak but good side lobe compression), although the
results are not shown here to avoid being redundant.

In each case, for each type of window, the overlap considered optimal [57–59] is shown.
This parameter could be considered another factor to be taken into account when analysing
the validity and feasibility of the STFT analysis, but it makes no sense to try to work with
values outside those considered optimal.

As previously stated, the number of points used is key to the frequency resolution as well
as to determine the frequency components of the ringing that occurs in the switching signals.

In the case of wavelet analysis, a CWT (continuous wavelet transform) was performed
using different numbers of octaves and voices per octave for the selected wavelet types, as
seen in Figure 9.
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Figure 9. Wavelet analysis comparison using different wavelet types, number of octaves (No) and
number of voices (Nv): (a) Morse wavelet No = 13, Nv = 6; (b) Morse wavelet No = 13, Nv = 40;
(c) Morlet wavelet No = 13, Nv = 6; (d) Morlet wavelet No = 13, Nv = 40; (e) bump wavelet No = 11,
Nv = 6; (f) bump wavelet No = 11, Nv = 40.
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The difference between wavelet types lies in the ability to localise events in time
and/or frequency, and the configuration of the characteristic parameters of each wavelet
allows optimal results to be achieved.

In general, the number of octaves is decisive in determining the minimum frequency
that will be detectable, given that the value of the maximum frequency is determined by
the sampling period of the experimental signals. On the other hand, the number of voices
per octave refers to the number of intermediate steps in each octave or, in other words, to
the “finesse” or level of resolution with which the scaling is discretised (the greater the
number of voices, the greater the “finesse” but the greater the computational load).

The wavelets used were Morlet, Morse and Bump, whose main characteristics were
described extensively in [60].

The result of the analysis is similar in all cases but with some significant differences
between the wavelet types. To begin with, as was evident, all wavelets are capable of locat-
ing in time the switching events and oscillations in which higher frequency components
appear. (We have omitted to represent the complete period because it is considered to be of
no interest.)

In terms of time and frequency resolution, the bump wavelet shows a lower temporal
resolution but is more precise, delimiting the value of a resonant peak at 45± 2 MHz.
However, it is not capable of detecting lower frequency peaks around 7 MHz, as the Morse
and Morlet wavelets do.

The results reveal another aspect that is fundamental to understanding the origin of
the emissions, namely, the possibility of discriminating whether the higher level of the
envelope and the peaks that appear in the spectrum are fundamentally due to events that
occur during the turning on or turning off of the transistors. Figure 10 shows an example
of this characteristic, in this case, on the current flowing through the bottom transistor.
Although at first glance there are oscillations at both the turn-on and turn-off, the spectrum
associated with each is different. The three-dimensional image in Figure 10b corresponding
to the STFT calculation shows this. This detail would be lost if we used the FFT, but through
the wavelet transform in Figure 10d,e, the differences can be seen.
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If we are able to associate in each case the resonant peaks to specific phenomena
(ringing, reverse diode recovery current), this can help when implementing attenuation
and cancellation measures.

In any case, the results show that on the envelope of the spectrum that would corre-
spond to a trapezoidal-shaped switching wave, peaks clearly appear due to the oscillations
produced in this time wave.

5. Conclusions and Future Work

The work carried out has provided an overview of the main temporal and frequency
characteristics of the converter signals and has taken the first step in the development of a
model for the noise generators and propagation paths.

The need for the accurate measurements of time signals and the influence that the
selection of some elements, such as voltage and current test probes, was shown. Similarly,
the need for adequate tools for spectral analysis was demonstrated. In this sense, it was
shown that both the STFT and the wavelet transform can be suitable and complementary
tools for obtaining the frequency characteristics of the switching signal.
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The combination of precise measurements with measuring elements capable of detect-
ing rapid signal variations and the use of the above-mentioned spectral analysis techniques
allowed the detection of frequency components on the envelope and noise floor up to
300 MHz.

Not only that, but the possibility offered by these two temporal–frequency analysis
techniques to discriminate the events produced in the switching on and off of transistors
has also been demonstrated.

In this way, we can overcome one of the main gaps pointed out in the introduction,
which is to be able to see and relate the temporal events and corresponding peaks in the
spectrum through a complete experimental signal and not through a theoretical or partial
decomposition of the signal, as it seemed to be performed in other references [26,27].

On the other hand, it cannot be established in a general way which is the optimal
one for every type of signal, and a trade-off solution must be made between a time and
frequency resolution.

The next step in this work will be to define the equivalent noise generators, differenti-
ating between common-mode noise and differential-mode noise, based on the combination
of the measured switching signals. The previous work by Bishnoi on behavioural models
for EMI modelling or the more recent work by Brovont, Lemmon, Kolar and others will pro-
vide valuable starting points [6,11,12,16,17]. These, together with the determination of the
characteristics of the propagation paths, will allow the development of a noise generation
and propagation model that can simulate the conducted and radiated emission levels.

As noted in the introduction, the definition of the noise generators and the subsequent
definition of the complete model, together with the propagation paths, can allow power
electronics engineers to predict the frequency ranges in which their designs may generate
higher levels of EMI noise in order to anticipate potential problems and design attenuation
or cancellation measures by acting on those particular noise sources.
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