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Abstract 

Contribution of finite element method (FEM) as a modelling and simulation 

technique to represent complex tribological processes has improved our 

understanding about various biomaterials. This paper presents a review of the 

advances in the domain of finite element (FE) modelling for simulating tribology, wear, 

cutting and other processes involving high-strain rate plastic deformation of metals 

used in bio tribology and machining. Although the study is largely focused on material 

removal cases in metals, the modelling strategies can be applied to a wide range of 
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other materials. This study discusses the development of friction models, meshing and 

remeshing strategies, and constitutive material models. The mesh-based and 

meshless formulations employed for bio tribological simulations with their advantages 

and limitations are also discussed. The output solution variables including scratch 

forces, local temperature, residual stresses are analyzed as a function of input 

variables.  

Keywords: Finite element, Lagrangian, ALE, meshless, chip formation 

Nomenclature and Abbreviations: 

σn=normal stress 

σf=tensile failure stress 

σ̅=effective stress 

σm=maximum stress 

σ1,,σ2, σ3=principle stress 

σy= yield stress 

τ=shear stress 

τfl=shear failure stress 

τf=frictional shear stress 

τc=limiting shear stress 

ε̅=effective strain 

ε̅p=equivalent plastic strain 

ε̅f
p=equivalent strain at failure 

A,B,C,m,n=Johnson-Cook model parameters 

d1to d5=Johnson-Cook failure parameters 

C0to C5=Zerilli-Armstrong model parameters 

F,L=Usui's wear model constants 

σ*=pressure to vonmises stress ratio (
p

q
) 

ε̇0=reference strain rate 

ε̇p=plastic strain rate 

χ=thermal conductivity in temperature equation 

Q̇=rate of heat flux 

Cp=specific heat 

q=vonmises stress 

m=shear friction factor ( shear  model) 

k=shear flow stress (shear  model) 

Fc=tangential cutting force 

Ft=thrust force 

μ=coefficient of friction 

μadh=adhesive friction coefficient 

Tmt=melting temperature 

Trm=Room temperature 

Tmod=velocity modified temperature 

μadh=adhesive friction coefficient 

k=shear flow stress 

τc=limiting shear flow stress 

R=Universal gas constant 

εp=plastic strain 

G(v,f) =Takeyama-Morata abrasive wear term 

PSZ = primary shear zone 

SDZ = Secondary deformation zone 

TDZ = Tertiary deformation zone 

SPH = Smoothed particle hydrodynamics 

LAG= Lagrangian 

EUL=Eulerian 
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ALE= Arbitrary Lagrangian Eulerian 

EFG= Element Free Gelarkin 

DEM= Discrete element method 

FPM= Finite Pointset method 

PFEM= Particle finite element method 

JC= Johnson-Cook 

C-L= Cockroft-Latham 

T-M= Takeyama and Murata 

ν=strain rate sensitivity constant 

hc=heat transfer coefficient 

ϕs=shear plane angle 

LS = sliding region 

Lt = sticking region 

Ci=Cockroft-Latham damage parameter 

P= hydrostatic pressure 

qf=frictional heat 

Vr=tool-chip relative velocity 

Vls=average local sliding velocity 

 

1. Introduction 

Machining is a complex phenomenon which is known to depend on the friction 

between the cutting tool and the workpiece, cutting temperature, adiabatic shearing, 

stresses, strains, and strain rate. The literature reported in the past suggests the use 

of simulations, particularly, the finite element method to understand the convoluted 

phenomenon of machining mechanism in a simple and cost-effective manner. These 

models can be expressively classified based on analytical, experimental, numerical, 

and empirical as well as hybrid types [1, 2]. The development of machining techniques 

starting from conventional to the ultra-precision micro/nanoscale is highly dependent 

on these predictive models.   

Using FEA, the qualitative and quantitative analyses of cutting process are 

conducted to obtain detailed analysis of chip morphologies, cutting forces, 

temperature, stresses and strains, and other output variables. Machining simulations 

analogous to any other simulations adopt input parameters that define the implicit 
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functional relationship in the explicit form of output variables. The FE machining 

studies are based on a variety of analyses including tool geometry [3-8], machining 

parameters and conditions (cryogenic, laser/water jet-assisted, etc.) [9-16], workpiece 

orientation [17, 18], tool wear measurement [5, 19, 20], chip separation criteria [21-25] 

and meshing and remeshing techniques [26-29]. The constitutive material models with 

different numbers and range of parameters were evaluated for a wide range of 

materials. Evaluation of input parameters using experimental studies in combination 

with numerical studies provides an improved understanding of machining mechanics 

of materials [30, 31]. Fig. 1 shows a list of input variables evaluated under experimental 

and simulated conditions for the required output solution variables. 

A comprehensive bibliography of finite element (FE) simulations of various 

machining work from 1976-1996 can be found from Mackerle [32]. The pioneering 

studies of the cutting simulation were mainly focused on two-dimensional orthogonal 

models. The FE simulations of three-dimensional models increased with the 

development of high computational power and robust solvers [33] as well as strategies 

to reduce the computational cost [34, 35].  
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Although finite element simulations of machining processes involve simulations of 

turning [21], drilling [36, 37], milling [38-42], grinding [43, 44] along with other 

machining processes [32, 45-47], this paper deals with an investigation of basic cutting 

methodology with wedge shape tool adopted in these machining operations. The 

review is mainly based on machining simulation of metals of ductile, hard and brittle 

nature. There are many metals including Cr, Co and Ni as well as ceramics such as 

alumina and zirconia which are considered ideal for implants and dentistry 

applications. In orthopaedic surgery procedures, various machining procedures are 

involved including drilling, milling, sawing etc. Since human bone is of semi-brittle 

nature, its material removal behaviour can be effectively studied using different FEM 

techniques using robust material models [48, 49]. In the following sections, the 

development of FEM for the cutting process from the perspective of commercial 

software, FEM formulations, chip separation criteria, tool wear modelling, material 

Input variables                                            
(speed, feed, depth of cut, friction criteria, 

tool wear criteria, material models)  

Chip formation mechanism, Tool wear mechanism, Evaluation 
of Input parameters and machining conditions 

Indirect 
calculation  

FE Cutting 
Simulation 

Direct 
calculations  

Chip geometry, cutting 
forces, stresses, strain, 
temperature, hydrostatic 

pressure 

Tool wear, phase 
transformation, 
surface profile 

Experimental 
Cutting test 

Cutting forces, 
temperature, 

chip formation 

Chip geometry, tool wear, 
phase transformation, surface 
profile, tool-chip contact length 

Online 
measurement  

Offline 
measurement  

Input variables                                                
(speed, feed, depth of cut, tool geometry, 

machining conditions)  

Fig.1: Experimental and FE cutting simulation input and output variables  
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constitutive models, friction models, and meshing and remeshing techniques are 

discussed. 

2. Finite element software for machining 

The use of FEM for machining simulations started in the early 1970s when user-

defined FE codes emerged. Later with the development of commercial software, 

machining studies were performed using general-purpose FE codes including NIKE 

2D [45, 50-52], Abaqus [8, 26, 53-56], LS-DYNA [57, 58], ANSYS [59] and Marc [45, 

60, 61]. These softwares have the capability to perform mechanical, thermal and 

coupled thermo-mechanical analysis. In recent years, researchers started using 

specialized metal cutting simulation software AdvantEdge [30, 41, 45, 62-64] and 

manufacturing processes simulation software, DEFORM-2D/3D [3, 30, 65-70]. These 

software have dedicated machining modules those offer systematic and simple setup 

for the development of 2D and 3D machining models which have simplified the 

modelling process for the end-user. Other notable software used for machining 

includes Forge2 [71-73] and NASTRAN. 

There are certain advantages and limitations of general-purpose software as well 

as specialized machining software based on modelling techniques, the accuracy of 

results and computational performance. Various studies have been performed to 

compare the performance of FE software in the chip formation process [74, 75]. The 

introduction and comparison of software based on modelling methods are briefly 

discussed below.   

2.1. AdvantEdge 

AdvantEdge is a FEM based explicit machining software developed by Third Wave 

System and offers a machining-specific user interface for 2D and 3D models. Since 
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AdvantEdge has specifically been designed for machining purposes, implementation 

of chip separation criteria is not required in the presence of Lagrangian based adaptive 

meshing feature to reduce the mesh distortion. The package has a built-in editor for 

tool geometries and coating conditions and also provides the option to import 

geometries from other modelling software [76, 77]. The program also offers an 

extensive material library for metals and alloys. Other constitutive models can be 

implemented using user-defined subroutines. Although the program has been widely 

used to simulate metal cutting, it does not offer support for composite or brittle 

materials. Another important feature of AdvantEdge is a defined setup for tool life 

analysis and residual stress modelling.  

2.2. DEFORM 

DEFORM (Design Environment for Forming) was developed by Scientific Forming 

Technology company (SFTC) for manufacturing operations. Initially, DEFORM-2D 

was developed for 2D manufacturing simulations with the later addition of DEFORM-

3D for 3D modelling. The software is based on an updated Lagrangian formulation 

which uses an implicit integration scheme to handle large deformation during 

machining simulations. It also offers a selection of popular cutting tool and tool holder 

models in a database with the flexibility to model new geometries [78]. Both tool and 

the workpiece can be modelled as deformable bodies and solution variables can be 

obtained for both tool and workpiece. Although the package has extensively been used 

for forming operations, it has also been successfully used to model turning [3, 33, 65, 

66], milling and drilling as well as for tool wear studies [69]. DEFORM offers a good 

selection of material libraries and some tool geometries along with the flexibility to 

introduce user-defined material data. 
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2.3. Abaqus 

Abaqus is general-purpose FEM software developed by Simulia to address a wide 

range of problems. Abaqus does not offer any dedicated module for machining and, 

therefore, the user must manually model tools and workpiece geometries. The 

software offers a variety of user-subroutines to introduce and evaluate new constitutive 

material models [55], friction criteria, tool wear, and other related machining 

conditions. 

Abaqus software consists of three main products: Abaqus/CAE, Abaqus/Standard 

and Abaqus/Explicit. Abaqus/CAE is an interactive module that integrates the solver 

modules into CAE (Complete Abaqus Environment) for modelling, analysis, job 

management and offers inclusive tools for results interpretation and visualization. 

Abaqus/Standard offers analyses of static and dynamic implicit problems for solving 

smooth non-linear problems. However, the convergence of such problems may be 

difficult, due to contact or material complexities (e.g., large deformation) and many 

iterations may be needed to obtain a converged solution. On the other hand, 

Abaqus/Explicit finds the solution without iteration by advancing the kinematic state 

from the end of the previous increment being capable of tackling high-speed non-

smooth non-linear problems efficiently. Although Abaqus/Explicit is the most suitable 

solver and has been used extensively for machining simulations, some researchers 

also exploited Abaqus/Standard for such simulation.   

Abaqus also facilitates the use of particle methods including smoothed particle 

hydrodynamics (SPH) and discrete element method (DEM) as well as feature of 

conversion of elements to SPH particles during the analysis. However, the software 

does not offer a proper interface to design particle-based machining simulations and, 
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therefore, the generated input files are required to be modified to simulate the particle-

based analysis. 

2.4. LS-DYNA 

LS-DYNA is a general-purpose implicit and explicit FEM software developed by 

Livermore Software Technology Corporation (LSTC) to analyse linear and nonlinear 

behaviour in 2D and 3D analysis. The software offers a comprehensive material library 

which includes metals, plastics, ceramics, and concrete. It also offers a facility to 

create the user-defined material models. as well as it provides user-defined material 

capability. LS-DYNA has been employed in various metal cutting simulations and 

offers a wide range of particle methods to simulate the machining processes [57, 79]. 

The software provides an advanced interface to simulate the process using particle 

methods and it can be considered as the most advanced software for particle-based 

machining simulations. Due to the inclusion of meshless techniques including SPH 

and DEM, the software has found a great potential in the development of more realistic 

models for cutting of hard and brittle materials [80].  

2.5. Marc 

Marc is a general-purpose FE software developed by MSC Software also 

employed for machining simulations. It offers the capability to simulate 2D and 3D 

machining processes [60, 81]. The software also provides an extensive choice of 

elements and material library for a wide range of materials with the flexibility to 

introduce a user-defined material model. Various plasticity and failure models are 

integrated to simulate material response behaviour including plastic deformation and 

brittle fracture. The adaptive meshing feature can be exploited under extreme mesh 

distortion conditions and user-defined mesh control can be implemented. 
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Table 1 presents the comparison of FE software with its advantages and 

disadvantages in developing a machining simulation model. 

Table 1: Comparison of FE software based on machining modelling features 

Software Machining 
module 

Formulation & 
Analysis 

Advantages Disadvantages 

ADVANTEDGE Turning, milling, 
drilling 

LAG (Adaptive) 
Explicit 

Machining specific 
user interface, 
Simple control, 

Built-in editor for 
tool and workpiece, 

ductile material 
library 

Very limited user 
control, can’t 
simulate all 

materials, limited 
elements and 
material types, 

DEFORM Turning, milling, 
drilling, forging, 

LAG (Adaptive) 
Implicit 

Machining module, 
Easy setup, 

extensive material 
library, 

Limited user control, 
limited element type 

ABAQUS 

General-purpose 
(No machining 

module) 

LAG, EUL,ALE,SPH,DEM,CEL 
Implicit/Explicit 

High user control, 
can simulate any 
machining 
operation, 
extensive element 
library, modelling 
freedom, online 
conversion to 
particle 

No machining 
module, time-

consuming setup, 
difficult mesh design, 
no material library, 

3D SPH only 

LS-DYNA LAG,EUL,SPH,DEM,PFEM,EFG 
Implicit/Explicit 

SPH interface, 
wide element 

library, high user 
control, 2D and 3D 

SPH capability 

Limited modelling 
control, time-

consuming setup 

Marc LAG, EUL 
Implicit/Explicit 

Material 
library, wide 

element library, 
high user control, 

automatic 
remeshing 

Limited evaluation, 
time-consuming 

setup,  

 

3. Finite element formulations 

The correlation of continuum and the computational mesh of the problem domain 

is based on the type of continuum and its dynamics as well as the deformation scale. 

The three main relative motion algorithms or numerical formulations developed and 

adopted for machining simulations are the Lagrangian approach, Eulerian approach 

and Arbitrary Lagrangian-Eulerian (ALE) approach.  

3.1. Lagrangian formulation 

The Lagrangian approach has widely been adopted in cutting simulations due to 

its numerical accuracy. In the Lagrangian approach, both elements and nodes of the 
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mesh remain attached to the material, and it is easier to apply boundary conditions 

and track free surfaces. Lagrangian mesh deforms mimicking the deformation of the 

underlying material such that the position of mesh nodes relative to material points 

remains fixed. The Lagrangian approach in machining simulation has been extensively 

used [45, 82-87] since its earliest implementation in 1973 by Klamecki [88].  

One of the limitations of the Lagrangian approach is severe mesh distortion due to 

large deformations inherent in cutting simulations. The excessive element distortion at 

the tool-chip interface lead to convergence errors and termination of the simulation. 

Modelling chip formation requires node separation by using adaptive meshing or chip 

separation methods. Also, when using negative rake angle tools and round edged 

tools, the node separation methods suffer performance failure [89]. Further 

categorization of the Lagrangian approach is based on the interrelation of nodes and 

classified as mesh-based and mesh-free methods. 

3.2. Eulerian formulation 

The Eulerian approach has been adopted in machining simulations of metals. In 

the Eulerian formulation, mesh remains fixed in space and material is allowed to move 

through the mesh during deformation. Since the mesh boundary nodes and intrinsic 

material boundary nodes may not be coincident, it is difficult to model free boundary 

and interface conditions. When using the Eulerian approach for cutting simulation, chip 

geometry needs to be defined beforehand. 

The pioneer works of the Eulerian approach in cutting simulation was done by Usui 

et al. [90-92]. Carrol and Strenkowski [93] adopted Eulerian formulation in viscoplastic 

cutting simulation and their model is known as the Eulerian cutting model. They also 

developed an orthogonal cutting model for the single point diamond turning process 
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[21]. Although they found the model to be more accurate and computationally efficient 

than the updated Lagrangian approach, it was difficult to predict the final chip 

geometry. Later Strenkowski and Moon [94, 95] improved the model by employing a 

free surface algorithm to determine final chip geometry and tool-chip interface length. 

A good percentage of FE machining simulations work using Eulerian formulation has 

been conducted to evaluate chip geometry and to optimize many other machining 

variables [6, 96, 97]. 

The Eulerian approach offers a solution to the mesh distortion exploiting fixed 

reference frame and a predefined chip geometry is required to simulate the cutting 

process. Since the geometry of the chip influence other machining variables including 

friction, temperature and cutting forces; an improper predefined chip geometry leads 

to misleading results. The Eulerian approach is more appropriate for fluid simulations 

or in processes where material boundaries are already known and well described. The 

approach has been successfully adopted in forging and extrusion processes [98].   

The Eulerian approach has some precedence over the Lagrangian approach, as it 

does not suffer from mesh distortion issues and, therefore, no remeshing is required. 

It also offers direct steady-state solutions without undergoing a transition from incipient 

to steady-state conditions for accurate solutions and therefore computationally less 

expensive.  

3.3. Arbitrary Lagrangian-Eulerian formulation 

The ALE approach exploits the benefits of both classical Lagrangian and Eulerian 

formulations. ALE allows the boundary nodes to be coincident with material 

boundaries while adjusting interior nodes to reduce mesh distortion. In cutting 

simulations, ALE maintains the Lagrangian capability of constrained mesh motion at 
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free boundaries while maintaining the Eulerian behaviour during chip formation in the 

high deformation zone. Retaining the capabilities of both approaches in ALE 

formulation resolves the problem of mesh distortion along with exploiting natural chip 

formation without predefining chip geometry. The implementation of the ALE approach 

involves the adoption of user-defined mesh regularization or mesh-adaptation strategy 

[99]. The mesh regularization techniques ensure that the mesh is regular during high 

deformation, by continuously updating the nodal coordinates using displacement or 

velocity parameters. The estimation of a problem solution domain using the ALE 

approach can be achieved either by concurrently solving all non-symmetric equations 

or by using the ALE operator split method to decouple Lagrangian equations [40]. ALE 

with mesh adaptation approach involved localized mesh refinement within high 

deformation zone and remeshing.  

Many researchers used ALE formulation in machining simulations to evaluate ALE 

formulation for cutting simulations as well as in different machining analyses including 

chip formation study and the effect of tool geometry with varying input variables 

representing the machining condition [25, 40, 67, 100-103]. ALE approach can be 

employed with Lagrangian boundaries [67, 104] as well as Eulerian boundaries [8, 

103] in the chip formation zone (Fig. 2). 

 



Accepted in the J of the Mech Behaviour of BioMedical Materials on 17.3.22 

14 
 

 

When using ALE formulation with Eulerian boundaries, the friction criteria at the 

tool-chip interface do not significantly influence the output variable compared to the 

model results based on the ALE formulation with Lagrangian boundaries [67]. ALE 

formulation with predefined chip shape has also been studied by many researchers. 

Movahhedy et al. [25, 100] and Olovsson et al. [101], evaluated the performance of 

ALE in 2D cutting simulations and reported that no chip separation criteria is required 

using this approach and results can be better predicted than with the Eulerian 

technique alone. Various tool wear numerical simulation studies are also based on the 

ALE formulation [105-108].  

4. Particle-based formulation 

Particle methods were developed to approximate the problem domains involving 

the interaction of fluids and solids. Difficulties involved in using the Eulerian and ALE 

approach to simulate the interaction of the fluid with different multiple bodies leading 

to the use of Lagrangian formulations as a preferred choice. Particle methods, in 

general, can be classified as mesh-based or meshless methods. In meshless 

methods, the definition of shape functions is only dependent on node positions with 

no connection required between the nodes of the problem domain. Also, all the 

mechanical and thermal properties including density, velocity, temperature are 

Fig. 2: ALE formulation with Lagrangian and Eulerian boundaries (left), 
Lagrangian only (right) [61] 
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assigned to the node itself rather than mesh elements. In mesh-based particle 

methods, nodes at the intersecting elements behave like particles and move during 

deformation with their physical properties. Remeshing occurs according to the new 

position of the nodes during each time step. Thus, mesh-based formulation exploits 

the features of meshless approach and FEM. 

Various particle methods developed mainly for the fluid dynamics simulations have 

successfully been adopted in machining simulation including Smoothed Particle 

Hydrodynamics (SPH) [109], material point method (MPM) [110], particle finite 

element method (PFEM), and Finite point-set method (FPM). The main differences 

between these particle methods are the mesh features and type of interactions 

between the particles as well as the calculation of the relative position of a particle of 

interest and its neighbouring particles. 

All the meshless methods offer common advantages and disadvantages over 

classical FEM. The main advantages of these methods over FEM include: (1) 

Meshless methods are based on Lagrangian formulations and, therefore, offer better 

approximation in cutting simulation problems over both Eulerian and ALE based 

techniques (2) No artificial physical or geometrical separation criteria is required for 

chip formation as required in Lagrangian mesh-based FEM (3) Remeshing is not 

required using the mesh-free approach. The main disadvantages include: (1) Mesh-

free methods are computationally more expensive than conventional FEM due to a 

high number of neighbouring particles (2) Meshless methods are not fully developed 

for all types of analysis for cutting simulation processes and further development is 

needed (3) Meshless methods are less sensitive to small deformations in comparison 

with FEM and, therefore, less efficient than FEM for small deformation problems. 
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4.1. Particle Finite Element Method (PFEM) 

The PFEM method was developed to solve fluid-structure interaction problems 

including dynamic free surfaces, flow separations, collapse situations and other 

general fluid mechanics problems [111, 112]. The basic modelling of fluid and solid 

domains in PFEM is based on updated Lagrangian formulation. The discretization of 

fluids and solid domains is done by FEM using mesh generation based on extended 

Delaunay tessellation (EDT) [113]. The key feature of the PFEM method is the very 

fast mesh generation at every time step based on node position in space using the 

EDT method. The PFEM method adopts MFEM (Meshless Finite element method) 

[114] shape functions to solve incompressible Navier-strokes equations to evaluate 

forces on each particle. 

The implementation of the PFEM method was later extended to assess surface 

wear situation [113], in the analysis of fluid-multibody interaction [115], modelling of 

bed erosion in free surface flows [116] and other fluid dynamic problems. The 

application of PFEM for cutting process simulation was first proposed by Oliver et al. 

[117]. Later Carbonell [118] used this approach to model the tunnelling process and 

tool wear in rock cutting. Sabel et al. [119, 120] performed the tensile test and cutting 

simulations tests using PFEM and compared the results with FEM simulations. They 

found the approach useful for machining simulations. Rodriguez et al. [121] performed 

cutting simulations to evaluate PFEM as an efficient numerical simulation tool for the 

cutting process. They conducted orthogonal cutting of 42CD4 steel using PFEM and 

analyzed output variables including cutting forces, stresses, strains and temperature 

and compared the results to the experimental results as well as numerical cutting 

simulation results using Abaqus, AdvantEdge and Deform. Furthermore, they 

performed sensibility analysis to geometric and cutting conditions of PFEM usability 
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using the Design of Experiments (DoE) methodology. They found some results in good 

agreement with experimental and other numerical simulation studies and some 

discrepancies. They concluded PFEM as an efficient approach that could approximate 

better solutions to cutting simulation problems and, therefore, required further 

development and evaluation for different machining processes. 

4.2. Finite point-set Method (FPM) 

The FPM developed by Fraunhofer Institute for Industrial Mathematics (ITWM) is 

a mesh-free numerical method to simulate mechanical and fluid dynamics problems 

[122]. The FPM is based on the law of conservation of mass, energy and momentum 

and exploits the finite difference method (FDM) and moving least square method to 

solve differential equations and approximation of field value and derivatives 

respectively [123]. In FPM, similar to the SPH approach, each particle produces a 

sphere of influence and interacts with other neighbouring particles within a smoothing 

length. Any undesired particle accumulation or cavities can be avoided by deleting or 

generating particles using an advanced particle management algorithm. This method 

was successfully employed for the cutting simulations of medium carbon steel AISI 

1045 and nickel-based alloy Inconel IN718 for continuous and segmented chip 

formations and compared with experimental and DEFORM simulation results [123, 

124]. Although some results were found in good agreement with experimental and 

other simulation studies, certain discrepancies were observed in thrust forces, shear 

angle, temperature, and chip geometry. The method is still in the development stage 

and not much further work is published using this approach. 
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4.3. Discrete element method (DEM) 

Another popular addition to meshless methods is DEM with a wide range of 

applications in many different fields. The DEM was originally developed by Cundall in 

1971 to solve geomechanics problems [125] and since then gradually and 

continuously evolved through various development stages. The DEM model consists 

of discrete or detachable solid rigid particles initially glued together. The particles can 

be of different 2D or 3D shapes and sizes including circles, spheres, triangles 

polygons, ellipses, and many more [113]. The contact forces between the particles are 

governed by relative displacement based on force-displacement law [126]. A DEM 

based software package PFC2D was mostly used to simulate different machining 

processes. A typical DEM simulation includes three main stages namely, pre-

processing, dynamic calculations and post-processing. Calibration methods based on 

the unconfined compressive test, Brazilian test, three-point bending test and fracture 

toughness tests are generally conducted to calibrate the particle properties [127, 128]. 

One of the earliest applications of DEM in orthogonal cutting simulations was 

performed by Fleissner [129] using spherical particles. Qui et al. [128] performed 

indentation and 2D and 3D cutting simulations to investigate the machining 

mechanism of glass and tool geometry effect. The authors claimed that their results 

were not compared with any experimental study or other established numerical 

simulations approach. Tan et al. [126, 130] employed DEM to investigate crack 

initiation and propagation in Al2O3 and SiC at micro-scale and compared the results 

with experimental studies. Lliescu et al. [131] performed an orthogonal cutting 

simulation of carbon fibre reinforced polymer. Eberhard and Gaugele [127] performed 

an orthogonal cutting simulation of steel and aluminum using DEM and compared it 

with experimental results. However, the results obtained were not satisfactory in terms 
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of chip geometry and cutting forces. They also pointed out the dependency of material 

model parameters on particle size, geometry and arrangement which is a major 

drawback. 

4.4. Smoothed Particle Hydrodynamics (SPH) 

SPH is the earliest developed and most frequently adopted method for machining 

simulation among meshless particle methods. SPH approach was first developed by 

Gingold and Monaghan in 1977 [109] for astrophysics applications. SPH uses a kernel 

approximation to approximate field variables and properties in the domain as shown 

in Fig.3. 

 

SPH approximates field variables at any particle by classical summation of 

smoothing function values of neighbouring particles within a sphere of influence. The 

length that defines the sphere of influence is based on smoothing length and it is the 

maximum distance to which the interaction can occur, and it is defined as 𝑓(𝑥)  ≅

∑
(𝑚𝑏)

𝜌𝑏

∞

𝑗
 𝑓𝑏𝑊(|𝑋 − 𝑋𝑏|, ℎ)  where, 𝑓(𝑥) is a scalar function and subscript b represents 

the neighbouring particle of a particle for which field variables need to be 

approximated. W is a smoothing Kernel function with radius ℎ, called the smoothing 

length. 𝑚𝑏 and 𝜌𝑏 are mass and densities of 𝑏 particles. 𝑋𝑏 is the location of particle b 

Fig. 3: SPH kernel approximation 
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with its value 𝑓𝑏. In the SPH method, all particles have a physical degree of freedom 

and each particle movement is influenced by its neighbouring particles located within 

the sphere of influence of radius 𝑟 which is two times the smoothing length,  2ℎ. The 

particles beyond the area of influence do not contribute to the intrinsic property of 

cohesion on the particle of interest. In SPH formulation, particles interact with each 

other based on defined constitutive equations. SPH has successfully been used in 

metal forming [132], metal cutting [17, 57, 133], indentation [134], fracture mechanics 

[135], geo-mechanics [136] as well as in structural mechanics [137] studies.  

In comparison with FEM, the SPH approach is found less efficient in studying 

processes with tensile instability [138, 139] or small deformation processes. 

Nevertheless, it has been found more effective to study large deformation processes 

when compared to Lagrangian mesh-based approaches to model the same. SPH 

approach has also been found to perform analogously to FEM following sensitivity 

analysis of particle resolution, mass-scaling and reported to be better than FEM in 

interface friction criteria [140]. In metal cutting processes, the SPH method was used 

for studying chip formation of soft metals such as copper [17, 141], aluminium [133, 

142] as well hard materials such as titanium alloys [143] and brittle materials [144]. 

Limido et al. [57] conducted a comparative study of chip morphology of aluminium 

alloy and steel using the 2D SPH approach, classical Lagrangian FEM and 

experimental approach. They found realistic chip formation and proportional cutting 

forces using the SPH approach for both materials. Madaj and Piska [133] found a good 

correlation of chip geometry in experimental and SPH simulation of aluminium alloy 

while investigating the effect of material model parameters and particle density. 

Calamaz et al. [145] employed the SPH approach to understand the effect of tool wear 

on the variation of chip formation of titanium alloy Ti6A14V and experimentally 
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validated the results. Table 2 presents the comparison of classical FEM approaches 

and particle methods based on performance analyses in machining simulations. 

Table 2: Performance comparison of approaches for machining studies 

Formulation Type Advantages Disadvantages 

Lagrangian Classical FEM Better results 
approximation  

Chip separation required, mesh 
distortion, difficult to mesh 
complex geometries, 

Eulerian Classical FEM No chip separation 
required, direct steady-
state chip conditions, 
computationally efficient  

Required predefined chip 
geometry, difficult to locate free 
surfaces  

ALE Classical FEM Combine features of 
Lagrangian and Eulerian, 
avoid mesh distortion,  

Computationally expensive, 
difficult to apply for brittle 
materials, remeshing required in 
extreme deformation, suffer error 
in history of state variable, 
inefficient in small deformation 
areas 

SPH, DEM, 
FPM 

(Lagrangian) 

Particle 
(meshless) 

 

Particle based (no mesh 
distortion), better 
interface friction criteria, 
Ideal to simulate brittle 
behaviour 

Not suitable for smaller 
deformation, suffer tensile 
instability,  

PFEM 
(Lagrangian) 

Particle 
(mesh-based) 

Uses features of particle 
and mesh-based 
approach, no chip 
separation criteria 
required, new mesh 
adjustment according to 
node positions,  

Computationally expensive, 
limited performance evaluation 

 

5. Modelling and design of machining simulations 

In machining, depending on the type of workpiece, tool material and cutting 

conditions, cutting temperature could rise to 1500°C or more, with strains reaching a 

range of 1 to 5 and strain rate ranging around 103 s-1 to 106 s-1. Although FE simulations 

of machining processes encompass mechanical and coupled thermo-mechanical 

analysis, thermal effects along with mechanical effects define true machining 

behaviour. The FEM ability of coupled mechanical-thermal process simulation defines 

interdependence of perceptible and imperceptible elements of the mechanical and 

thermal processes. The Design of Experiments (DOE) approach using the Taguchi 
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method or Response Surface Methodology (RSM) adopted in designing experimental 

machining [82, 146-149] can also be employed for the optimization of the FE 

machining process. However, a major part of FE machining simulations is based on 

the general simulation approach without employing any design methodology.  

5.1. Machining models and chip formation zones 

FE cutting simulations are based on orthogonal and oblique cutting models. In 

orthogonal cutting, the cutting edge of the tool is perpendicular to the cutting velocity. 

In oblique cutting, the tool cutting edge is inclined at an acute angle to the direction of 

the tool. Although most of the machining processes are based on oblique cutting, 

mostly FE cutting employed by the researchers are based on orthogonal cutting. 

Comparatively, fewer attempts have been reported on modeling and simulation of 

oblique cutting  [33, 150-153]  due to complexities involved in the modeling of chip 

formation. Both of cutting models produce different chip geometry, chip direction and 

cutting forces.  

In the experimental and mathematical analysis, the development of material 

separation or chip formation is analyzed in three deformation zones. These zones are 

identified as primary shear zone (PSZ), secondary deformation zone (SDZ) and 

tertiary deformation zone (TDZ). The PSZ encompasses from the tip of the cutting tool 

to the area/point of the free surface where the deformed chip transforms to 

undeformed chip. The PSZ encompass shear plane or zone and major material shear 

deformation realize within this zone. The SDZ embraces along the rake face of the 

tool from the point above the tooltip to the contact length. The TDZ lies from under the 

tool tip along contact length towards the flank side of the tool. The tool-chip contact 

area during chip formation is divided into two regions known as the sticking region and 
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the sliding region. Fig. 4 presents the schematic of three deformation zones and 

sticking and sliding regions. 

 

5.2. Defining parts geometry, properties and contact 

Regardless of modelling and analysis capabilities of FE software, a typical FE 

machining simulation involves modelling of tool and workpiece geometries, assigning 

material properties, meshing the parts, defining tool-workpiece contact properties and 

boundary conditions as well as selecting the output variables according to the 

machining analyses. Dependent on the FE software, the parts geometries can be 

modelled, loaded from the existing database, or imported from other modelling 

software. In machining simulations, the tool can be modelled as a rigid or deformable 

body whereas it is required to model a workpiece as a deformable body. The 

performance of the FE machining model and to accurately predict the true material 

response behaviour of the deformed material is highly dependent on assigning the 

appropriate material properties with relevant plasticity and damage models. Properties 

including thermal conductivity, specific heat, and thermal expansion are required while 

performing coupled thermo-mechanical analysis. 

Fig. 4: Chip formation zones and contact region (PZS- primary shear zone, 
SDZ- secondary deformation zone and TDZ- tertiary deformation zone) 
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The contact modelling of the tool and workpiece is the most important factor that 

governs the accuracy of chip formation. A master-slave approach has frequently been 

adopted [154] in which master surface and slave surface are in contact with each 

other. In principle, rigid surfaces or harder materials are generally considered master 

surfaces and deformable or softer bodies as slave surfaces. This selection is important 

since the master surface can penetrate slave surfaces while the reverse is not allowed. 

Fig. 5 presents an example of the penetration of the master surface into the slave 

surface. 

Nodes or surface contacts can be defined between the tool and workpiece surfaces 

dependent on formulation and cutting conditions [155]. The friction models as well as 

tangential (frictional) and/or normal contact behaviour with/without heat generation 

can be selected dependent on the available model in employed FE software. 

Kinematic or penalty contact method with finite or small sliding can be applied to 

represent the tool-workpiece contact [67]. To simulate the chip separation, it is 

important to define the contact at the internal nodes rather than only on the external 

surfaces of the workpiece. 

 

 

Mesh penetration 

Fig.5 Penetration of master into slave 

Workpiece (slave Surface) 
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5.3. Meshing or discretization 

In FEM, due to complex parts geometries as well as the need to analyze the 

distribution and intensity of output variables within specific domains, continuum 

structures are divided into elements interconnected to each other at the intersection 

points called nodes. The discretization involves subdividing the problem domain into 

finite elements of different sizes and shapes. The meshes of workpiece and tools in 

machining simulations are based on 2D or 3D elements. The earliest 2D FE cutting 

simulations studies were based on 2D linear triangular elements and later followed by 

quadrilateral elements [82]. The advancing front method and the Delaunay 

triangulation methods [154, 156] are the basis of many mesh generation programs for 

meshing. Using the Delaunay triangulation method, only triangular elements can be 

used for mesh generation. 

The performance of chip formation and the severity of mesh distortion in the 

Lagrangian formulation are highly dependent on the type of elements used [157] which 

can influence convergence and numerical stability. The performance of elements can 

be influenced by the cutting conditions, tool geometry and cutting speed with respect 

to the type of machining. The same element configuration offers varied elements 

efficiency under two different cutting conditions. During the deformation, elements 

suffer two major numerical problems called shear locking and volumetric locking. Finite 

elements endure locking if faced with an artificially stiff response to deformation. One 

of the main reasons for locking is the inability of interpolation functions to approximate 

strain distribution accurately in solids. Another possible factor that leads to the locking 

problem is an improper FE equation system caused by poor governing equations.  
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Second-order elements are considered as they yield accurate results in machining 

simulations when compared to first-order simplex elements which often suffer from 

volumetric and shear locking during deformation [154]. The first order fully integrate 

quadrilateral elements offer better convergence properties than triangular elements in 

orthogonal cutting [26, 158]. The fully integrated elements and elements with reduced 

integration show dissimilar deformation behaviour under extreme deformation 

conditions. The degree of chip segmentation was found higher when using fully 

integrated elements [26, 158]. When modelling continuous chip curvature, fully-

integrated elements offer better curvature than reduced-integration elements [54]. The 

elements with full integration have more affinity to undergo volumetric locking. 

Although the implementation of reduced integration in quadrilateral and brick elements 

could be helpful to avoid the locking phenomenon, it also suffers locking when using 

4-noded quadrilateral or 8-noded brick elements [82]. 

The number of elements within the unit area refers to mesh density dependent on 

the element type. Although mesh density is crucial in achieving ideal chip formation 

with better results, the computational cost could be higher using the same mesh 

density within the whole domain. It is advisable to use refined mesh in and near chip 

formation zone while coarse mesh can be used in the remaining model. 

6. Chip formation and separation methods 

Controlled material removal also known as chip formation is a complex 

phenomenon in machining simulations. The three main chip morphologies researched 

in 2D and 3D FE cutting simulations of metals are continuous chips, discontinuous or 

broken chips and segmented or serrated chips. The final geometry (shape, length, 

thickness, width) of all these chips is dependent on employed FE formulation (element-
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based, particle-based, ALE amongst others), mesh quality (element type, density, 

orientation, etc.), chip separation criteria, and cutting conditions (speed, feed, depth 

of cut,). In general principle, continuous chips are obtained by plastic deformation 

without fracture in the form of a coil or slightly curved form, dependent on material 

ductility [159]. However, FE cutting simulations are based on two conflicting theories 

for the initiation of continuous chip formation. One theory of inception of chip formation 

is based on crack generation ahead of the tool tip and its propagation with the cutting 

speed [160]. The other theory doesn’t support any crack formation ahead of the cutting 

tool tip [28]. Discontinuous chips are mainly obtained by brittle fracture (removal by 

cracks) or chip breakage in the secondary deformation zone. These chips are obtained 

in completely broken segments of different shapes and sizes and generally formed in 

the machining of brittle materials. Serrated chips appear in segments loosely attached 

to each other in the saw-tooth form on the free surface of chips. These chips are 

obtained by the fluctuation of high shear strain and low shear strain and are normally 

obtained in hard and brittle metals. This chip formation behaviour is similar in several 

biomaterials used as dental implants, hip and knee implants [48]. 

Due to a fixed reference frame, no chip separation criterion is required when 

modelling using the Eulerian approach. However, due to free material flow through the 

mesh, predefined chip geometry is required. The pioneering FE studies performed in 

1971 by Zienkiewicz [161] and Kakino [162] were the most basic cutting simulation 

studies using simple predefined chip geometries. Later Shirakashi and Usui [163, 164] 

developed the basic predefined chip model by introducing an iterative convergence 

method (ICM) for predicting an optimized predefined chip geometry. The ICM method 

was used to update predefined chip shape until the obtained plastic flow was 

consistent with the predicted shape. It was based on updated Lagrangian elastic-
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plastic analysis which involved: (a) initial guess of a steady-state chip shape with a 

small crack at the cutting edge to ease chip separation from workpiece (b) tool 

movement into the chip with first iteration (c) satisfying fully developed plastic flow 

condition by iteration and (d) the shape of predicted steady-state deformed chip is 

obtained which correlate the generated plastic flow properties and friction conditions 

with the tool. Although the developed model was computationally efficient for elastic-

plastic analysis, it failed to follow the actual path of chip formation whereas elastic-

plastic flow is path-dependent [164]. Under different cutting conditions, the crack may 

develop a kink, assume a curved path or different shape as it grows. Also, the model 

cannot be adopted for non-steady-state chip formation analysis. The ICM was later 

tested and further developed by other researchers [165]. 

When using the Lagrangian approach, the separation of chip mesh from the 

workpiece mesh undergoes high distortion due to large deformation conditions in 

cutting. To resolve Lagrangian mesh distortion during cutting, various chip separation 

criteria have been developed to facilitate material removal from the workpiece. The 

classification of these separation criteria is based on physical and geometrical 

parameters. 

6.1. Physical separation criteria 

One of the earliest works in the development of chip separation methods to achieve 

chip formation was done by Strenkowski and Carrol [21, 50]. They developed chip 

separation criteria based on the effective plastic strain. In their work, chip separation 

from workpiece was meant to take place once the value of effective plastic strain at 

nodes ahead of cutting edge exceeds a predefined threshold value. The effective 

plastic strain threshold value was found to influence the residual stresses and chip 
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geometry. The value found during their study lie between 0.4 to 0.65 which is 

dependent on the cutting conditions. 

Later, various researchers proposed chip separation criteria based on different 

physical parameters. Lin and co-authors [22, 166, 167] proposed chip separation 

criteria based on strain energy density. Zhang [24] used normal failure stress 

separation criteria while investigating work hardening effect in elastic-perfectly plastic 

and elastic-plastic with work hardening constitutive models. Hillerborg et al. [168] 

proposed critical fracture energy required to open a crack and stresses for the 

evolution of cracks. Hashemi et al. [169] developed a crack initiation algorithm for chip 

separation and segmentation using principle stress criteria as a function of fracture 

strength. In their work, when the value of principle stress at nodes reaches a 

predefined critical value, a crack was initiated ahead of the tool tip. Owen and Vaz 

[170] investigated chip formation in high-speed machining and employed equivalent 

plastic strain and uncoupled integration of Lemaitre ductile damage model [171]. Chen 

et al. [53, 172] proposed energy-based ductile failure criteria based on equivalent 

plastic strain and element characteristic length along with shear damage criteria for 

the chip formation. Ducobu et al. [173] proposed temperature-dependent tensile failure 

criteria based on eroding element method. 

Although all these criteria were successfully adopted by later researchers [11, 169, 

174-178] the criteria were also reproached as the values of these physical parameters 

significantly varies with cutting conditions, tool rake angle, cutting speed and feed [24]. 

6.2. Geometrical chip separation criteria 

The earliest chip separation criteria based on geometrical parameter was adopted 

by Usui and Shirakashi [23] to resolve mesh distortion during chip formation. The 
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general approach in the geometrical criteria is based on the failure at the critical 

distance between the nodes present at the line within the dedicated partition layer. 

Fig. 6 illustrates the geometric separation criterion in which chip formation takes place 

with the separation of nodes. In this model, when distance D between the tool cutting 

edge at point (d) and the workpiece node (point H1,2) immediately ahead of the tool 

become less than the predefined threshold value, node separation takes place. It is 

also required that the value of critical distance D must be small enough to produce 

chip formation in a continuous mode as well as the value should be optimal to predict 

true deformation behaviour. Although the implementation of geometrical criteria is 

simple in machining simulations, to maintain the chip separation direction, there is a 

need to introduce a predefined separation line to separate linked elements of 

workpiece and chip. This parting line limits the simulation model to exploit only the 

sharp edge of tools to integrate with the parting line.  

 

An improper critical distance value could result in an unrealistic gap of machined 

material. It also results in convergence and numerical instability problems and greatly 

influences the authenticity of the results obtained. While investigating the performance 

d 

Fig. 6: Chip separation criteria based on geometrical parameter 

D 
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of geometrical and physical chip separation criteria using plane-strain deformation, 

Zhong et al. [24] found that the critical geometric distance should be sufficiently small 

(tending to zero) to achieve numerical stability. Komvopoulos and Erpenbeck [83] 

exploited distance based criteria using plane-strain steady state model and 

determined the optimal value of critical distance to be 0.5L (half of element length, L) 

using trial and error simulations. Obikawa et al. [179] used geometric criteria and 

selected critical distance equal to one-fifth of undeformed chip thickness. Mamalis et 

al. [61] used geometrical separation criteria in their cutting model and used critical 

distance equal to 5% of the element length. Zhang and Bhagchi [180] presented 

geometric criteria along a predefined separation line and proposed the critical distance 

within 30%-50% of element length. They also introduced improved geometric 

separation criteria based on the ratio of critical distance to a depth of cut. Later 

researchers frequently adopted geometrical separation criteria with critical distance 

value based on material properties, experimental data analysis and cutting conditions 

[4, 28, 61, 84, 85, 181]. 

The influence of the critical distance approach on the chip and the machined 

surface has also been investigated. Movahhedy et al. [25] selected the optimal critical 

distance value using trial and error cutting simulations. They found that the waviness 

of the machined surface varies with the change of critical distance value. Huang and 

Black [182] performed an investigation study to evaluate geometrical separation 

criteria, physical criteria as well as a combination of both criteria. The study revealed 

that separation criteria significantly affect stress distribution as well as the distribution 

of effective plastic strain on the machined surface and the chip. However, the criteria 

do not significantly influence chip geometry as well as stress distribution in the chip.  
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The combination of geometrical and physical damage criteria have also been 

tested for performance and was found to provide better results than individual criterion 

[19]. Lin and Lin [150-152] employed a combination of strain energy density and 

geometric distance as chip separation criteria in the oblique cutting model. Shet and 

Deng [183] and Shih et al. [184] adopted critical stress value as chip separation criteria 

at a specified distance ahead of the cutting tool. In their model, chip separation occurs 

when a stress index factor reaches its critical value at a specified distance ahead of 

the cutting edge of the tool. The stress criterion was defined as: 

𝑓 = √(
𝜎𝑛

𝜎𝑓𝑙
)

2

+ (
𝜏

𝜏𝑓𝑙
)

2

, 𝜎𝑛 = max(𝜎2, 0)                (1) 

In eq. (1), 𝑓 is stress index parameter, 𝜎𝑛 and 𝜏 are the normal and shear stresses 

at an assigned distance ahead of the cutting tool. The components 𝜎𝑓𝑙 and 𝜏𝑓𝑙 are pure 

tensile failure stress and shear failure stress, respectively. According to their model, 

when the value of the stress index factor reaches its critical value of 1.0 at an assigned 

distance (size of one element), chip separation takes place. 

6.3. Chip formation based on damage models 

Chip separation based on damage models is intrinsically a physical criterion and 

the critical failure values are based on the relationship of physical parameters rather 

than the value of the single physical parameter. The specialized as well as general-

purpose commercial machining FEM software provide the option to use built-in 

damage models or allow assimilating user-defined damage model subroutines. 

The most frequently adopted damage model for metals in commercial FEM 

packages is the Johnson’s Cook (JC) damage model. The JC damage model [185] 

has been extensively implemented in machining for a wide range of workpiece 
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materials [157, 186-191]. The failure criteria of JC damage model are based on 

equivalent plastic strain at node points of the workpiece. The material failure results in 

chip separation occurs when the value of damage parameter 𝐷𝑓 exceeds 1. The 

damage parameter of JC damage model is defined as 

𝐷𝑓 = ∑ (
Δ𝜀̅𝑝

𝜀�̅�
𝑝 ) , − − − − −(2) 

where, Δ𝜀̅𝑝 is the incremental change of equivalent plastic strain and 𝜀�̅�
𝑝 is the 

equivalent strain at material failure and is obtained by the following eq. (3) 

𝜀�̅�
𝑝

= [𝑑1 + 𝑑2 exp(𝑑3𝜎∗)][(1 + 𝑑4 ln
�̇�

𝑝

�̇�0

][1 + 𝑑5 (
𝑇 − 𝑇𝑟𝑜𝑜𝑚

𝑇𝑚𝑒𝑙𝑡 − 𝑇𝑟𝑜𝑜𝑚

)] , − − (3) 

where, 𝑑1 to 𝑑5 are material failure parameters, 𝜎∗ is the stress triaxiality 

(hydrostatic pressure (P) to von Mises stress (q) ratio), 𝑇 is the material temperature 

and 𝜀̇𝑝 and 𝜀0̇ are plastic strain rate and reference strain rate. 

 

6.4. Element deletion method 

Chip formation through element deletion has also been adopted by various 

researchers [19, 192-195] for modelling of continuous and segmented chip formation. 

In element deletion criteria, the elements in the dedicated layer are deleted when 

accumulated damage in the zone exceeds the predefined threshold value. The 

problem with element deletion approach is a loss of volume which is against the law 

of continuity. To avoid and reduce the volume loss influence, the mesh density needs 

to be kept significantly higher. 
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6.5. Remeshing Criteria 

One of the solutions proposed to resolve the mesh distortion problem in orthogonal 

cutting includes the development of remeshing strategies without the need for 

geometrical or physical separation criteria. Adaptive remeshing introduces new 

smoother mesh when required to reduce element distortion by maintaining the same 

mesh topology in terms of several elements and nodes. Fig.7 shows the remeshing 

criteria applied in cutting model and how it improves the chip formation results. 

 

In the remeshing technique, when workpiece elements satisfy predefined critical 

conditions, all the values of state variables are obtained at node points of the distorted 

mesh by extrapolating the integration point values and averaging over connected 

elements. A new mesh is generated and all the state variables from the nodes of the 

old mesh are interpolated to the nodes of the new mesh. However, the transfer of 

solution variables from old to new mesh could lead to a reduction in the magnitude of 

variables. This error can be reduced by adopting a more refined mesh in the shear 

deformation zone during remeshing. One of the issues in refinement is the 

convergence problem that arises in refining mesh when the position of nodes of the 

new and old mesh is different [196]. Fig. 8 presents two of the mesh refinement 

methods used during the remeshing process. In the trapezoidal method, mesh 

Distorted mesh 

Remeshing 

Improved 
smoother chip 

Distorted chip 
formation 

Fig.7: Improved results through remeshing: Old distorted mesh (left), new smoother mesh 

(right) 
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refinement is achieved by geometric refinement using trapezoidal elements with 

different element angles. In another approach, additional free nodes are introduced 

within the original mesh by linear interpolation from the adjacent nodes and mesh 

density can be increased by increasing the number of free nodes and keeping the 

similar element angle. The choice of mesh refinement criterion is based on 

deformation conditions and sensitivity requirements.  

 

Remeshing techniques are computationally expensive and frequent remeshing 

during chip formation could be time-consuming. The refinement during remeshing 

results in high computational time and accuracy issues. To optimize the remeshing 

strategy, Shih et al. [28, 85] developed local and global mesh rezoning techniques to 

improve the computational accuracy and mesh efficiency by refining the mesh ahead 

of the cutting tool. In their studies [4, 28, 84, 85], they used mesh rezoning techniques 

which include addition, refinement, combination, and deletion. Fig. 9 illustrates the four 

mesh rezoning steps adopted in their model explained using dotted lines. The adaptive 

remeshing initiate when the coarse mesh in front of the cutting tool reaches the 

proximity of PSZ. In the “addition” step, a new elements column is added toward the 

front end of the workpiece. During the “refinement” step, the front elements column of 

the original coarse mesh ahead of PSZ is refined by dividing into two columns. In 

Fig.8: Mesh refinement techniques (a) trapezoidal method (b) additional free nodes of 
similar angle by interpolation [23] 
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“combination”, two elements column under the tool flank face are combined into one 

column and in the “deletion” step, the elements column at the back of the workpiece 

and elements row at the top of the deformed chip are deleted.  

 

The most recent development in adaptive remeshing technique considering the 

secondary cutting edge was proposed by Zanger et al. [29] for 2D and 3D machining 

simulations. The three critical indicators used in new adaptive remeshing include 

element’s faces corner angle, element’s side aspects ratio and deformation degree of 

elements. In the first stage of their model, the mesh around the distorted elements and 

within the circle of influence with a predefined radius is deleted. A new part with non-

distorted elements of similarly deleted mesh geometry is generated and assimilated 

into the old, deformed model. The simulation continues with the new integrated part 

into the original model. Fig. 10 illustrates the stages (a-d) of the developed adaptive 

remeshing method. 

Fig. 9: Mesh rezoning criteria for orthogonal cutting simulation [25] 
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Elements are deleted at stage (b) and a new part with refined mesh is generated 

at stage (c) which integrates into the old model at stage (d). The deformation degree 

of elements D was adopted in 3D simulation to reduce the high computational cost 

and employed as governing rule for both critical parameters of face corner angle and 

element’s aspect ratio using the following equations 

𝐷𝜃 = ∏
𝜃𝑖

𝜃𝑢𝑛

𝑛

𝑖=1
− − − − − −(4) 

𝐷𝑙 = ∏
𝑙𝑖

𝑙𝑖
𝑢𝑛

𝑛

𝑖=1
− − − − − −(5) 

In eq. (4) and eq. (5), the parameters 𝜃 and 𝑙 represent the number of element 

corner angles and length of element edges respectively. The scripts 𝑖 and 𝑢𝑛 

represent the conditions of the parameters at the current state and initial undeformed 

state respectively. Based on these rules, the 𝐷𝜃 and 𝐷𝑙 are used to predict the degree 

of element distortion at subsequent increments. The low-quality elements with a 

Fig.10: Adaptive remeshing based on new part generation [26] 
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constant degree of deformation (predicted to undergo no further deformation) are 

ignored during the remeshing step. This significantly reduces computational time as 

compared to conventional adaptive remeshing techniques. This approach also solves 

the issue of volume loss using the element deletion approach.    

Adaptive remeshing was employed by various researchers in continuous chip 

formation [154, 197, 198] as well as in segmented chip formation studies [199]. 

Sekhon and Chenot [27] introduced an adaptive remeshing model for orthogonal 

cutting simulation based on geometrical consideration using flow formulation and 6-

noded triangular elements. However, they performed rigid-plastic analysis and, 

therefore, did not include elastic strains during chip formation which significantly 

influence the realistic behaviour of chip morphology.  

The implementation of remeshing criteria is based on remeshing rules that are 

required to define the mesh control during remeshing. When using the remeshing 

strategy, it is required to set the critical condition for remeshing. Different remeshing 

criteria based on critical conditions were adopted by researchers according to different 

deformation behaviour of mesh elements. A frequently adopted remeshing criteria are 

based on a change in internal angle of workpiece elements [200, 201] or a combination 

of internal angle and contact penetration of tool and workpiece elements [202]. Fig. 11 

illustrates the method for the estimation of element angle during simulation.  

 

Xa 

α 

Xa+1 

β 

Xa+2 

Fig.11: Change of internal angle of workpiece elements  
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In this approach, the internal angle of elements at any increment is estimated from 

the internal angle information at the final iteration of the previous increment. At the 

initial coordinate, 𝑋𝑎 and after displacement, ∆𝑈𝑎 of a current increment, the position 

is estimated by using the following equation.  

𝑋𝑎+1 = 𝑋𝑎 + ∆𝑈𝑎 ;  𝑋𝑎+2 = 𝑋𝑎+1 + ∆𝑈𝑎 − − − −(6) 

The step-by-step chip formation takes place by remeshing when internal angle 

conditions are satisfied. One of the conditions [11, 200, 202] was based on an internal 

angle is cosα >0.8 and cosβ >0.9 or cosα>0.9 and cosβ>cosα. 

Mohammadpour et al. [11] adopted the same remeshing criteria which include 

elements internal angle, contact mesh penetration with the addition of frequency-

criterion. In frequency base criterion, remeshing occurred after every ten increments 

autonomous to mesh quality. Ng et al. [72] adopted and defined adaptive remeshing 

criteria in orthogonal cutting which initiate at local penetration rate with the tool edge 

penetration into the workpiece elements. The remeshing criterion is governed by the 

correlation of penetrated volume and local penetration rate as: 

𝑉𝑜𝑙𝑖

𝜐
× 100 ≥ 𝑝𝑙 − − − − − − − (7) 
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 where 𝑉𝑜𝑙𝑖 is the tool penetration volume into the workpiece elements with ith 

element and 𝜐 is the total mesh volume within workpiece and 𝑝𝑙 is the local penetration 

rate. Fig. 12 illustrate the new mesh generation by adaptive remeshing where the 

remeshing initiate when the tool with volume v1 penetrates element e1.  

Although adaptive remeshing technique can be adopted for any material, its 

performance reduces to failure for brittle and hyperelastic materials. The remeshing 

technique in comparison with geometrical or physical techniques seems a better 

strategy for realistic simulation; the results can be affected by crack generation ahead 

of the cutting (based on the theory of chip formation due to crack) [60]. Although the 

crack generation and its propagation can be predicted using adaptive remeshing [203], 

it still suffers some limitations in the estimation of magnitude and direction.   

6.6. Modelling of undeformed chip mesh 

In addition to geometrical, physical, and adaptive remeshing criteria in chip 

formations, the initial FE mesh of undeformed chips has been modelled to facilitate 

chip formation as well as to reduce mesh distortion. Strenkowski and Carroll [50] 

proposed tilted-elements approach for undeformed chip undergoing large frictional 

Fig.12: Adaptive remeshing criteria [62] 
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resistance to facilitate chip separation. In this approach, undeformed chip elements 

are tilted at a certain angle according to the height and width of elements. The 

approach was later adopted by other researchers using different tilt of elements and 

shape of undeformed chips based on trials and error or in relation to shear angle [84, 

184, 187, 194, 204]. Two of the models adopted by later researchers are presented in 

Fig.13.  

 

In another effort to optimize chip geometry using the undeformed chip, Baker et al. 

[26] proposed a “back-mapping” approach to avoid high mesh distortion without 

frequent remeshing. They suggested that frequent remeshing could be avoided or 

reduced if elements of undeformed mesh within the chip formation zone are shaped 

in a warped manner which could offer less distortion. This could be achieved by first 

designing the mesh and shape of the deformed chip and then from this shape back 

calculations is performed to achieve the shape of the initial undeformed mesh. 

Fig.13: Undeformed chip designs adopted by Shih (left) [69], adopted by Shi (right) [161] 
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Fig. 14 demonstrates the back-mapping approach in which initial mesh is obtained 

from the deformed mesh with a small number of warped elements. Chip thickness is 

assumed similar to cutting depth in this example. Although this approach provides a 

better solution to the mesh distortion problem without any critical value criteria and 

remeshing, predicting the realistic shape of the deformed chip in advance is difficult. 

Also, the position of warped elements should be taken into consideration as these 

elements should lie in a region where they don’t significantly influence stress 

distribution and deformation [26]. The optimized shape could be achieved by designing 

the mesh and shape of the chip by trial-and-error method.  

6.7. Modelling of discontinuous and segmented chips 

The formation of discontinuous or segmented chips in a machining simulation is a 

fundamental requirement to simulate the true response behaviour of hard and brittle 

materials. The geometry and contour of deformed chips ahead of the tool rake angle 

influence frictional conditions, cutting forces, cutting temperature as well as tool crater 

wear. The results obtained in machining simulations of such materials using 

continuous chip modelling (instead of segmented or discontinuous) leads to 

misrepresentative material response behaviour. Cutting conditions that influence the 

type of chip formation should also be taken into consideration. Hua and Shivpuri [205] 

Fig.14: Back-mapping from deformed to undeformed initial mesh [23] 
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performed a machining simulation of titanium alloys at different cutting speeds and 

observed that discontinuous chips are obtained at low cutting speeds whereas, at high 

cutting speeds, the obtained chips are in serrated form. 

The chip segmentation is normally attributed to adiabatic shear (thermal softening) 

or crack initiation and propagation in a deformed chip or combination of both [26, 155, 

206, 207]. The structural transformation of the phase of material has also been 

recognized to contribute to chip segmentation [208]. Owen and Jr [170] investigated 

chip formation using physical criteria and a damage model. Their finding suggests chip 

formation because of thermal softening followed by failure due to strain softening. 

Thermal softening occurs as a result of high temperature due to localized plastic 

deformation in a shear zone and strain softening occurs with the initiation and 

propagation of micro-cracks or flaws. The initiation of cracks was found to develop 

near the tool tip when using equivalent plastic strain criteria whereas when using 

fracture strain based on Lemaitre damage model, initiation was found to appear at the 

free surface of the chip. The chip geometry and ductility [96] as well as cutting 

conditions [205, 207] also contribute to the location of crack initiation and severity of 

chip fragmentation. Based on the research studies of chip fragmentation, at low cutting 

speeds, the crack initiation leading to chip serration mainly occur ahead of the tool tip 

in the primary deformation zone. However, the crack initiate from the free surface of 

the chip at higher cutting speeds due to the thermal softening ahead of the tool. 

Segmentation of the chips has also been found to influence by thermal conductivity. 

With the increase of thermal conductivity, the degree of chip segmentation was found 

to decrease [209].  
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Various researchers adopted a combination of physical and geometrical criteria 

and fracture criteria to simulate segmented chips. A major part of chip segmentation 

work is based on studies of titanium alloys [173, 205, 210]. Obikawa and Usui [210] 

proposed a combination of geometric criteria and ductile fracture models for chip 

separation and chip segmentation. Chip separation was meant to occur when 

geometric separation of critical distance satisfies. The ductile fracture model was 

applied to crack growth during chip segmentation and was based on strain, strain rate, 

temperature and hydrostatic pressure. The critical equivalent plastic strain value 

(derived from impact compression test) was used for material failure due to localized 

adiabatic strain. Zhang et al. [211] developed an intra-granular damage model based 

on the crystallographic slip in grains and intergranular damage model formalized by 

zero thickness discrete cohesive elements for modelling chip segmentation of Ti-6Al-

4V. Marusich and Ortiz [154] employed the hoop stress criterion of Erdogan and Shih 

to predict the crack path under brittle fracture conditions of materials. According to the 

adopted fracture criterion, the crack propagates at a certain angle when the maximum 

hoop stress reaches a critical maximum value. Ng et al. [190] adopted slip criteria to 

model the segmentation of chips of hardened steel. The catastrophic slip criterion can 

be explained as: 

0 ≤ −
𝜕𝑇

𝜕𝜀𝑝
×

𝜕𝑇. 𝑑𝑇

𝜕𝜏. 𝑑𝜀
≤ 1, − − − − −(16) 

The catastrophic slip leading to segmentation occurs when the multiplication of two 

terms in eq. (16) equals 1.  

Various researchers proposed the development of suitable deformation and 

damage models as chip separation criteria based on the experimentally observed 

cracking area [197, 212]. The material models employed in the modelling of 
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segmented chips include the Baummann-Chiesa-Johnson model [213], Johnson-

Cook [155, 214], TANH law [155, 173, 215], and various other models [173, 216]. The 

most frequently adopted failure model for chip segmentation is Cockroft-Latham (C-L) 

damage model. Ceretti et al. [19, 193] employed the C-L model in combination with 

effective stress criteria to simulate continuous and segmented chip formation. The 

Cockroft-Latham model is defined as 

𝐶𝑖 = ∫ 𝜎
𝜀𝑓

0

(
𝜎m

𝜎
) 𝑑𝜀,̅ − − − − − − (17) 

where, 𝐶𝑖 is the critical damage parameter adopted by uniaxial tension tests and 𝜀𝑓 

is the fracture strain, 𝜎 and 𝜀 ̅are the effective stress and effective strain and 𝜎𝑚 is the 

maximum stress value. In their model, when the values of the critical damage 

parameter 𝐶𝑖 and effective stress reaches the maximum limit, chip separation occurs. 

The Cockroft-Latham damage model was used by many other researchers [60, 195, 

217-220] for segmented chip formation. 

The modelling of chip segmentation or breakage was also achieved through 

element deletion in the shear zone to simulate chip breakage. Ceretti et al. [19] 

adopted the chip segmentation model by element deletion at critical damage value. 

They claimed that by comparing the experimental data, chip segmentation for different 

materials under different conditions can be simulated using element deletion at critical 

damage criteria. Aurich and Bill [218] performed a 2D and 3D simulation of segmented 

chip formation using adiabatic shearing and crack formation and used the element 

deletion approach for chip formation.  

The initial FE studies of discontinuous chip formation as a function of cutting 

conditions were conducted by Ueda et al. [221, 222] based on linear fracture 
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mechanics theory. They proposed a J-integral approach to model discontinuous chips 

by crack formation, as well as continuous chip formation [222]. When the J value 

exceeds critical value Jc, the crack propagation occurs in a brittle manner. If the J value 

doesn’t exceed Jc, the simulation will continue and follow another criterion in which 

when the area of the plastic region S exceeds the critical value Sc, the primary 

deformation zone will be formed, and ductile continuous chips will be generated. Xi et 

al. [176] proposed the use of critical flow localization parameters as a function of 

material properties to predict the initiation of the shear band and chip breakage or chip 

serration. Lorentzon et al. [81] obtained discontinuous chips using plastic strain as 

fracture criterion at lower and higher cutting speeds. Obikawa et al. [179] performed a 

machining simulation of discontinuous chip formation based on geometrical and 

fracture strain criteria. They applied geometrical criteria for chip separation and 

fracture criteria for crack formation for discontinuous chips based on the following 

condition: 

𝜀̅̇𝑝 > 𝜀𝑜 

𝜀𝑜 = 𝜀𝑜 − α
𝑃

𝜎
− β

𝜀̅̇𝑝

𝑉𝑐
≤ 1,          (18) 

where,  𝑉𝑐 is the cutting speed and α and β are material constants. 

7. Friction criteria 

7.1. Friction models 

The friction between the workpiece and rake and flank faces of the tool governs 

chip formation behaviour and tool degradation in machining. The tool-chip contact area 

and friction parameters significantly influence temperature and stress distribution, 

cutting forces, and tool wears [16, 60, 66, 103, 223, 224]. Also cutting conditions and 
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parameters influence friction conditions [225, 226]. The correlation of frictional 

behaviour in experimental and simulation studies is highly dependent on the friction 

models used in cutting simulation [8, 68, 227]. Therefore, it is non-trivial to understand 

the frictional behaviour at the tool-chip interface as a function of tool and workpiece 

materials, geometry and cutting conditions.   

Various friction models have been adopted and evaluated for performance in 

machining simulation studies. In these models, normal and shear stress distribution 

along the tool-chip interface provide the core understanding of frictional behaviour 

during cutting [226, 228-230]. Coulomb’s law in its simplest form has extensively been 

adopted at the tool-chip interface in machining simulations in different FE machining 

models for a broad range of materials [56, 64, 82, 105, 190, 231]  and described as 

𝜏𝑓 = 𝜇𝜎𝑛 − − − − − −(19) 

Here, 𝜏𝑓 is frictional shear stress,  𝜇 is the friction coefficient and 𝜎𝑛 is normal stress 

acting on the surface.  

At low cutting speed, Coulomb’s friction can be used to assume rake and flank 

faces of the tool in contact with the chip and machined surface. However, in high-

speed machining simulations, the exploitation of this basic model was criticized by 

many researchers [31, 60, 68]. Coulomb’s model fails to address friction behaviour at 

high pressure and high sliding velocities as well as it provides frictional stresses larger 

than the shear yield strength of the material.  

The constant shear friction model has also been adopted frequently by many 

researchers [10, 33, 232]. In the constant shear friction model, the frictional stress on 

the rake face is considered constant and is given by: 
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𝜏𝑓 = 𝑚𝑘,                (20) 

where 𝑚 is the shear friction factor and 𝑘 is the shear flow stress of the workpiece 

material at tool-chip interfaces. 

Fig. 15 shows the correlation of shear and normal stress in Coulomb and the 

constant shear model. In the sliding region, where both elastic and plastic deformation 

exist, the fictional shear stress becomes proportional to the normal stress [31] in 

Coulomb’s model and remains constant in the constant shear model. 

 

In metal cutting, sticking friction also develop in the sticking region at the tool-chip 

interface [4, 67, 224, 233] along with sliding friction. In the sticking region, the 

workpiece material sticks to the surface near the tool tip and shear flow occurs within 

chip ahead of stick material. Plastic friction dominates and frictional shear stress 

remains constant and equal to shear flow stress of the chip material at tool-chip 

interface. The extended Coulomb friction model adopted by Zorev [234] addresses the 

sticking and sliding friction behaviour along the tool-chip interface as a function of 

normal and shear stress distribution [235]. The model has been exploited successfully 

in FE machining studies for different FE models, material and cutting conditions [14, 

15, 72, 184, 197, 225, 236] and is described as: 

Constant shear 
model 

𝜎𝑛 

𝜏𝑓 

Fig. 15: Stress correlation in Coulomb and constant shear friction models 
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𝜏𝑓 =  {
𝜇𝜎𝑛              𝑤ℎ𝑒𝑛        𝜇𝜎𝑛 < 𝜏𝑐   (𝑆𝑙𝑖𝑑𝑖𝑛𝑔)

 𝜏𝑐                   𝑤ℎ𝑒𝑛      𝜇𝜎𝑛  ≥  𝜏𝑐  (𝑆𝑡𝑖𝑐𝑘𝑖𝑛𝑔) 
− − − − − (21) 

where, 𝜏𝑐, is the limiting shear flow stress.   

Fig. 16 presents the distribution of stresses by Zorev’s model along the sliding and 

sticking region. The normal stress decreases from a maximum at the tool cutting edges 

to zero at the end of tool-chip contact in the form of exponential decay. The shear 

stress remains constant from the tool cutting edge until the end of plastic contact or 

sticking region and then decreases exponentially to zero till the tool-chip contact 

boundary.  

 

In the sticking region, normal stress is high enough and frictional shear stress 

becomes equal to limiting shear flow stress. The performance of these stress 

distribution laws is dependent on the true calculation of tool-chip contact length (𝑙𝑐) 

and sticking region length (𝑙𝑠) [234, 237]. The tool-chip contact length can be 

measured experimentally as well as using a numerical approach [229, 230, 237, 238]. 

The length of the sticking and sliding zone can be estimated experimentally by 

analyzing different marks on the tool rake surface or by measuring stress distribution 

on the tool rake face during simulation. 

Fig.16: Stress distribution along tool-chip interface 



Accepted in the J of the Mech Behaviour of BioMedical Materials on 17.3.22 

50 
 

Another friction model used in FE machining studies was developed by Usui and 

Shirakashi [233] based on the empirical stress characteristic equation. The model was 

applied in various simulation studies with good results [179, 239]. The frictional stress 

in the model is defined as 

𝜏𝑓 = 𝑘 [1 − 𝑒(
−𝜇𝜎𝑛

𝑘
)] − − − − − −(22) 

This model was later modified by Dirikolu et al. [165] to model the sliding friction 

behaviour at the tool-chip interface by multiplying 𝑘 with 𝑚 and refined the model with 

the following equation 

𝜏𝑓 = 𝑚𝑘 [1 − 𝑒(
−𝜇𝜎𝑛

𝑚𝑘
)

𝑛

]
1/𝑛

, − − − − − − (23) 

where, n is a constant and 𝑚 follows the lubrication conditions 0<𝑚<1. 

In many FE simulation studies of machining, different friction models were adopted 

in the sticking and sliding region. Ozel [5, 66] employed variable Coulomb friction, 𝜇 , 

constant shear friction factor, m, and contact pressure-dependent shear friction factor, 

m(P), to simulate 3D cutting simulations. Monaghan and MacGingley [73] characterize 

the tool-workpiece contact using combined Coulomb-Tresca friction law. Zhang and 

Bagchi [180] adopted a constant coefficient of friction in the sliding region and the 

shear strength of the workpiece in the sticking region. Shih and Yang [28] used 

constant friction value in the sticking region and variable value decreasing linearly from 

maximum to zero in the sliding region. Ozel [66, 67] employed constant and variable 

shear friction factors in the sticking region and constant and variable Coulomb’s friction 

coefficient in the sliding region. 
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7.2. Friction coefficient 

Friction behaviour at the tool-chip interface in various machining simulation studies 

was ignored or artificial friction coefficient values were used [29, 240]. This is due to 

the lack of real friction coefficient information for different cutting conditions and tool 

geometry. The friction coefficient values are commonly obtained from pin-on-disc 

methods and using Gradient friction coefficient and Mean friction coefficient methods 

[224]. Many tribological experimental and numerical studies have been developed to 

obtain an optimal friction coefficient of relevant materials at varying cutting conditions 

[29, 68, 189, 224, 240-243]. The most common way to predict the coefficient of friction 

𝜇 in machining is from the measured experimental tangential (𝐹𝑐) and thrust forces (𝐹𝑡) 

using the following equation,  

𝜇 =
𝐹𝑡 + 𝐹𝑐𝑡𝑎𝑛𝛼

𝐹𝑐 − 𝐹𝑡𝑡𝑎𝑛𝛼
, − − − − − − (24) 

where, α is rake angle. Zemzemi et al. [241] developed an adhesive friction model 

based on local sliding velocity by conducting experimental and numerical tribology 

studies. They developed a new tribometer to characterize friction coefficient at relevant 

pressure and velocities involved at machining conditions. Sliding velocity was found 

to influence friction coefficient followed by pressure. The adhesion friction coefficient 

is defined as: 

𝜇𝑎𝑑ℎ = 𝐴 × 𝐿𝑛(𝑉𝑙𝑠) + 𝐶, − − − − −(25)  

where 𝜇𝑎𝑑ℎ is the adhesive friction coefficient, 𝑉𝑙𝑠 is the average local sliding 

velocity. The parameters 𝐴 and 𝐶 are the model constants dependent on sliding 

velocity and macroscopic friction velocities. 
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The constant value of friction coefficient has been frequently adopted at the tool-

chip interface which doesn’t define real tool-chip contact behaviour during machining. 

More than 50% difference in the results of experimental and FE simulation studies has 

been found when using constant friction coefficient [68]. The variable friction 

coefficient can better predict the contact conditions at the tool-chip interface and offer 

a significant correlation of experimental and numerical studies. Arrazola et al. [68] 

developed a method to find a suitable variable Coulomb’s friction coefficient based on 

non-continuous friction law and continuous friction law methods. In their study, the 

experimental and simulation results obtained using variable friction coefficient were 

found to improve accuracy close to 10%.   

8. Material Constitutive models  

Material constitutive models based on experimental, numerical, analytical and 

empirical studies have successfully been employed in numerical machining simulation 

studies. In order to numerically simulate the machining process, an accurate material 

model and solution technique need to be furnished. The plasticity and damage models 

are required to develop and assimilate in FEM codes. The plasticity models are 

essential to define material response behaviour during machining and in general, can 

be classified as rate-independent plasticity and viscoplasticity models. In rate-

independent plasticity, the effect of strain rate is not considered in a stress-strain 

relationship whereas viscoplasticity is strain rate dependent plasticity. In machining, 

strain rate reaches in the range of 103–106 and for similar values of strain, stresses 

develop within the material are higher at higher strain rates. Therefore, viscoplastic 

models based on plastic strain rate can better predict realistic chip formation. Since 

during machining, the conversion of mechanical energy into heat energy contributes 

to the increase in cutting temperature, plasticity models which also include thermal 
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effects along with strain rate are essential for the true prediction of deformation 

behaviour in FE simulations. The constitutive models based on strain rate and 

temperature are known as thermo-viscoplastic models.  

The FE machining simulations models employed in FE machining simulations can 

be categorized mainly into elastic-plastic [61, 169, 244] and rigid-plastic models [6, 

178, 205, 207] with or without thermal and strain rate analyses [160, 164]. In rigid-

plastic models, the elastic strains are ignored mainly due to the infinitesimal time 

interval for elastic deformation during high-speed machining. The rigid-plastic models 

are computationally less expensive than elastic-plastic models as later provide a 

detailed account of stresses and strains from incipient stage to steady-state. Fig. 17 

shows an ideal stress-strain behaviour of the rigid-plastic and elastic-plastic model. 

 

 

 

 

 

The FE machining simulations with different constitutive models suggest that the 

material response behaviour is sensitive to the employed material model [58, 245]. 

The chip geometry, cutting forces and other solution variables are highly dependent 

on the constitutive material model [65, 86].  

 It is important to obtain material model parameters using the appropriate type of 

studies and at a relevant strain rate. There exists many parameters of a material model 

for a given workpiece material [56, 246, 247]. The material model parameters are 

Rigid plastic 

strain 

st
re

ss
 

Elastic-plastic 

Fig. 17: Ideal behaviour of material models 
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generally obtained through quasi-static and high dynamic (Split Hopkinson Pressure 

Bar, Taylor’s impact, etc.) tensile, compression, torsion and shear tests at different 

temperature and strain rates [248-253]. Other methodologies include slot milling 

experiments [254], parametric optimization [213] and inverse modelling approach 

[104, 255] have also been used to determine the material model parameters. The rate-

independent plasticity models are based on quasi-static experimental testing methods 

viz. tension, compression and torsion tests.  

9. Tool wear Studies 

One of the major contributions of FEM in machining simulations is to provide a 

platform to predict tool wear rate and its mechanism under a variety of machining 

conditions. Tool wear is a critical machining factor that has significant effects on 

principal output parameters including cutting forces, temperature, and surface finish. 

Tool wear mechanism and wear rate models are primarily based on empirical studies 

[90, 256-261]. The well-known model developed to estimate tool life based on 

machining conditions is Taylor’s tool life equations and its modifications [262-264].  

Tools that are frequently used in tool wear studies include coated and uncoated 

carbide tools, CBN, PCBN, cermet, and diamond tools [265, 266]. Depending on the 

type of tool, workpiece material and cutting conditions, the tool wear propagates under 

the influence of mechanical, chemical and thermo-mechanical contact [239].  

There are multiple techniques developed to characterize the tool wear in FE cutting 

simulations. Research studies reveal that tool wear is dependent on cutting 

temperature, stresses, contact pressure and cutting velocity [35, 63, 267-269]. 

Monaghan and MacGinley [73, 270] studied tool wear in various coated and uncoated 

tungsten carbide and cemented carbide tools. They studied stress and temperature 
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distribution with different coatings in the PSZ, SDZ and coating boundaries and found 

the simulation results in good agreement with experimental results. 

The FE simulation of tool wear studies requires the estimation of tool wear and 

modelling the same. Most of the FE studies integrated empirical or analytical tool wear 

models using user-defined subroutines incorporated in specific FEM packages [35, 

265]. The general approach is to perform tool wear analysis via user-defined 

subroutine at steady-state chip conditions. The output solution variables (according to 

the wear model) are calculated at all nodes of the discretised tool which are in contact 

with the workpiece. The tool wears subroutine incorporates measured values of 

solution variables and calculate tool wear rate using the adopted empirical or analytical 

wear model. The geometry of the tool is then updated using calculated tool wear rate 

by a wear subroutine. Fig. 18 presents the basic steps to measure the tool wear in FE 

studies. 

 

 

Coupled 
Mechanical-thermal 
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specific solution 

variables 
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Steady-state condition 

Wear subroutine 
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Fig.18: Basic methodology of tool wear measurement 
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Tool wear models implemented in FE-based tool wear simulation studies typically 

consider abrasion, adhesion and diffusion [69, 73, 90, 105-108, 271]. A pioneering 

numerical study in tool wear estimation was performed by Usui et al. [90] using 

adhesive wear based characteristic equation, predicting the temperature and stress 

distribution. The Usui’s abrasive wear model has been frequently adopted in various 

other tool wear studies [3, 69, 265, 272].  The Usui model is described as 

�̇� = 𝐹𝜎𝑛𝑉𝑠𝑒𝑥𝑝 (−
𝐿

𝑇
) , − − − − (26) 

where �̇� is the wear rate and 𝐹 and 𝐿 are the tool and workpiece materials 

constants, respectively. 

Attanasio et al. [107, 108, 273] performed 2D and 3D ALE based simulation studies 

of flank and crater tool wear of tungsten carbide based on diffusive wear mechanism. 

They adopted Takeyama and Murata (T-M) [258] tool wear model which is based on 

abrasive and diffusive wear. The model is described as, 

�̇� = G(V, f) + 𝐷𝑒𝑥𝑝 (−
𝐸

𝑅𝑇
) , − − −(27) 

where the term G(V, f) represents abrasive wear contribution. The parameters V 

and f are the cutting speed and feed. The term 𝐸 is the activation energy and 𝑅 is the 

universal gas constant. They ignored the abrasive wear due to the high hardness of 

tungsten carbide as well as due to the reason that, in the T-M wear model at a 

temperature exceeding 700–800°C, the abrasive wear disappears and only diffusion 

takes place [274]. However, they found disagreement in the results of crater extension 

when using the T–M wear model. When using Usui’s model, the simulation presents 

high error in crater depth and position compared to the experimental study [275]. In 

order to overcome the limitations of T-M and Usui wear models, they proposed a new 
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coupled abrasive-diffusive model by combining Usui and T-M wear model and 

performed tool wear study based on abrasive and diffusive wear mechanisms [106]. 

Molinari and Nouari [63, 267] proposed a diffusion wear model by considering the 

contact temperature as the main parameter in determining the diffusive wear rate. 

Zanger and Schulze [199, 269] performed tool wear studies and proposed a hybrid 

method of an experimental and numerical approach based on output data to calculate 

wear rate. They determined that Usui and T-M models can better predict wear rates 

using FEM analysis. Lorentzon and Jarvstrat [275] evaluated the Usui model and its 

two modified forms and T-M model using different frictional criteria. They concluded 

that Coulomb’s friction model cannot accurately predict quantitative tool wear 

irrespective of the wear model used. Also, friction criteria significantly influence sliding 

velocity which consequently influences crater wear depth and location. Salvatore [276] 

presented tool crater wear modelling using the measurement of tool wear volume loss 

as a function of dissipated energy by friction. They adopted a predefined maximum 

energy approach at which elimination of nodes takes place when the dissipated energy 

reaches its maximum value.  

The updation of tool geometry with wear pattern can be performed using element 

deletion method and nodal displacement methods [105, 199, 265]. The use of the 

nodal displacement method has been employed extensively. Yen et al [3, 272] 

performed a study on tool wear rate for uncoated carbide tools in cutting simulation of 

carbon steel. They used the Usui wear model [256] and evaluated tool wear at a 

discrete point in cutting time. Authors updated the rake and flank face geometry based 

on calculated wear using the Individual nodal movement method and also used 

average values of cutting variables. Xie et al. [105] also adopted the nodal movement 

method to model tool wear patterns. They adopted flank wear calculation subroutine 
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in the iteration model and implemented a predefined flank wear land width. The 

simulation continues in cycles until the predefined maximum flank wear land width is 

achieved. A similar approach of iteration model, maximum flank wear land width and 

nodal movement method is adopted by many researchers [199, 277]. When using the 

node movement method, the direction of nodal movement is in the direction of contact 

pressure at the relative node. The updation of tool geometry using the nodal 

displacement method results in mesh distortion. The mesh distortion was resolved 

using an adaptive remeshing procedure in which a new mesh is generated with 

updated geometry. Adaptive remeshing produce a tool wears pattern on the tool during 

the updating tool geometry stage [105, 106]. It has also been employed to smoothen 

the crater wear profile as well as mesh coarsening at the cutting edge [105]. 

Another approach utilized in characterizing the tool wear is by pre-defining the 

crater and flank wear in tool modelling and comparing the simulation results of new 

and predefined worn tools [3, 20, 266, 278, 279]. Different wear magnitudes and 

geometry can be modelled using this approach and the sensitivity of output variables 

is analyzed against various tool wear conditions. 

10. Machining output variables 

In order to understand the true response behaviour of the workpiece and tool 

during chip formation, it is necessary to determine the variation of output solution 

variables within chip formation zones as a function of input variables. The output 

solution variables obtained in FE simulations are node-based quantities 

(displacement, velocity, reaction force, etc.) or element-based quantities (stress, 

strain, etc.). In FE machining studies, various output parameters have been analyzed 

including yield stress, plastic strain, effective plastic stress and strain, temperature, 
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strain rate, hydrostatic stress, temperature, residual stress, cutting forces. The 

response of cutting forces and distribution of temperature and stresses as a function 

of input variables is briefly discussed in the following sections. 

10.1. Cutting forces 

Cutting forces have been frequently investigated to gain a pivotal understanding of 

the mechanics of chip formation and tool wear. High cutting forces can negatively 

affect the surface integrity of machined parts with tool wear. The cutting forces are 

generally analysed as a function of cutting force magnitude and its trend during cutting. 

The principal cutting forces components in machining simulations include tangential 

cutting force in the direction of cutting velocity, feed force in the direction of feed and 

thrust force normal to the velocity. 

Tool geometry, friction parameters and shear angle are the three important 

parameters with a correlation that have a significant effect on cutting forces. In general 

principle, regardless of material type, a high coefficient of friction offers high frictional 

resistance and therefore high cutting forces. The FE studies [4, 94, 158, 184, 280] 

suggest that cutting forces increase with the decrease of rake angle and cutting edge 

radius. The studies also reveal that for the same tool geometry, when the coefficient 

of friction increases, the shear angle decreases. 

Numerical simulation studies reveal that cutting forces are also affected by cutting 

speed. The magnitude of cutting force decreases with the increasing cutting speed 

[70]. However, this behaviour is highly dependent on the thermal conductivity of the 

tool and workpiece [72]. The studies also suggest that the machining response of 

reduction of cutting forces with increasing speed was found highly dependent on the 

feed rate [70]. The effect of material constitutive models in machining simulations was 
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investigated by many researchers [86, 155, 281]. The study revealed that cutting 

forces are the most influenced output variables when different constitutive material 

models are used using the same cutting conditions. 

The cutting forces can be accurately estimated based on the frictional shear factor 

value. When using the smallest value of 0.1 in the cutting simulation, cutting forces 

can be predicted within a maximum of 4% error [60]. Tangential, thrust and feed forces 

can be highly influenced by the type of friction models used in cutting simulation [103]. 

When using constant and variable friction coefficients in two different simulations, the 

% difference between experimental and simulation feed forces are 50% and 10% 

respectively [68].  Arrazola and Ozel [67] compared Coulomb’s friction and sticking-

sliding friction using friction coefficient with finite sliding and shear stress limit. It was 

found a significant difference of 35% in thrust forces and an 11% difference in 

tangential forces. Haglund et al. [103] compared six different friction models including 

Coulomb, limited shear stress model and temperature-dependent friction coefficient 

model. Authors used constant and variable friction coefficients and in combination 

within the sticking and sliding region. The findings suggest the significant influence of 

friction models on tangential and feed forces.  

10.2.  Cutting temperature 

During machining, the high cutting temperature may lead to desirable or 

undesirable effects depending on the tool and workpiece material and cutting 

conditions. It could ease machining by material softening or could result in tool wear 

and thermal expansion and undesirable residual stresses consequently affecting 

machining performance. Although there exist experimental and analytical methods to 

record temperature [172, 282-285], it is difficult to monitor the exact cutting 
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temperature locally as well as its distribution at the tool-chip interface. FEM is regarded 

as a highly valuable tool in the prediction of cutting temperature during machining and 

its distribution [232]. The cutting temperature in FE machining simulations is usually 

analyzed to estimate chip and machined surface behaviour, variation in mechanical 

properties and tool wear.   

One of the critical factors to consider in FE machining simulations is temperature 

distribution in different deformation zones and in cutting tools [167, 282]. The 

conversion of mechanical energy into heat energy at the tool-workpiece interface 

during chip formation inspires higher cutting temperature. In Primary Shear Zone 

(PSZ), heat is produced during chip formation owing to plastic deformation. Dependent 

on the chip geometry, heat in Secondary Deformation Zone (SDZ) is generated due 

to plastic deformation and friction between chip and tool rake surface along the contact 

length and also contribute to cutting temperature. The heat produces in the Tertiary 

Deformation Zone (TDZ) is due to the friction between the tool flank face and machined 

surface. The heat generated in TDZ is initially in small magnitude and start contributing 

to cutting temperature with the progression of tool wear. Fig. 19 presents general heat 

generation and transfer zones.  

 
Fig.19: Thermal activity during chip formation [54] 
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The thermal analyses in FE cutting simulations are based on heat generation by 

plastic deformation and friction. The conduction within workpiece and tool as well as 

convection effects has also been considered in cutting simulations [6, 202, 238]. The 

majority of thermo-mechanical numerical studies [6, 7, 72, 202, 204, 286] adopted 

global thermal conduction or heat flow equation at the steady-state condition which 

can be expressed as 

𝜒 (
𝜕2𝑇

𝜕𝑥2
+

𝜕2𝑇

𝜕𝑦2
) + �̇� = 𝜌𝐶𝑝 (𝑢𝑥

𝜕𝑇

𝜕𝑥
+ 𝑢𝑦

𝜕𝑇

𝜕𝑦
) , − − − − −(28) 

where, 𝜒, is the thermal conductivity, �̇� is the rate of heat flux of specific volume, 

and 𝐶𝑝 is the specific heat of the material. The parameters 𝑢𝑥 and 𝑢𝑦 are the material 

flow velocity components in the 𝑥 and 𝑦 direction respectively. 

The frictional heat, 𝑞𝑓 generated due to tool and workpiece contact during chip 

formation is given by 

𝑞𝑓 =
𝜏𝑉𝑠

𝑀
, − − − − (29) 

where,  𝑀 is the mechanical equivalent of heat. The heat flux 𝑞𝑣 due to convection 

between tool or workpiece and environment is given by 

𝑞𝑣 = ℎ𝑐(𝑇𝑔 − 𝑇𝑟𝑜𝑜𝑚), − − − − (30) 

where, ℎ𝑐 is the heat transfer coefficient of convection and 𝑇𝑔 is the temperature of 

the tool or workpiece.  

The majority of FE machining simulation work is based on the study and evaluation 

of temperature distribution at steady-state conditions. A pioneering study of 

temperature distribution analysis was done by Tay et al. [287], in which the authors 
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studied the temperature gradient across the shear plane for characterization of 

material properties and work-hardening rate. The temperature of the chip surface is 

generally obtained as average temperature by adding the temperature of all the nodes 

of the chip surface divided by the number of nodes. Numerical studies suggest that 

the maximum heat generation takes place in the PSZ and SDZ caused by plastic 

deformation and sliding and sticking friction [7, 11, 59, 72, 284]. The temperature in 

SDZ was found higher than the PSZ [70, 204] for a wide range of metals.  

The temperature distribution at the rake and flank faces of the tool has also been 

studied [6, 7, 72, 266, 284]. The average temperature is found to rise with an increase 

in the cutting velocity [6, 59, 232] and tool rake angle. The increase of the coefficient 

of friction results in frictional resistance in the SDZ which leads to an increase in cutting 

temperature at the tool-chip interface. The temperature distribution remains non-

uniform as a function of chip geometry along the rake face and maximum temperature 

occurs just above the cutting edge. The temperature on the rake face was observed 

much higher than the flank face of the tool. 

The effect of machining input variables on cutting temperature including cutting 

speed, feed, cutting depth, and tool material and geometry have largely been 

investigated [6, 7, 63, 72, 202, 268, 288, 289]. The thermal conductivity of the tool and 

workpiece materials contributes significantly to the cutting temperature. The cutting 

tool with higher thermal conductivity offers better performance when cutting lower- 

thermal conductivity workpiece material than cutting a workpiece with higher thermal 

conductivity [286].  

 

 



Accepted in the J of the Mech Behaviour of BioMedical Materials on 17.3.22 

64 
 

10.3. Cutting stresses 

The stress distribution on the tool-chip interface in FE machining studies has widely 

been studied [97, 234, 235]. The stress distribution models are based on data obtained 

using different experimental methods including photoelastic and split tool methods 

[229, 230, 290, 291]. Before the surge in the use of commercial FE packages, 

individual stress components were measured to record deformation conditions. von 

Mises is the most frequently studied yielding criteria in FE cutting simulations [150, 

200, 292] using commercial software. According to the von Mises yield criterion, initial 

yielding occurs when the deviatoric stress invariant acquires a critical value. The von 

Mises criterion in terms of principle stresses is described as: 

(𝜎1 − 𝜎2)2 + (𝜎2 − 𝜎3)2 + (𝜎3 − 𝜎1)2 = 2𝜎𝑌
2, − − −(31)  

where, 𝜎1 , 𝜎2 and 𝜎3 are principal stresses and 𝜎𝑌 is the yield stress of the material. 

Research studies suggest that in machining, the magnitude of von Mises stresses 

is higher near the tooltip in PSZ compared to SDZ and TDZ [70, 150, 151, 204]. The 

intensity of the stresses varies along with the tool-chip interface as a function of tool 

rake angle and cutting edge. 

The stress distribution on the machined surface in terms of residual stresses has 

also been the topic of interest. Machining is a process that involves plastic 

deformation, heat generation and many other mechanical, chemical and thermal 

effects. After machining, some stresses remain within the final machined surface 

which influences the form accuracy and surface finish of the material. These stresses 

are called residual stresses which are the distributed stresses on and under the 

machined surface after machining. 
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In FE machining simulations, residual stresses are generally recognized as tensile 

stresses and compressive stresses along cutting direction and perpendicular to cutting 

direction [4, 8, 28, 150, 202, 293]. When measuring residual stress, the elements at 

the final machined surface should be chosen at points sufficiently away from the tool 

edge and from the boundary conditions to reduce the influence of both factors. High 

mesh density in the chip formation zone is required to improve the prediction of 

residual stresses in machining simulations [84].  

Research studies suggest that residual stresses in the machined surface increase 

with the decrease of rake angle and an increase of cutting-edge radius and tool wear 

[244, 294-296]. The other factors which significantly influence residual stresses are: 

material hardness [297], undeformed chip thickness [244, 296, 298], cutting velocity 

and feed rate [59, 150, 151], frictional resistance [4, 11, 202, 293, 299-301], sequential 

cutting [201] and material models [281]. One of the main undesired effects of these 

parameters is the mechanical deformation of the machined surface which leads to the 

generation of high tensile and compressive residual stresses [302].  In residual stress 

studies, the material flowing under the cutting edge towards the flank side is attributed 

to the ploughing of material. The thickness of ploughing depth largely influences the 

temperature and residual stresses and, therefore, surface integrity of the machined 

surface [293, 301, 303, 304].  

11. Summary and Conclusion 

This paper systematically and comprehensively reviews the stat-of-the-art 

techniques and methodologies used in the development of FE modelling of tribology 

of metals. The mesh-based and meshless approaches employed in plastic 

deformation of metals are discussed. Different friction criteria, constitutive models and 



Accepted in the J of the Mech Behaviour of BioMedical Materials on 17.3.22 

66 
 

tool wear studies are discussed. Based on this review, the following conclusions can 

be made: 

- Meshless methods have great potential to perform realistic material 

separation criterion and wear studies without suffering mesh distortion 

issues. However, FE software containing meshless methods does not allow 

full thermo-mechanical analysis using particle methods. Also, there is a 

limitation of the contact definition of two meshless surfaces. Specialized 

machining FE codes do not feature meshless methods. 

- Material separation criteria are the most crucial aspect of tribological 

simulations as it influences the results of all the output variables. The 

accuracy of geometrical separation criterion and physical separation 

criterion is highly dependent on the selection of the critical value of the 

parameter. Geometrical separation criteria suffer the limitation of tool 

geometry including geometry of the cutter. The criteria cannot be accurately 

used for negative rake angle and higher cutting-edge radius. In most of the 

previously reported simulation studies, the values of critical parameters of 

these criteria were mainly obtained without any sophisticated designed 

rules. For a given workpiece material, the critical value may vary as a 

function of FE model type, the scale of cutting, conditions of cutting, tool 

geometry and various other factors. Large experimental studies, as well as 

extensive trial and error simulation studies, are required to validate the true 

threshold geometric or physical values.  

- There is a wide range of material model parameters that exist for a given 

material with a good difference in magnitude. These parameters provide the 

basis of deformation behaviour during chip formation and maintaining 
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steady-state conditions. There is a need to develop a sophisticated 

methodology to obtain realistic material model parameters. 

- Most wear studies are based on indirect methods of calculation of output 

solution variables based on mathematical wear models. Although this 

strategy provides good observation of tool wear, the method is highly 

dependent on a true prediction of tool-chip interface conditions including 

friction criteria and temperature and stress distribution.   

- While considering thermal analysis, the conduction through the tool as well 

as convection to the environment has been largely ignored during most of 

the cutting simulation studies. 
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