MmN

MONDRAGON
UNIBERTSITATEA

3D Inspection Methods for Specular
or Partially Specular Surfaces

Daniel Maestro Watson

Electronics and Computing Department
Faculty of Engineering
Mondragon University

February 6, 2020






MONDRAGON
UNIBERTSITATEA

3D Inspection Methods for Specular or
Partially Specular Surfaces

Committee:

Chair:
Member:
Member:
Member:
Secretary:

Dr.
Dr.
Dr.
Dr.
Dr.

A thesis submitted
in fulfillment of the requirements for the degree of
Doctor of Philosophy

Daniel Maestro Watson

Supervised by:
Dr. Nestor Arana Arexolaleiba
and

Dr. Alberto Izaguirre Altuna

Viviane Cadenat (LAAS-CNRS)
Dimitris Chrysostomou (Aalborg University)
Bertrand Vandeportaele (LAAS-CNRS)

Aritz Legarda Cristobal (Das-nano)
Luka Eciolaza Echeverria (Mondragon Unibertsitatea)

February 6, 2020



Abstract

Deflectometric techniques are a powerful tool for the automated quality control of specular
or shiny surfaces. These techniques are based on using a camera to observe a reference
pattern reflected on the surface under inspection, exploiting the dependence of specular
reflections on surface normals to recover shape information from the acquired images.
Although deflectometry is already used in industrial environments such as the quality
control of lenses or car bodies, there are still some open problems. On the one hand, using
quantitative deflectometry, the normal vector field and the 3D shape of a surface can be
obtained, but these techniques do not yet take full advantage of their local sensitivity
because the achieved global accuracies are affected by calibration errors. On the other
hand, qualitative deflectometry is used to detect surface imperfections without absolute
measurements, exploiting the local sensitivity of deflectometric recordings with reduced
calibration requirements. However, this qualitative approach requires further processing
that can involve a considerable engineering effort, particularly for aesthetic defects which
are inherently subjective.

The first part of this thesis aims to contribute to a better understanding of how deflec-
tometric setups and their calibration errors affect quantitative measurements. Different
error sources are considered including the camera calibration uncertainty and several
non-ideal characteristics of LCD screens used to generate the light patterns. Experiments
performed using real measurements and simulations show that the non-planarity of the
LCD screen and the camera calibration are the dominant sources of error. The second part
of the thesis investigates the use of deep learning to identify geometrical imperfections
and texture defects based on deflectometric data. Two different approaches are explored
to extract and combine photometric and geometric information using convolutional neural
network architectures: one for automated classification of defective samples, and another
one for automated segmentation of defective regions in a sample. The experimental results
in a real industrial case study indicate that both architectures are able to learn relevant
features from deflectometric data, enabling the classification and segmentation of defects
based on a dataset of user-provided examples.



Laburpena

Teknika deflektometrikoak tresna baliotsuak dira gainazal espekular edo distiratsuen
kalitate kontrol automatikoa gauzatzeko. Teknika hauetan, kamera bat erabiltzen da
ikuskatu beharreko gainazalean islatutako erreferentziazko patroi bat behatzeko, eta is-
ladapen espekularrek gainazalen bektore normalengan duten menpekotasuna ustiatzen
dute irudietatik informazio geometrikoa berreskuratzeko. Zenbait industria-aplikaziotan
deflektometria jada erabiltzen bada ere —adibidez, betaurrekoen edo autoen karrozerien
kalitate kontrolean-, oraindik badaude hobetu beharreko hainbat esparru. Batetik, de-
flektometria kuantitatiboak aukera ematen du gainazal baten bektore-eremu normala eta
3D forma lortzeko, baina gaur egun teknika hauek ez dute beren sentsibilitate lokal guz-
tia aprobetxatzen kalibrazio-akatsek zehaztasun globalean duten eraginagatik. Bestetik,
deflektometria kualitatiboa neurketa absoluturik egin gabe gainazal akatsak antzemateko
erabili daiteke, kalibrazio-eskakizun murriztuekin sentsibilitate lokala ustiatuz. Hala ere,
teknika horiek algoritmoen garapenean esfortzu handia ekar dezakeen prozesamendu bat
eskatzen dute, bereziki bere baitan subjektiboak diren akats estetikoetarako. Hala ere,
teknika horiek algoritmoen garapenean esfortzu handia ekar dezakeen prozesamendu bat
eskatzen dute, bereziki bere baitan subjektiboak diren akats estetikoetarako.

Tesi honen lehen zatiaren helburua adkizizio sistema osatzen duten gailuek eta horien
kalibrazioek neurketa kuantitatiboei nola eragiten dieten hobeto ulertzen laguntzea da.
Hainbat errore-iturri hartzen dira kontuan, besteak beste kameraren kalibrazioaren zi-
urgabetasuna, eta argi-patroiak sortzeko erabilitako LCD pantailen zenbait ezaugarri
ez-ideal. Neurketa errealetan eta simulazioetan egindako esperimentuek erakusten dute
LCD pantailaren deformazioak eta kameraren kalibrazioak eragindako erroreak direla
neurketen akats eta ziurgabetasun iturri nagusiak. Tesiaren bigarren zatian, datu de-
flektometrikoetatik abiatuz, inperfekzio geometrikoak eta testura-akatsak identifikatzeko
ikaskuntza sakoneko metodoen erabilera ikertzen da. Helburu honekin, irudietatik in-
formazio fotometrikoa eta geometrikoa atera eta konbinatzen duten sare neuronal kon-
boluzionaletan oinarritutako bi arkitektura proposatzen dira: bata, lagin akastunak au-
tomatikoki sailkatzeko; eta, bestea, laginetako eremu akastunak automatikoki segmen-
tatzeko. Automobilgintza industriako kasu praktiko baten lortutako emaitzek erakusten
dute erabilitako arkitekturek datu deflektometrikoetatik ezaugarri esanguratsuak ikas
ditzaketela, erabiltzaileak emandako adibide multzo batean oinarrituta gainazal akatsak
sailkatu eta segmentatzea ahalbidetuz.



Resumen

Las técnicas deflectométricas son una herramienta valiosa para automatizar el control de
calidad de superficies especulares o reflectantes. Estas técnicas se basan en el uso de una
camara para observar un patron de referencia reflejado en la superficie bajo inspeccion,
explotando la dependencia de los reflejos especulares en la normal de la superficie para
recuperar informacién geométrica a partir de las imagenes adquiridas. Aunque la deflec-
tometria ya se usa en algunas aplicaciones industriales, tales como el control de calidad
de lentes o carrocerias de coches, todavia hay algunos problemas abiertos. Por un lado,
la deflectometria cuantitativa permite obtener el campo vectorial normal y la forma 3D
de una superficie, pero a dia de hoy no es capaz de aprovechar al maximo su sensibilidad
local ya que la precisién global se ve afectada por errores de calibracién. Por otro lado, la
deflectometria cualitativa se utiliza para detectar imperfecciones de la superficie sin medi-
ciones absolutas, explotando la sensibilidad local de la deflectometria con requisitos de
calibracion reducidos. Sin embargo, estos métodos requieren un procesamiento adicional
que puede implicar un esfuerzo considerable en el desarrollo de algoritmos, particular-
mente para defectos estéticos que son inherentemente subjetivos.

La primera parte de esta tesis tiene como objetivo contribuir a una mejor comprension
de como el sistema de adquisicion y su calibracién afectan a las mediciones cuantitativas.
Se consideran dife-rentes fuentes de error, incluida la incertidumbre de calibracion de la
camara y varias caracteristicas no ideales de las pantallas LCD utilizadas para generar los
patrones de luz. Los experimentos realizados con mediciones reales y simulaciones indican
que los errores inducidos por la deformacion de la pantalla LCD y la calibraciéon de la
cdmara son las principales fuentes de error e incertidumbre. La segunda parte de la tesis
investiga el uso del aprendizaje profundo para identificar imperfecciones geométricas y
defectos de textura a partir de datos deflectométricos. Se adoptan dos enfoques diferentes
para extraer y combinar informacion fotométrica y geométrica utilizando sendas arquitec-
turas basadas en redes neuronales convolucionales: una para la clasificacién automatizada
de muestras defectuosas y otra para la segmentacién automatizada de regiones defectu-
osas en una muestra. Los resultados experimentales en un caso de estudio industrial real
indican que ambas arquitecturas pueden aprender caracteristicas relevantes de los datos
deflectométricos, permitiendo la clasificacién y segmentacién de defectos en base a un
conjunto de datos de ejemplos proporcionados por el usuario.
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Chapter 1

Introduction

This chapter details the context and motivation of the thesis, formulates the problem
statement and describes the outline of the rest of this document.

1.1 Context

There is a worldwide trend in advanced manufacturing countries called Industry 4.0, which
encourages the use of the latest advances in information and communications technologies
to improve productivity and efficiency in manufacturing. The automatic and flexible
adaptation of the production chain to short batches or changing requirements is among
the key aspects addressed in Industry 4.0 [PTB*15]. Quality control is a significant
element in the production chain, and specifically, the zero defect premise still remains as
one of the main concerns in industry.

In some technical surfaces, an imperfection or a shape distortion may affect the correct
operation or the lifetime of the produced good, and an immaculate surface is needed. In
other cases, the perceived quality of a product is affected by defects that are merely
aesthetic: when clients pay for a high-end product, they expect that it will not only
accomplish its function, but that it will also exhibit the quality paid for. The customer
associates a defect-free surface to a global quality guarantee and any visible deviation
from the ideal surface, such as a difference in relief, color, shape and/or contrast may
affect the perceived quality of an item [MPB13].

In several industrial sectors the quality requirements impose the need for a unitary
control of 100% of the production in order to detect any surface imperfection before the
product reaches the client. Manufacturers from the automotive industry, home appli-
ances, electronic devices, or jewelery are among the affected sectors. Not only are the
final manufacturers affected, but their suppliers are as well. The manufacturers impose
demanding quality standards on their suppliers, and include clauses relative to the surface
quality in their contracts. Non-compliance with these clauses results in rejections, loss of
coverage or, in some cases, even economic penalties and contract terminations.

Often the quality control is performed by trained operators or quality experts. Humans
are able to infer surface properties by interpreting the complex interactions between the
light and the surface, drawing on their experience and memories [Ade01]. This allows the
operators to detect a wide range of defects in different objects. Moreover, the operators are
capable of easily adapting to new objects or design changes in the objects to be inspected.
However, human operators perform the inspection from a subjective point of view. Their
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perception of defects depends on several factors, such as their emotional or physical state.
Moreover, surface inspection is a laborious task that requires concentration and operators
get tired throughout the working day; fatigue influences the attention that the operators
pay to their job. According to several studies in the textile industry [SSGJ99, MP06,
SWS08, Mal12], even the most experienced operators are only capable of detecting around
70% of the defects. This clearly shows the need for automated inspections.

Machine vision provides several techniques that can be used to perform an objective
automated surface inspection. These inspection systems can be placed at the production
line, allowing results to be obtained in real time. In this way, the cause of the defects
can be corrected almost immediately, minimizing the number of defective parts produced.
Moreover, if the inspection is performed in the same operation that generates the defects,
further processing operations of the defective parts can be avoided, preventing unnecessary
resource consumption, and therefore reducing the cost of the rejections.

Machine vision techniques can evaluate the quality of a surface by interpreting the
images using several tools based on geometry, physics, statistics or machine learning.
Despite the continuous advances in these techniques, they are still not able to recreate
human perception and none of them is adaptable to all applications. The most obvious
limitations of machine vision techniques are the measurement speed and accuracy, but
the boundary conditions of the product (material, shape, size, ...) to be inspected and
the manufacturing process also need to be taken into account [KRHO06].

One of the key conditions is the optical properties of the surface [KRH06]. The
apparent shape, the texture and the color of a surface depend on the received illumination
and the way in which it is reflected. This interaction between the light and the surface
depends on the optical properties of the material and the microstructure of the surface.
Likewise, machine vision techniques are conditioned by this optical behavior. Cameras
and 3D sensors capture the light reflected from the surface to generate images from which
geometrical information must be extracted. This is done based on models that explain
the optical phenomena related to light and its reflection, and due to the different ways in
which surfaces reflect light, there is no machine vision technique that is valid for all kinds
of surfaces.

The measurement of surfaces that exhibit specular reflection characteristics, e.g., mir-
rors or shiny surfaces, poses a problem for traditional machine vision techniques that are
widely used in industry, like stereo vision, laser triangulation or fringe projection systems.
These techniques provide a good solution for many applications, but assume a diffusely re-
flecting surface and fail on specular surfaces [KRHO06]. The reflections of the environment
are visible on such surfaces and the appearance of the observed scene changes depending
on the angle between the viewing direction and the surface orientation. Depending on
the degree of specularity, the observed surface is invisible and only the reflection of sur-
rounding environment is visible on the captured images. This view-dependent appearance
results in a challenging problem for acquisition systems [IKL"10], as it introduces noise
to the measurements.

Deflectometric techniques exploit the dependence of specular reflections on surface
orientation to recover information about the shape and surface finish of specular surfaces
[BW10]. A controlled environment is created by means of one or more structured pat-
terns, and their reflection on the surface is observed with one or more cameras. The
distortions on the observed patterns allow the normal vector field and 3D shape of the
surface to be recovered. Deflectometry has mainly two types of applications: quantita-
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tive measurements of precision surfaces, such as lenses, telescopes or solar concentrators,
and qualitative inspection of more general surfaces, e.g., defect detection in car bodies
[KLO8] or windshields [HFOE13]. Although there has already been much progress in the
field, there is still a series of open problems that need to be solved to fully exploit the
capabilities of deflectometry.

On the one hand, the achievable local accuracy is several orders of magnitude higher
than the global accuracy, meaning that the local height sensitivity in the nanometer
range, cannot be extended to a global height uncertainty valid for all measurement points
regardless of the measurement area [FOKH12]. Measurement errors introduced by de-
flectometric setups and their miscalibration are the main shortcomings of quantitative
measurements. Deflectometric setups are extremely prone to calibration errors, and the
resulting low-frequency measurement errors increase with the size of the measured area.
Several researches have pointed out that in order to reduce these errors, more complex
mathematical models should be considered for both the camera and the LCD display
used to generate the light patterns. However, little research has been done regarding the
impact of these error sources. Thus, there is still room for research and improvement
regarding the employed models and calibration procedures.

On the other hand, exploiting deflectometric data for automatic defect detection re-
quires further processing that can involve a considerable engineering effort. Typically
pattern recognition algorithms based on shallow learning techniques have been employed
for automatic defect classification [Caul0, Ziel4, KSM17]. These methods require finding
effective/meaningful descriptors and pre-processing operations, which results in a time-
consuming trial and error process. The recent advances in deep learning methods allow
such feature engineering tasks to be learned from a set of examples, which could be very
useful for qualitative inspection.

Advances in the above mentioned models, calibration procedures, and processing tech-
niques can lead to a more wide-spread adoption of deflectometry in industrial applications.
This thesis aims to help filling the gap by addressing several of these ideas.

1.2 Contributions

The work of this thesis is divided into two main parts: the first one concentrates on
analyzing the main sources of error in quantitative deflectometric measurements, focusing
on the Active Reflection Grating Photogrammetry approach [PT05]. This will allow us
to identify the limits of actual systems and point out the improvements that should
be addressed in future works, in order to make deflectometric systems usable in more
applications. The second part focuses on the use of deep learning techniques for exploiting
deflectometric data in qualitative surface inspection.
The work presented in this doctoral thesis consists of three main contributions:

e We analyze the uncertainties arising from a camera calibration based on the pin-
hole model. These uncertainties are propagated through the different stages of the
measurement process in order to quantify the uncertainties in the measured normal
vector field and the triangulated surface. An analysis of a real setup is performed
both analytically and based on simulations, so as to identify the camera parameters
that contribute most to the measurement uncertainty.
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e We analyze the influence of the non-planar shape and refractive layers of an LCD
screen in the final measurements. In order to investigate their effects, a real setup
is characterized and used to measure a planar first surface mirror, and further sim-
ulations are performed in order to isolate the investigated error sources.

e We propose two different approaches for qualitative inspection of specular surfaces
using deep learning methods for exploiting deflectometric data obtained with a
monoscopic setup. Both approaches use architectures based on convolutional neural
networks (CNN) to learn to extract and combine features based on a user-provided
example dataset. The former is oriented to defective sample classification and the
latter to defective region segmentation.

1.3 Publications

Part of the work covered in this thesis has already been published in a peer-reviewed
journal and different international conferences:

Journal papers

e D. Maestro-Watson, J. Balzategui, L. Eciolaza, and N. Arana-Arexolaleiba. De-
flectometric data segmentation for surface inspection: a fully convolutional neu-
ral network approach. Deflectometric data segmentation for surface inspection: a
fully convolutional neural network approach, Journal of Electronic Imaging, 29(4),
041007, 2020.

Conference papers

e D. Maestro-Watson, A. Izaguirre, N. Arana-Arexolaleiba, and A. Iturrospe. A sim-
ple deflectometric method for measurement of quasi-plane specular surfaces. In
2015 IEFE International Workshop of Electronics, Control, Measurement, Signals
and their Application to Mechatronics (ECMSM), 2015.

e D. Maestro-Watson, A. Izaguirre, and N. Arana-Arexolaleiba. LCD screen calibra-
tion for deflectometric systems considering a single layer refraction model. In 2017
IEEE International Workshop of Electronics, Control, Measurement, Signals and
their Application to Mechatronics (ECMSM), 2017.

e D. Maestro-Watson, J. Balzategui, L. Eciolaza, and N. Arana-Arexolaleiba. Deep
learning for deflectometric inspection of specular surfaces. In International Joint

Conference SOCO’18-CISIS’18-ICEUTE’1S, 2019.

e D. Maestro-Watson, J. Balzategui, L. Eciolaza, and N. Arana-Arexolaleiba. Deflec-
tometric data segmentation based on fully convolutional neural networks. In SPIE
International Conference on Quality Control by Artificial Vision (QCAV), volume
11172, 2019. [Best Paper Award]
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1.4 Research Projects

Part of the work covered in this thesis has been developed during research projects funded
by the Department of Education, Language Policy and Culture of the Basque Government,
including:

e IDEFIX (No. PUE 2018-06)
e DEFECTECH (No. Z1.-2016/00261)
e PANORAMIX (No. UE-2014-14)

1.5 Outline

The rest of the document is organized as follows:

In Ch. 2 the background necessary for the understanding of the performed work is
presented. In particular, the state of the art in deflectometry systems and the theory
of error and uncertainty propagation is considered. In Ch. 3 the pinhole camera model
and calibration are reviewed, and an uncertainty model is developed for the camera rays,
which is afterwards employed to estimate the resulting measurement uncertainties in an
Active Reflection Grating Photogrammetry setup. In Ch. 4 different error sources arising
from the LCD screen model are analyzed. In particular the effects of ignoring the non-
planar shape and the refraction in the translucent layers of an LCD screen are simulated
and compared to the errors in a real measurement. In Ch. 5 a review of the state of the art
in qualitative deflectometric techniques for surface defect detection is performed, and two
different methods based on deep learning are proposed to process the data obtained with
a monoscopic deflectometric setup. Finally, Ch. 6 ends with the conclusion and future
research lines.



1 Introduction




Chapter 2

Deflectometry -
Theoretical Framework

This chapter provides the technical background required to understand the material in
the following chapters. In order to do so, first we introduce the concept of specular
surfaces (Sec. 2.1). Afterwards, the basics of deflectometry and deflectometric measure-
ments are reviewed (Sec. 2.2), with an special emphasis on the Active Reflection Grating
Photogrammetry (ARGP) approach (Sec. 2.3), which will be used for the absolute mea-
surements later in Ch. 3 and Ch. 4. Finally, the mathematical concepts and tools that will

be employed to analyze the errors and uncertainty in such measurements are described
(Sec. 2.4).

2.1 Swurface Appearance

The appearance of a surface is defined by the way it interacts with light. Light is an
electromagnetic radiation that is propagated through a uniform medium until it makes
contact with a different material. For example, when a surface is illuminated, light prop-
agates through the air until it hits the surface. When light encounters a different material
there are a series of interactions between light photons and the particles of the surface,
and as a result, the light can be absorbed, transmitted or reflected. These interactions
depend on the physical properties of the surface, the wavelength of the light and the
incident light direction.

This work is only concerned with opaque surfaces, i.e., surfaces that do not allow light
to be transmitted through them. These surfaces are visible because they reflect light and
their appearance is defined by the optical properties of the material and microstructure
of the surface. The color of a surface is perceived because the material of which it is made
reflects some wavelengths and absorbs others. For example, a surface appears white when
it reflects all the wavelengths and a surface appears red when it only reflects wavelengths
close to the color red. The way in which light is reflected allows us to infer other properties
of the surface such as its texture or its apparent shape.

The reflection law describes the relation between a light ray that hits the surface at
one point and the light ray that is reflected from it. The angle of an incident light ray
(0;) is the same as the reflected angle (0,), both measured with respect to the surface
normal as shown in fig. 2.1. This is true at a microscopic level, when we analyze the way
in which a photon is reflected when it collides with a particle or an atom at the surface.
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But if we analyze how light is reflected at a surface area in a macroscopic way, the effect
of the microstructure of the surface can be observed by the way it reflects light.

Figure 2.1: Reflection of a light ray

If a perfectly flat surface is illuminated from a constant direction, the light will also be
reflected in a constant direction as shown in Fig. 2.2(a). This kind of surface is called a
specular surface. In reality no such “perfectly flat” surface exists, all surfaces have certain
roughness, even if it is at such a small scale that the irregularities are formed by atoms.
A surface is considered optically flat at a microscopic level if its roughness is negligible
with respect to the wavelength hof the light that illuminates it. According to [HE11], a
surface is considered optically smooth if its height variation within the lateral resolution
of the observation is smaller than A/4. As shown in Fig. 2.3(a), in this kind of surfaces the
surface itself is invisible and only the reflection of the surrounding environment is visible
on them. A mirror is a typical example of this kind of surface.

Figure 2.2: Reflection in (a) smooth surfaces and (b) rough surfaces

What happens with surfaces that are not optically smooth? In rough surfaces the
orientation of its particles is random and, if they are illuminated from a constant direction,
the light is reflected in a diffuse way; it is scattered in different directions, as shown Fig.
2.2(b). A surface is considered to be Lambertian or ideally diffuse when it reflects the
same quantity of light in all directions, as shown in Fig. 2.3(b), and therefore appears
equally illuminated from all viewpoints, like for example in raw rubber surfaces.

The majority of surfaces are not ideally Lambertian nor ideally specular, but a com-
bination of both, as can be seen in Fig. 2.3(c). These surfaces scatter light from a single
source into many directions, but unequally. This kind of surfaces can be modeled as
a combination of a diffuse component and a specular component. Surfaces with small
roughness reflect light in a way similar to perfectly smooth surfaces, but as the sur-
face roughness increases, the specular reflectance is attenuated, and a directional diffuse
lobe emerges. The appearance of these surfaces is also a combination of the lambertian
and specular appearance, resulting in a glossiness of different degrees depending on its
properties. In these surfaces, the surface itself is visible, but some viewpoint-dependent
highlights appear on it.

In this research, we are only interested in surfaces that present a sufficiently high
specular component, such that the specular direction can be clearly distinguished.
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Figure 2.3: Reflection model and appearance of surfaces with different optical properties
[HIH*13]: (a) specular reflection, (b) Lambertian reflection, and (c) mixed reflection

2.2 Deflectometry

Deflectometry is a field of optical metrology that encompasses a series of full-field measure-
ment techniques that allow to obtain the shape of specular or partially specular surfaces.
It has been a field in which many researchers have focused on over the last 15 years,
resulting in a series of similar techniques called by a variety of names, such as Shape
from Distortion [TLGS02], Phase Measuring Deflectometry [KKHO04], Fringe Reflection
[BLvKJ04], Reflection Grating Photogrammetry [PT05] or Shape from Specular Reflec-
tion [BW10], among others. A brief overview of its working principles is given in this
section, the interested reader can refer to more detailed reviews of the latest advances in
the field in Refs. [ZWHT17, HIZA18].

2.2.1 Foundations

A typical deflectometric system consists of a camera, or several cameras, focused on
the surface under inspection and an LCD screen displaying a series of spatially coded
patterns placed nearby, such that the camera observes such reference structure from its
reflection on the surface. As these patterns encode the spatial position of each LCD
pixel, their recordings provide a mapping from every camera pixel to the corresponding
observed LCD location. This mapping is called a light map. The high sensitivity of
specular reflections to surface orientation produces changes in the observed LCD locations,

resulting in distortions on the captured pattern for even slight shape deviations, as shown
in fig. 2.4.
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Figure 2.4: Sketch of a typical deflectometric measurement setup. An LCD displays a
sinusoidal pattern and the surface is in the light path between the LCD and the camera.
The captured pattern is visibly distorted by the shape of the surface.

Quantitative deflectometric techniques exploit the acquired mapping to provide the



10 2 Deflectometry - Theoretical Framework

normal vector field of a surface by measuring the deflection that light rays suffer when
they are reflected on the surface under inspection. Assuming that a considerable part of
the light is reflected following the specular reflectance model, the reflection law (eq. 2.1)
can be used to model the recovery of the normal vector field for each pixel in the camera:

A=p—1 (2.1)

where 72 is the normal of the surface, % is the unit vector representing the direction of the
incident ray and 7 is the unit vector representing the direction of the reflected ray.

As shown in fig. 2.4, the incident ray %’ corresponds to the viewing direction, and the
reflected ray 7 corresponds to the direction of the ray that goes from the surface to the
point on the pattern. The normal vector 72 corresponding to the surface point viewed by
the camera is defined as the half vector between the incident and reflected directions. In
order to recover the normal vectors, the light-map is used to obtain the location in 3D
space of the point on the screen viewed on each pixel of the image. With a calibrated
camera, the observation direction for each camera pixel is also known. However, the
direction of the corresponding reflected ray, and therefore the normal vector, is not easy
to calculate due to the fact that the height and orientation of an observed surface point are
coupled in the measurement. This is known as the height-ambiguity problem [BHB11],
and there is no unique solution if there is no additional information available.
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Figure 2.5: Height-ambiguity problem in deflectometric measurements: Reflected ray
direction 7 is undetermined if the height of the point on the surface is not known because
the same point in the screen @ can be seen through many hypothetical surface points S;
along the camera ray 7.

Fig. 2.5 shows an example of the ambiguity for the measurement of a single point.
The incident ray 7’is known from camera calibration, @ is the point on the LCD viewed by
the camera, which is computed from observations, but the reflection direction 7 depends
on the location of the surface point S, which in turn is what we want to measure. In the
example the normal 1} corresponds to the real surface point s, which sees the point Q
through the reflected ray 71. A hypothetical point sg, with a different normal 75, can
also reflect the point @, following a different path 73. If no additional information is
used, there is an infinite set of possible solutions, one for each point S; along 7, which also
fulfill the reflection law with a different normal vector ;. The main differences between
the quantitative deflectometric methods that can be found in the literature lie in the way
they solve this ambiguity, which is sometimes called measurement regularization.

In addition to the normal vector field, the 3D shape of the surface can also be recon-
structed. Some techniques make it possible to obtain the surface shape by triangulation,
but generally a more accurate height map can be obtained by integrating the normal field
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[EKKHO08, KLF*14, QDA18]. Surface curvatures can also be calculated by differentiating
the obtained normal field [KKHO03|. Deflectometric techniques can provide a local sensi-
tivity in the order of some nm, so they can be considered ideal to detect and measure local
surface defects. In contrast, the global accuracy is usually several orders of magnitude
worse, mainly due to calibration errors that get spread in the integration, and it is quite
difficult to obtain global measuring errors better than 1pm in 100 mm diameter optical
surfaces [HFOE13]. Figure 2.6 shows the difference between local and global accuracy.

BIBWNM e

Figure 2.6: Deflectometric sensitivity: (a) Local accuracy can reach down to a few nm.
(b) Global accuracy is usually several orders of magnitude worse. [FKR*12]

A typical deflectometric measurement consists of several procedures that can be ar-
ranged into three groups: Calibration, Acquisition, and Processing. Fig 2.7 shows a
schematic work-flow of these procedures, the remainder of this section will briefly intro-
duce them.

Pattern Coding Strategy
Rad.iomgtry: - - Phase Phase
Linearity rojection pture Detection Unwrapping

(Gamma)
= Umvrapped phase map

Geometry: Light Normal vector | Integration
Call'ncgra Source-Point :> field :> Height Map
Camera-LCD calculation computation

Derivation

Curvature

Figure 2.7: Work-flow of a typical deflectometric measurement

2.2.2 Calibration

The calibration of a quantitative deflectometric system involves several procedures, most
works only deal with the first two.

e Camera calibration: This procedure consists in obtaining the camera parameters
corresponding to a projection model, such that the direction of the camera rays can
be computed. The extended pinhole model is the most commonly employed one,
although more complex models have also been proposed. The procedure is based
on the observation of a reference target from different viewpoints. Each viewpoint
provides a series of correspondences between the camera and the reference target,
which are afterwards used to estimate the internal camera parameters as well as
the relative poses of the calibration target in a non-linear minimization procedure
[Zha00, Hei00, Tsa87].
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e Camera-Screen calibration: This procedure consists on obtaining the pose of
the screen with respect to the camera frame. As the camera does not usually have a
direct view of the screen, an additional mirror is required to perform the calibration.
The procedure is similar to the camera calibration, but the reference pattern is
displayed on the screen instead of using a calibration target [KKHO04, FY07, PTO05].

e Screen calibration: This procedure can involve the estimation of different non-
ideal characteristics of the screen, such as its non-planar shape or the refraction the
light rays suffer in its translucent layers [KKHO04, PFT13, OH14, BKB19].

e Radiometric calibration: This procedure deals with the non-linear radiometric
response of screen and camera. The obtained curves are used to adapt the intensities
of the displayed patterns [FPT10, PFT13].

2.2.3 Acquisition

The acquisition procedure consists of sequentially displaying a series of patterns that
are captured by the camera through the reflection on the surface under inspection. These
patterns encode the coordinates for each pixel on the LCD, allowing to relate each pixel on
the image to the point on the screen that is visible in it. Several pattern coding strategies
can be employed, including binary patterns [SPW10], sinusoidal fringes [KKHO04], crossed
fringes [LOYH14], or colored fringes [TLGS05], among others [SFPL10]. Sinusoidal fringes
that encode the LCD position in their phase are the most common ones in deflectometry
due to the fact that they are continuous, allowing sub-pixel detection, and that they are
robust to blurring and illumination changes. The phase recovery can be done using several
methods such as phase-shifting [SB06] or Fourier transform [TIK82]. These methods
provide phase values that are in the range [0, 2r]. Thus, an unwrapping operation has
to be performed in order to obtain the absolute phase [GP98]. Finally, the light-map is
obtained, providing a mapping from each camera pixel to the point on the screen viewed
on it.

2.2.4 Processing

The processing stage consists of the operations required to obtain absolute shape informa-
tion from the acquired light-maps. Note that the deflectometric setup itself depends on the
employed regularization method. The following paragraphs outline the main approaches.

One approach has been to simplify the problem by assuming a previous knowledge
of the surface. Assuming that the surface is plane, the distance to the screen can be
considered constant, and if the placement of the surface is approximately known, the
normal vector field can be easily obtained [BLvKJ04, Sur04, MWIAAI15]. For non-
planar surfaces, the use of mathematical models based on Chebyshev polynomials, Zernike
polynomials, or B-splines has also been proposed, which is called modal phase measuring
deflectometry (MPMD) [HXG'16]. These simplifications considerably relax calibration
requirements and simplify the processing operations.

Another approach is to use an external measurement to obtain the location of at
least one point. From there it is straight forward to obtain the normal at such point.
Having a point and a normal, the location of the adjacent points can be approximated,
assuming a smooth and continuous surface [TLGS05]. The whole surface can thus be
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reconstructed iteratively in a region growing approach. The initial point can be obtained
using a laser pointer or a confocal sensor [BLH'13], for example. According to [Rap12],
the integration error that accumulates as the distance from the starting point increases
can not be avoided. In the case of surfaces with a diffuse reflection component, the
combination of deflectometric measurements with fringe projection [Sanl4] or shape from
shading techniques [BWBO06] has also been proposed.

The most common approach is to obtain additional information with multiple cameras
or views [BS03, KKH04, PT05, AHG05, NWRO08, Rap12, WORK13|. These approaches
generally assume a certain degree of smoothness on the surface and solve the ambiguity
with optimizations based on normal consistency measures. These methods can fail in cer-
tain cases, as additional ambiguities can arise in the vicinity of edges or holes [Rap12], or,
in rare cases, when certain surface and stereo configuration combinations induce multiple
similar local disparity fields [NWR08, BW10].

A different approach consists on using a global procedure based on finite-elements
method [Ball2] that takes into account that the location of the points and the corre-
sponding normal vectors are not independent upon each other. Using an initial guess for
the surface shape, e.g. a simple geometric primitive like a plane or sphere, the correspond-
ing normals are computed. The initial shape guess is also used to compute normals that
conform with deflectometric observations. The differences between these sets of normals
are reduced by a finite-elements analysis, in which the surface is iteratively deformed until
an agreement between all measurements is achieved.

An alternative approach, called active reflection grating photogrammetry, consist in
adding measurements with additional LCD positions that allow the reflection direction
to be identified unambiguously [PT05, BSG06, RJGZ14]. This approach requires a pre-
cise mechanical translation stage, but has the advantage that each point in the image
is computed individually, without taking into account the neighboring points, nor mak-
ing assumptions on the underlining surface shape. Chapters 3 and 4 are based on this
approach, which will be explained in the next section.

In addition, there have been many works that focus on more qualitative approaches
that do not provide absolute shape measurements, but rather exploit the distortions of
the acquired patterns in order to obtain shape information. These approaches can be used
to detect local surface defects with less strict calibration requirements. This approach is
adopted in Ch. 5, and a literature review regarding these methods can be found in Sec.
5.2.1.

2.3 Active Reflection Grating Photogrammetry

Active Reflection Grating Photogrammetry (ARGP) [PT05] provides quantitative mea-
surements, allowing the computation of surface normal vectors, as well as absolute 3D
object coordinates. Measurements are done pixel-wise, i.e. each camera pixel obtains an
independent result, therefore enabling the measurements of discontinuous surfaces.

The measurement principle of ARGP is based on reflection law (eq. 2.1), that relates
the directions of the incident and reflected light at a surface point M with its surface
normal n. Fig. 2.8 shows a scheme of the measurement principle.

The measurement procedure consists on identifying the camera ray i and the reflected
ray r for each camera pixel m. Obtaining the direction of i is straightforward from
the camera model if the camera has been previously calibrated (this will be explained
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Figure 2.8: Reflection Grating Photogrammetry measuring principle: A surface point M
and its normal vector n are defined by the intersection of the incident and reflected rays

in ch. 3). In order to identify r, a deflectometric registration is performed: a series
of patterns is displayed on the screen and captured by the camera. These patterns are
constructed following a coding strategy that allows unambiguously identifying the pattern
location observed in each camera pixel, which can be converted to 3D point Q; using the
geometric calibration of the system (this will be explained in depth in ch. 4). As has been
previously explained, this is not enough to obtain r due to the deflectometric ambiguity.
ARGP estimates the reflected ray direction by obtaining at least another point Q, from a
pattern located in a different position, which is achieved by moving the LCD screen with
a translation stage. In this way, the surface normal i is determined following Eq. 2.1 and
the surface point M can be obtained by triangulation. In this work we will not consider
the integration of the surface normals.

2.4 Measurement Errors and Uncertainty

The goal of a measurement is to determine the value of a particular quantity (the measur-
and). A measurement is never perfect because, at some scale, there will always be errors
that will affect its accuracy. In this context, the measurement accuracy refers to the close-
ness of agreement between the measured and the true quantity values of a measurand,
and the measurement error is defined as the difference between these two quantities.

Measurement errors are generally caused by a combination of different sources. The
most obvious source of measurement errors resides in the measuring instrument itself. For
example, errors occur due to imperfections or limitations of a device, or inexactness in
its calibration. Also, errors can be originated from incorrect theory or simplifications of
the system model, or inexact values of constants and parameters imported from external
sources. In addition, the environment can also be a source of measurement errors, as
external influences such as temperature, pressure, humidity, or vibrations can affect both
the instrument and the measurand.

Some of these errors will result in random effects that vary in an unpredictable manner
in replicate measurements, thereby introducing uncertainty in the measurements. Other
errors will have systematic effects on the measurements, meaning that they will remain
constant or vary in a predictable manner in replicate measurements. However, even if
these systematic errors can be corrected, such corrections will not be perfect; they will be
an approximation that will still contribute to uncertainty in the measurement. For this
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reason, in several fields such us physics or metrology an uncertainty statement is required
in order to fully describe the result of a measurement.

The rest of this section briefly introduces the concepts and mathematical tools that
will be used in the first part of this thesis in order to study the effects of several sources
of error in an Active Reflection Grating Photogrammetry Setup.

2.4.1 Uncertainty

Uncertainty is a parameter, associated with the result of a measurement, that charac-
terizes the dispersion of the values that could reasonably be attributed to the measurand
[JCGM 100:2008]. It is common to express the spread of a measured scalar quantity z
by its standard uncertainty u(x), which represents the standard deviation of the distribu-
tion that would result from an infinite series of repeated measurements. In this way, the
standard coverage interval containing the true quantity value is defined as X = z + u(x).
Similarly, when the measurand corresponds to a vector valued quantity, the covariance
matrix Y, is used in order to also account for the correlation of the components of the
vector. In this case, the standard coverage interval is replaced by a standard coverage
region.

In some applications, particularly in the areas of health and safety, the expandend
uncertainty is preferred instead of the standard uncertainty. The expanded uncertainty
represents a larger fraction of the distribution of values that could be attributed to the
measurand. This parameter is computed by multiplying the standard uncertainty by a
coverage factor k, which is selected according to the coverage probability required for the
interval (usually £ is in the range of 2 to 3) [JCGM 100:2008]. If the underlaying proba-
bility distribution is known, k provides a coverage interval X = z + ku(x) corresponding
to a particular level of confidence p,. For example, if x corresponds to an approximately
normally distributed scalar variable, the level of confidence resulting from £ = 1,2,3
respectively corresponds to approximately 68%, 95%, and 99%.

For a normally distributed 2D random variable x = [z,y], the coverage region is
described by an elliptical iso-contour of the Gaussian beam. The major and minor axis
of such elliptical region are determined by the covariance matrix >,. If x and y are
not correlated, X, is a diagonal matrix, and the corresponding coverage region will be
described by an axis aligned ellipse:

() + (i) -

with k& being a scale factor which determines the p coverage interval. Thus, the half
length of the ellipse axes will be given by u(z) vk and u(y) vk. If = and y are actually
correlated, the major axis will be rotated by a with respect to the x axis. The directions
of the major and minor axes are then given by the eigenvectors (z’=v; and y'=v,).

The distribution of the squared sum of two normally distributed and independent
random variables follows a y? distribution with two degrees of freedom, thus k& must be
selected such that there is a probability of p that the left side of the equation is smaller or
equal to k. This value can be computed from the cumulative x? distribution, but usually
it is taken from precomputed tables. Typical values of k are 2.2977 (p;, = 0.683, standard
error ellipse), 5.99146 (pr = 0.95), or 9.21034 (px = 0.99).
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Similarly, for n dimensional random variables, an ellipsoidal (3D case) or hyper-
ellipsoidal coverage region can be described using the corresponding chi-square distri-
bution with n degrees of freedom.

2.4.2 Uncertainty Propagation

The measurement result is not usually obtained directly from a single measured quantity,
but is instead computed from several operations involving one or more input quantities.
The involved quantities can be values directly measured or values imported from an
external source, e.g., calibration parameter. Thus, in order to obtain an estimate of the
uncertainty in the measurand, the uncertainties of the individual input quantities need to
be propagated through the different operations composing the measurement process.

For this purpose, the Joint Committee for Guides in Metrology defines two methodolo-
gies for uncertainty assessment: the propagation of uncertainties (GUM) and propagation
of distributions (MCM). In both cases it is necessary to model the measurement process
as a function of the input parameters, e.g., f = (21, 22, ..., 7;), and to have some knowledge
of their uncertainty, but their underlying concept is different.

The GUM approach is based on the analytical propagation of standard uncertainties
using the generalized law of propagation of uncertainty, which is rooted on first order
Taylor expansions and provides a first-order approximation of the standard uncertainty.
This approach has several limitations, the main ones being (i) the non-linearity of f
needs to be negligible compared to the magnitude of the uncertainties, (ii) the probability
density function (PDF) of the measurand has to be reasonably symmetric, and (iii) it
must be possible to compute the partial derivatives (%. This methodology is defined
in [JCGM 100:2008] for scalar valued measurement results and in [JCGM102:2011] for
vector valued ones.

In contrast, the MCM approach is based on computer simulations using the Monte
Carlo method. With this approach, the PDF of every input quantity needs to be known,
thus it requires more knowledge about the uncertainty of the input quantities. However,
there are no requirements regarding the linearity of f or the symmetry of the PDFs,
and no partial derivatives need to be computed. Therefore, MCM can be applied to a
broader class of problems and it is often used to validate the results obtained by the GUM
methodology. The MCM methodology is defined in [JCGM101:2008|.

In this work both methodologies are employed and they will be briefly described in
the following sections.

2.4.3 Taylor Approximations (GUM)

Scalar input, scalar output The uncertainty propagation for a measurement consist-
ing on a simple mathematical model y = f(z), can be derived as follows:

A Taylor series expansion provides an approximation of f around a point a in the form
of an infinite series. If f is linear in a small region around a, the series can be simplified
to:

f(z) = f(a) +(z —a) - f'(a) (2.3)

where f’(a) represents the first derivative of f evaluated at the point a.
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Let the input parameter of the measurement have a small error §, around the true
value z, such that z = z + J,. Equation 2.3 can be used to quantify the error ¢, on the
measured value, such that y = y + d,, by substituting a« = z and * — a = 6,.

f(z) =y + 06y = f(Z) + 6,/ () (2.4)
Considering that y = f(Z), then §, is given by:

§y &~ 0, f'(T) (2.5)

Usually the true value x of the input quantity z is not exactly known during a mea-
surement, but instead an estimate Z with a standard uncertainty u, is available. Then,
the measured value y is a random variable in the form of y = § £ w,, where § = f(2) is
the estimated measure and wu, is its associated standard uncertainty. Using an approach
similar to egs. 2.3-2.5, the best estimate of the output quantity is given by [Arr98]:

i =py =Ely = E[f(2) +(z—2)- [(2)] = f(2) +(E[z] - 2) f((2) = f(2)  (2.6)

and the uncertainty in the estimated value is given by [Arr98]:
oy = Ely—u)’] ~ E((z-2)f@)°] = E[z—2)°|(f@)" = (wf(2)* (27

Thus, the standard uncertainty is given by:

w, = Jo2 = \Ju2 (f())’ (2.8)

Vector input, scalar output Similarly, for more complex functions that depend on
several input quantities, such as y = f(x), with the input quantity vector defined as

X = [y, T, ...,%,], the multivariate Taylor approximation around a = [ay, as, ..., a,]
gives us:
" of(a
£~ @)+ 3o — a) 2L (2.9

al‘i

Evaluating 2.9 at a = X, the output error ¢, can be estimated by propagation of the
inputs errors 8, =[0,1, 042, .-, 5xn]T:

S 0f(x)
0 Oz, = 0xJ 2.10
y Pt i axl y ( )
where J,, = 7 — @, and J, represents the Jacobian vector containing the sensitivity
coefficients: 5
Y _Jof®) 0fx) %) 9f(%)
Jy 8x [ ox1 Oxo O3 T Oz, } (211)

with 8f representlng the partial derivative of the function with respect to the ¢th input,
evaluated at x.
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In the same way, when only estimates of the input are known, taking a = X, the
estimate for the output quantity is given by [Arr98]:

. R~ L\ Of(X R~ . Of (%) .
b= iy = Bl = B (8 + 30— ) 29| = )+ 3o(mtn) - 4 20 = 1
i= i=1 i
(2.12)
and the uncertainty propagated from the input quantities is given by [Arr98]:

(S 8g<x>)] -

‘75 = E[(y - My)Q} ~E 2

Y O Bl (s — )] = 3,5, (21)

Or; O

=1

where X, is the covariance matrix describing the pairwise joint variability of the input

- _ 2 2.
parameters, with o, = 0y, = ug:

O Onyzy Omazs " Ommy
2
Oz 2 O Oxpas """ Omxpay
2
Y = |Omas Owozzs Ogzy " Ouagay (2.14)
o o o oo o2
REEN T2Tn T3Tn Tn

Vector input, vector output The extension of 2.13 to a measurement function with
multiple outputs such as y = f(x), with the output quantity vector defined as y =
[y1, Y2, - - -, yx,,| is quite straight-forward. As y; = fi(x), the previous derivations hold for
the individual output quantities, and thus, the estimate and the variance for each output
quantity are still given by 2.13 and 2.13 respectively. However, in order to fully describe
the uncertainty of the measurement result, the covariance matrix Xy must be considered,
as it accounts for the pairwise joint variability of the output quantities.

- -
O Oyiya Oyriys """ Oyryn
Oyrys Oy 0y22y3 Oy
Zy = |Oyiys Oyays Oy T Oysyy (2.15)
ag g g v 0'2
L~ Y1Yn Y2Yn Y3Yn Yn

Following the derivations in the previous section, evaluating 2.9 at a = x , the covari-
ance terms oy, ,. can be computed as [Arr98]:

oy = B — 1) (13 — 1) | = Elvays] — Elyi] Elyy) =

K )+ Z oy — ) 6];,i )> (fj(ﬁ) + i(azz ) 8‘25())] fi(X) fi(%) =

=1

S5 R OLE) gy i, )

i—i— Om O
(2.16)
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Therefore, the general uncertainty propagation formula can be used to compute the covari-
ance matrix X, describing the uncertainty of the multiple output quantities [JCGM102:2011]:

T
Dy = J, 5, J, (2.17)
with

Oy Oy Oy .. O

oxy Oxo O3 Oxy

9 Oya Oy Oy2 .. Ou

y o0r1 012 ox3 Oy,
B=P | m . (2.18)

ox : : : :
OYym  OYym Oym ... OUm
o0z O Ox3 Oy,

Note that the error propagation equations above all assume that the measurement
function is linear around a small region, validating the truncation of higher order terms.

Computing the sensitivity coefficients In previous explanations it has been as-
sumed that the measurement function is known in a explicit form, i.e., y = f(x), and
that the Jacobian J, characterizing the sensitivity of the output quantity vector y can be
obtained simply by computing all the partial derivatives g—gﬁ. In cases where such function
is defined implicitly by another function, e.g., ®(x,y) = 0 or ®(z, f(x)) = 0, the implicit
function theorem allows to estimate the sensitivity of the output parameters [Cla98]:

0®\ ! od

Furthermore, in cases where even the implicit function is not explicitly known, i.e., when
using numerical methods where the result is obtained by minimizing some cost function
C(z,y), the Jacobian can still be computed. In these cases, the estimated parameters y

correspond to a local minimum of the cost function, i.e., %’;’y) = 0, and the implicit
function can be defined as ® = g—g, thus using 2.19, the sensitivities are computed as
[Cla98):
e\ 20\
Jy=—| 5= (2.20)
dy? dyox

2.4.4 Monte Carlo Simulations (MCM)

The MCM methodology is much simpler than GUM as it only requires implementing the
measurement model in a computer program, and performing repeated calculations of the
measured values by drawing the values of the input parameters from their corresponding
PDFs. The downside is that these calculations might require large amounts of processing
power and time.

The step-by-step procedure for a scalar valued measurand y = f(x) that depends on
several input quantities X = [z, 22, ..., 2y] is defined as follows [JCGM101:2008]. Note
that the joint PDF corresponding to the input quantities must be known.

1. Select the number of Monte Carlo realizations M. Note that M needs to large
compared to 1/(1—p) (e.g., 10* times greater), where p corresponds to the coverage
probability.
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2. Generate M vectors X corresponding to the N input quantities X; by sampling their
corresponding PDFs with appropriate random number generators. Note that the
accuracy of the estimated uncertainty increases with this value.

3. Compute the model value Y; corresponding to each realization j.

4. Compute the estimate of the output quantity ¢ and the associated standard un-
certainty u(y) by computing the mean and standard deviation of the model values
Y;.

J

5. Sort the M model values in increasing order to obtain the PDF of Y.

6. Compute the coverage interval with the desired covarage probability p. Note that
a coverage factor k is not required for determining the coverage interval.

For a vector valued measurand y = f(x) the standard uncertainty u(y) would be
replaced by a covariance matrix Yy and the coverage interval would be replaced by a
coverage region, the rest of the procedure remains the same.

2.5 Summary

In this chapter, first the concepts of specular surfaces and deflectometric measurements
have been introduced. Afterwards, the measurement procedure corresponding to the
ARPG setup has been detailed, and, finally, the basic mathematical tools for error/uncertainty
analysis of the measurements have been introduced. The following chapters will make use

of these concepts in order to analyze the measurement uncertainty introduced by the
camera calibration (Ch. 3) and the systematic errors arising from the screen (Ch. 4).



Chapter 3

Influence of Camera Calibration on
Measurement Uncertainty

3.1 Introduction

In deflectometric measurements, camera rays act as probes that measure the 3D location
and normal vector of the observed surface by estimating the deflection that light suffers af-
ter being reflected on it. The direction of the camera ray originated at a particular camera
pixel is defined by a geometric camera model, which depends on a set of parameters that
are obtained from a calibration procedure. An inaccurate camera characterization results
in inaccuracies in the direction of camera rays, introducing errors that will directly affect
the accuracy of the measurements. For a given pixel, the camera ray direction remains
constant in every measurement, thus these errors will result in systematic effects. Hence,
the relevance of selecting an appropriate model and performing a precise calibration.

As explained in [SRT*11], the main principle of camera model selection is to find a
good compromise between the goodness of fit to the data and the complexity of the model.
The pinhole model is commonly used in computer vision for cameras with non-wide field of
view optics because of its simplicity, and because it has proven to be robust and to perform
well in many applications [Zha00, Hei00, Tsa87]. Furthermore, the calibration can be done
using software implementations that are easy to use and freely available, e.g., [Bou05,
SPS*, Hei, Bra]. Despite this, some researchers have worked with more complex camera
models, generally generic models that characterize the optical path for each camera pixel
independently [BLST10, KB06, RSL05]. They claim the achievable accuracy is higher than
that obtained with the pinhole model, but these complex models are also more difficult
to work with, and that they present their own difficulties (e.g., overfitting, number of
images, number of parameters to estimate, available calibration software... ).

This chapter analyzes the influence of the camera calibration uncertainty when using
the extended pinhole model in deflectometric measurements.

3.2 Background

A camera is a device that collects light into a photosensitive sensor array (typically CCD
or CMOS) through a lens, producing an image of the scene observed from a particular
vantage point. Thus, a camera performs a projection from the 3D world to a 2D image,
and a geometric camera model explains how such mapping from R3 to R? is performed.
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This section briefly overviews the pinhole camera model and its calibration, together with
the estimated parameters’ uncertainty.

3.2.1 Pinhole Model

The pinhole model is one of the simplest geometric camera models. Although it is an
idealized mathematical framework, it is used as a base for models commonly used in
photogrammetry [HS96, HZ04|. A pinhole camera consists of a box with an (infinitesimal)
aperture through which the light rays emitted or reflected by the scene enter the camera.
These rays intersect a photosensitive film located at the back of the box, generating an
inverted image of the scene.

Fig. 3.1 shows a sketch of a simple pinhole camera. The aperture is called the optical
center O, also referred to as the projection center or perspective center, and it defines
the origin of the camera coordinate frame. The plane defined by the film, called the image
plane, is located at a distance f, perpendicular from O.. The line passing through O,
perpendicularly to the image plane defines the optical axis Z., and the intersection of Z.
with the image plane defines the principal point c.

D
Image plane )

Figure 3.1: Pinhole model: Central projection camera concept®

The distance f is defined as the effective or real focal length, from here on focal length,
and it defines the field of view and the scale of the image: the larger f is, the smaller
the field of view, and the larger the scale of the imaged scene. The size of a scene object
projected onto the image plane also depends on its distance perpendicular to the image
plane, with distant objects appearing smaller than closer ones. Thus, the mapping from
a point in the scene to its projection on the image plane is defined by the focal distance
of the camera, and its distance perpendicular to the image plane.

This relation is described in projection equation shown in 3.1, which becomes obvious
observing Fig. 3.2. Let M =M, My, M,] be a point in the scene, and p its projection onto
the image plane, both given in metric units in the camera frame. Then, by intersecting
the sight ray from O, to M with the Z¢ = f plane:

- [f %] )

1Original figure by DrBob, distributed under CC BY-SA 3.0 license
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where p, and py are the coordinates (in metric units) corresponding to the projection p.
In practice, in order to avoid dealing with the inverted image, it is usually assumed

that the image plane is positioned in front of O, at a distance f along Z., as shown in
Fig. 3.2.

Figure 3.2: Projection of a point through the pinhole

Thus, the direction of a sight ray (camera ray) is defined by the line connecting the
optical center with the projected point.

The geometric model of many industrial cameras can be conceptually described fol-
lowing this central projection model: the photosensitive film is replaced by a sensor array,
where each of the pixels integrates the radiation incoming from a small scene area, and a
lens or a set of lenses are used to focus the light onto the sensor.

Digital images are usually measured in pixels, with the origin of the image frame O;
located at the upper left corner of the image, as shown in Fig. 3.3. Thus, the projection
equation showed in 3.1 needs to be adapted in order to account for the different origin
and scaling of the image frame. The camera calibration matrix K, also called intrinsic
parameter matrix, describes such mapping in a compact form [HZ04]:

o v
K=1|0 f o (3.2)
0 0 1

where f, and f, represent the focal length in pixels. This formulation of the focal length
accounts for non-square pixels, considering different sensor scales for each direction (sg
and sy, @.e., the pixel size in mm), where f, = f/sc and f, = f/s,. ¢ and ¢, are the
coordinates of the principal point offset, i.e. the location of ¢ w.r.t. O;. ~ corresponds
to the skew parameter accounting for non orthogonal image axes, and it will not be
taken into account as it is generally considered negligible for cameras of average quality
[HZ04, SC06, FB18]. In this way, the projection of a point M onto the image plane in
pixel coordinates m = [m,, m,]" is described by

s = KM (3.3)

where m =[my, my, 1]T are the corresponding homogeneous pixel coordinates, and s stands
for a scale factor.

Additionally, if the location of M is given by coordinates in a frame different from the
camera frame, which is fairly common, the projective transformation can be extended to
include this change between reference frames. The transformation between two reference

frames is defined by a rotation R, and a translation  t,, which are called the external or
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Camera™
ray
Y, S
Optical .
axis

Figure 3.3: Pinhole model: camera geometry

extrinsic parameters of the camera. The transformation from the object reference frame
(e.g., the world frame) to the camera reference frame is defined as

M = R, M" + t¢, (3.4)

where M and MY correspond to the coordinates of point M in the camera and world
frames, respectively.
The full projection can thus be described as a linear transformation in projective space:

sih=K T ,M" (3.5)

- T
where M = [M?, My, My, 1} corresponds to the homogeneous world frame coordinates
of M, and T, defines the frame transformation

CRW ctSv
CTW - |ﬁhx3 1 ] (36>

Note that previous formulations allow the projection of M to m to be computed,
but the inverse, back-projecting m to obtain the 3D coordinates of M, is obviously not
possible without additional information, as such P? to P* mapping is not unique, and any
point laying along the sight ray will be projected to the same point. This ambiguity is
implicit in the scale factor s in 3.3 and 3.5.

3.2.2 Extended Pinhole Model

Although the pinhole model can be accurate enough for some applications [SHL95], gener-
ally it does not suffice for metrological measuring purposes due to systematic errors caused
during the optical system manufacturing. The most important effects for deflectometric
measurements are related to geometric distortions. Lens systems are not perfectly manu-
factured, causing projections to deviate from an ideal pinhole, which results in distorted
images. When high accuracy is required, as is the case in deflectometric measurements,
the pinhole model is usually extended to consider this non-linear behavior. The extended
pinhole model adopted in this thesis will be explained in the following.
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The distortion model described by Brown [Bro66, Bro71] is most commonly adopted
in computer vision applications involving non wide-angle lenses [Hei00], the reader can
refer to [CF98] for an historical overview of the developments in the field. The main idea
behind this model is that straight lines in the scene should be projected to straight lines
in the image, and that any deviation from this straightness can be attributed to radial
and decentering distortion components, as shown in Fig. 3.4:

e Radial distortions are caused by the rotating device used for the manufacturing of
the components of the lens system [Hanl11]. Its effect on a particular pixel consists
of a radially symmetric shift that only depends on the distance of the pixel to the
principal point Fig. 3.4(a).

e Decentering distortions are commonly associated with misalignment of lenses in the
optical system [Fra01], and as a result, the optical axis is not exactly perpendicular
to the sensor plane. Its effect on a particular pixel consists of a shift with a tangential
and a radial component [WCHO92], as shown in Fig. 3.4(b). This distortion is many
times referred to simply as tangential distortion and in the rest of the document both
terms will be used interchangeably. In non wide-angle lenses, decentering distortion
is often considered negligible, however, it will also be considered for the sake of

completeness.
T —, _________________________ ," —ideal —ideal
! - pos distor | SN/ distorted
: {1 %] --- neg distor >

Figure 3.4: Lens Distortion effects: (a) Radial distortion; (b) Decentering distortion.

Both, radial and decentering distortions, are modeled on the normalized image plane,
i.e., a virtual plane, parallel to the image plane, located at Z. = 1 mm. This plane has
no physical interpretation, but it leads to a convenient mathematical formulation. In
this way, let m be the pixel coordinates corresponding to the projection of a scene point
M through an ideal pinhole, and m" = [uy, vy, 1]T its mapping to the normalized image
plane. Due to the lens distortions, M will actually be observed at a shifted pixel m’, with
its mapping to the normalized image plane defined as m% = [ug, vq, 1]T. The projection
through an extended pinhole model accounting for radial 4, and tangential &, distortion
effects is commonly modeled as [Hei00]:

m = Km? = K (m" + 8, (uy, v4) + 6¢ (g, v4)) (3.7)

with
O g (k17?4 kot +..)
5r(uua Uu) = 5rv = Uu(/ﬁTz + kQTA + ) (38)
0 0
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and
5tu 2pluuvu + pQ(Tz + 2“121)
Oi(Un, Va) = [0 | = | p1(r? + 202) 4 2pouyvy (3.9)
0 0
where k;, ko, ... correspond to the radial distortion coefficients; p;, ps correspond to the

tangential distortion coefficients, and r? = u? + v?2.

Many applications require a corrected image resembling a distortion free projection,
which can be directly achieved by using the previous formulation: the intensity value
corresponding to a pixel in the undistorted image is obtained by interpolating the values
at the closest neighboring pixels in the distorted space. In 3D applications, including
deflectometry, it is often desirable to obtain the undistorted coordinates m" in order to
compute the sight ray direction 1 corresponding to a certain pixel. The above expressions
do not provide a direct analytical method for the actual corrections to be computed.
Equations 3.8-3.9 model the distortion implicitly, as the amount of shift depends non-
linearly on the (unobservable) coordinates m", and a closed form solution for the inverse
mapping can not be directly derived.

Several works have presented direct distortion correction methods based on approxi-
mations to such inverse function [WM94, HS97, Hei00, MW04, DL16], which allows a fast
computation of corrections, but often results in an increase in the number of employed
parameters. Another approach is to perform the correction numerically using iterative
methods. Starting from an initial guess (usually m?), the distorted position is itera-
tively refined. [Mel94] proposed an approach in which the correction was performed in 2
iterations, such that:

m" = m‘ — d(md - J(md» (3.10)

where & = 6, + d; corresponds to the combined distortion effects.

Heikkila pointed out [HS97] that although 2 iterations might be enough for some
applications, more runs should be performed when accuracies better than e.g., 0.1 pixels
are required. In our experiments an average of seven iterations converged to the true
value up to numerical computation accuracy. This approach is slower than using the
approximated inverse functions, but the speed requirement is not critical in deflectometric
measurements. As each pixel’s sight ray direction will remain constant once the setup
has been calibrated, the computations can be done off-line and afterwards reused in every
measurement. For this reason, this approach has been chosen using an implementation
based on [Bou05], as detailed in Alg. 1.

Note that the extended pinhole model described in this section is an approximation
that considers the most meaningful geometrical properties of the distortions, but ad-
ditional terms would be needed for a faithful model. More physically accurate mod-
els can be found in the literature, e.g., [WCH92, Fra0l, Hanll, TvGMM17]. In prac-
tice, it is commonly accepted that with conventional non wide-angle lenses image aber-
rations are dominated by a radial component. Several researchers argue that more
complex models can lead to numerical instabilities during calibration, which can de-
crease the accuracy of the other estimated camera parameters without improving the
fitting [Tsa87, WMO94, HS96, Zha00]. Besides, several works in deflectometric appli-
cations are working on generic camera models which define each ray independently,
e.g., [BLST10, KB06, RSL0O5|. These models are typically more appropriate for lenses
not common in industrial inspection cameras, e.g., wide-angle lenses, and involve a large
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Algorithm 1 Undistort pixel: m" = §* (md, Odis)

begin
m" < m
k., k¢ < get_ distortion(m",0;s)
repeat
m" < (m? —k)/k
Ky, k¢ <— get__distortion(m",0;s)
m? < (m"% + ki)
C + squaredieuclideanidistance(rﬁd, m¢)
until C < ¢
return m"
end
function get_ distortion(m",0y;s)
r? ¢ u? + v?
ke = 1+ Ekir? + kprt + ..
21Uy Uy + pa(r? + 2u?)

p1(r? + 20%) + 2prugvy
return k., k;
end function

d

ki «

amount of parameters, which goes in the opposite direction of what has been said in
[Tsa87, WM94, HS96, Zha00]. In order to shed some light on these contradictions, this
chapter considers the systematic errors introduced by the extended pinhole model by
analyzing the calibration uncertainty.

3.2.3 Pinhole Model Calibration

In deflectometric measurements the extended pinhole model described in the previous
sections is used to define the camera rays’ directions. To do so, the camera needs to be
calibrated, which means that the intrinsic camera parameters .., need to be estimated
in advance, including both the pinhole parameters 0, = [fy, fy, cu, ¢y and the distortion
coefficients @45 = [k1, k2, p1, Da).

The camera calibration techniques used in metrology are generally based on the ob-
servation of a calibration target containing visual landmarks or feature points whose
location is precisely known in the object frame. Typically a planar target containing a
series of feature points is observed from multiple viewpoints, e.g., chessboard patterns
[Zha00], circle patterns [Hei00], or sinusoidal patterns [SFA11]. The acquired images are
processed to extract the location of these feature points, obtaining a series of correspon-
dences m;; <> MY, where m;; corresponds to the measured pixel location for the jth
feature point in the 7 th image and M represents the known local 3D coordinates of such
feature point. Estimating the unknown model parameters that best explain those corre-
spondences defines an inverse problem whose solution is found using iterative methods
such as Gradient descent or Levenberg—Marquardt.

Recall from 3.5 that the image coordinates m corresponding to the projection of
a point in 3D space MY through a extended pinhole camera depend on the intrin-
sic parameters @cam = [@pin, Oais], but also on the camera pose ,T,. Thus, the cal-
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ibration procedure also needs to estimate the unknown extrinsic parameters for each
viewpoint Q. = [ T T T } In this way, let the estimated coordinates

Lo Tysovhe, Ty
m;; = f (Ocam, P A M?) be the projection of M} according to an extended pinhole cam-
era with a relative pose . T, as described by 3.5 and 3.7 . The goal is to find @cam, Oext
that minimize the geometric distance between m;; and m;;, which is done by non-linear
minimization of the residuals €;; = m;; — M (Ocam, Oext,, M;):

écam,éext = argminZZHeUHz (3.11)
6

cam,fext i=1j5=1

where n and m correspond respectively to the number of viewpoints and feature points.

As non-linear iterative methods rely on a good initialization to avoid getting caught
in a local minimum, initial values are obtained through a linear estimation based on the
conventional pinhole model that ignores lens distortions [Zha00, Hei00].

Note that the above solution is optimal under the assumption that the iterative al-
gorithm is initialized in the convex region of the absolute minimum and that all the
uncertainty can be attributed to the measurement noise, which implies that the camera
model compensates for all systematic errors and that all feature points M7 are assumed
error free or, at least, with an error neglectable compared to measurement errors. A
common assumption is that the errors in the extracted feature locations are independent
and obey a zero-mean Gaussian distribution A (0, X,,). This error model is not strictly
justified, but it is acceptable in the absence of outliers in the measured data. Under
these conditions, the standard uncertainty matrix of the estimated parameters ¥y can be
approximated by propagating the residuals [HZ04] :

et s I VN B e
29—[JEmJ] =5 (3.12)

where the Jacobian matrix J describes the sensitivity of every estimated coordinate 1;;
with respect to each estimated parameter:

om
J=———— 3.13
a[00&m | Oext] ( )

and Y, corresponds to the covariance matrix characterizing the uncertainty in the mea-
surements

S 0 .. 0 ... 0
0 S, 0 0
el O D N (3.14)
0 0 0 ... .. S

where Y, corresponds to the 2x2 covariance matrix of m;;. Since Yy, is usually not
known, it is common to make the assumption that in the absence of outliers measurement
errors are isotropic and identically distributed, thus Yy, = 02 I,, where o, corresponds
to the rms re-projection error.
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For the ray direction computations, only the intrinsic camera parameters 0., are
used, thus their uncertainty is described by the covariance matrix g, , which can be
obtained by truncating >y such that

r+2
O-fu qufv qu Cu qu Cv O-fu k1 Ufu ko O-fu P1 O-fu p2

vafu va O-fv Cu va Cv vakl O-kaZ vapl vapQ
2
acufu O-Cufv UCu Ucu Cy O-Cukl acukZ O-Cupl UCupQ
2
Ee _ O-Cvﬁl O-Cva O-Cvcu JCV Ucvkl O-Cvk2 vapl O-CVPQ . (315)

cam - 2
Okifa Okife Okicw Okicv Ok Okikz Okipt Okipo
2
Okofa  Okofe Oksew Okocy  Okoky Ok, Okopt Okapo
2
Opifa Opife Opicu Opicv Opikr Opike Opy  Opipo
2

[Opafa  Opafe Oprcu Opacv Opaki Opoka Opapr Op, |

3.3 Camera Ray Uncertainty

The camera ray direction corresponding to a camera pixel m is represented by a unit vector
1, which is computed directly from the camera parameters 6.,,,. These parameters are
estimated up to some uncertainty (3., ) during camera calibration, but their true values
are not known. This section deals with how such an imperfect knowledge of 0., affects
the direction of a camera ray, with the uncertainty in 1 described by a 3x3 covariance
matrix Y; representing the spread of the reasonable values that could be attributed to 1
due to X, -

As shown in Fig. 3.5, 1 is computed in three steps: First, the (distorted) image coor-
dinates m (in pixels) are mapped onto the normalized image plane (Z. = 1 mm) using
0., obtaining the projection m¢, which will be known up to an uncertainty ¥4 due
to Xg,,,. Afterwards, the lens distortion effects are corrected using 6y, resulting in the
undistorted projection m" coordinates, with an uncertainty X, arising from ¥4 and
Yo,,.- Finally, the ray direction can be computed, with its uncertainty ¥; defined by X,u.

Map to Emd Emd . Emu Z]1rn“ Compute Ei "
: nason |22 )] e | 5
Z.=1 ray
EG Zepin Correlated! Eedis Data Types
cam . . .

T D Measurand O Intermediate

Figure 3.5: Propagation of camera parameter uncertainty through the steps of the camera
ray computation.

The remainder of the section details these steps, showing how the camera uncertainties
are propagated through each of them. All the computations will be performed in the
camera frame, and the steps are the same for all pixels in the sensor. Thus, a generic
pixel m will be considered, and the frame superscript will be omitted in all variables.

3.3.1 Projection to Normalized Image Plane

In order to compute the direction of the camera ray 1 corresponding to pixel m, first
the distortions need to be removed. For this, the pixel coordinates must be projected to
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the normalized image plane in the camera frame (z. = 1mm), which is done following
the pinhole model explained in Sec. 3.2.2. Therefore, the computation is defined by the
following equation:
_Cuf1:1 + fuilnllu
m' =K'= |—cf "+ [ my (3.16)
1

where m = [my, my, 1]T corresponds to the homogeneous coordinates of pixel m, m? =

{m“f, md, 1} represents the distorted coordinates of its projection to the normalized image
plane, and K™! is the inverse of the calibration matrix defined as:

fu_l 0 _Cufu_l
K*'=|0 f!' —cft! (3.17)
0 0 1

As m does not have any associated uncertainty, the uncertainty of m9, d.e., 34,
comes from Yy, . The third coordinate is fixed, thus the uncertainty only affects the first
two, and therefore only the 2x2 sub-matrix of 3,4 contains relevant information:

a 0

g 4 Umd7nv 2
i u o o
S = |Omame 02, 0] — l m m§mﬂ (3.18)
0 0 o mmt Tme
In order to compute ¥4, the input quantity vector x4 = [fu, fys Cu, CV]T , and the
output quantity vector y,,a = {md md} are defined, and ¥g  propagated using a first

order Taylor approximation (2.17):

Yt = JmaZe,, Iima (3.19)
where the sensitivity matrix of the output quantities, J,a = gimj, is defined as:
J 4= (Cu - 7n’u) fu72 0 _fui1 0 (3 20)
" 0 (co =m) £ 0 —f7 '

From there, substituting and rearranging terms, one ends up with the following ex-
pressions for the variance of the v and v components:

Ugﬂ(f - f2< NG e, — 2duo-fucu) (3.21)
and
mv f2 (d‘?gfv + O-gv - 2dvgfvcv) <322)

with d, = C“ ™ and d, = < ;mv being the distances from m to c, respectively in horizontal
and vertical dlrectlon projected onto the normalized plane (in mm).
Similarly, the covariances are given by 3.23:

O—m{fm{,i = O—m‘ﬂ,lmﬁl ff (O_Cvcu _I_ dudvo_fvfu duo—fucv - dvo-fvcu) (323)
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Note that the computation of projected point m? only takes a subset of the camera
parameters 6., as an input, i.e., the pinhole parameters 6;,. The other subset, the
distortion parameters @4, are used in the distortion removal step. As this second step
also takes m? as an input, if 0., and O4;5 are correlated, so will m? and Oy;. In order to
take into account these covariances, X4 is augmented to form the extended covariance
matrix X7 4, as shown in 3.24:

9 -

O-mg Omdmd | Omdk; Omdky Omdpy Omdps
O mdmgd U?nf} Omdky  Tmdky; Omdpr  Omdp,
* L= [ Zmd Emd70dis‘| _ O-klmﬁ Ukﬂn{f 0'131 Ulqkz 0k1p1 Uklpz (324)
T [Pegemd Lo, Olomd  Ohymd | Ohak  Ohy  Ohopt Ohopo
g

pmd  Opimd | Opiki Opiks O, Opipo

2
Opomd  Opymd | Opasky  Opaks  Opapr Opy

where X« and Xg,_ are the covariance matrices representing the uncertainty of the pro-
jected point m? and the distortion parameters, whereas Yimd g, contains the covariances
between them.

The extended covariance matrix X7 4, is computed using the extended input quan-
tity vector x} 4 and the extended output quantity vector y; ., which are defined as

T
_ T _[d ,d oL
Xra = [fus fos Cuy Cyy K1y K2, D1, p2| and Yid = | M, my, ki, k2, pr, p2| , and the uncertainties

are propagated using a first order Taylor expansion:

n = J;kndzecam‘]-:;?d (325)

md

where the J; a4 is a simple extension of the sensitivity matrix defined in 3.20:

o [T Ou
m Ouxs  Laxa

With 0 and I respectively representing zero vectors and identity matrices.

(3.26)

3.3.2 Lens Distortion Removal

Once pixel coordinates have been mapped to the normalized image plane, the next step
in the measurement process is to correct the lens distortions using the iterative algorithm
shown in Alg. 1:
U’u
m'" = 5_1(md, Bdis) = vy (3.27)
1

where m" stands for the undistorted coordinates of m in the normalized image plane,
0! represents the iterative correction algorithm, and the input parameters 045 and m
respectively correspond to the distortion parameters and the distorted coordinates of m.
The correction step thus involves uncertainties in both m? and @45, which can be
correlated, hence the extended covariance matrix (3.24) computed in the previous step.

Y d
Mgyt

Yimd Ynd 04
= m o dis 3.28
[Eedisvmd Egdis ] ( )
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In order to compute the uncertainty of the undistorted m", the input quantity vector
Xmu = [Ug, Vg, k1, ke, D1, pg]T, and the output quantity vector y,,. = [uu,vu]Tare defined,
and X*  is propagated using 2.17:

Yo = I B0 JE (3.29)

m"

where the Jacobian Jy,u = gi—m“ describes the sensitivity of the output parameters, and

u

Ymu characterizes the uncertalinnty in the undistorted point:

U?ng O mdmd 0
0 0 0

The fact that the undistortion operation is performed using a numerical method does
not allow the derivatives to be directly obtained as defined in 2.18, so the Jacobian is
computed using the implicit approach described in 2.19. Using the distortion model in
3.7, the implicit equation ®,, is defined as:

&, = m? — m"k (uy, vy) — 8 (uy, vy) =0 (3.31)

with k& =1+ §,/m", and §,, and d; are the radial and tangential distortion coefficients.
Thus, the jacobian can be computed as:

o®,\ ' 0®,
L 32
Jin <8ymu> OXpu (3.32)

Note that following the chain rule ¥,,u can be computed directly as:

Yo = e d 50 S JILIT, (3.33)

3.3.3 Camera Ray Direction Computation

The camera ray direction 1 is defined as the 3D unit vector corresponding to the direction
of the line connecting the optical center O. and the pixel center back-projected to the
normalized image plane m", which in camera coordinates reduces to normalizing m":

m"'—-0, m"
lm* — O[] [[m"|]

(3.34)

Thus, the uncertainty of 1 only depends on the uncertainty of m", and is characterized
by the 3x3 uncertainty matrix >3, which can be obtained by propagating >.,. through
Taylor approximation using 2.17, with the input quantity vector x; = [uu,vu]T, and the
output quantity vector y; =1 =iz, iy, iZ]T'

¥ = Ji e JiT (3.35)

where X, corresponds to the uncertainty in the back-projected pixel, and J; represents
the Jacobian matrix describing the sensitivity of the system:

Oty Oy

9 Ouy  Ovy

_9Ys o, oy
Ji = x, | o (3.36)

iz Oy

Ouy Ovy
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Note that following the chain rule, the propagation of the uncertainty from the camera
parameters to the camera ray direction is reduced to the following equation:

i = JiJme JE 0B, T I I (3.37)

Although 3 fully describes the uncertainty of a camera ray, interpreting such 3x3
matrix is not very intuitive. One approach could be to consider the coverage region, given
that the shape of the output distribution is known. By definition, 1 is a unit vector, thus
in the case of small uncertainties, rather than a volume, the coverage region will describe
a surface perpendicular to the ray 1.

A more intuitive measure can be obtained by considering the uncertainty in the angle
between 1 and the optical axis Z, as it allows us to interpret the uncertainty as a change
in direction, and is represented by a single value. Such angle can be computed as:

o = acos(i- ZC> (3.38)

From there, the angular uncertainty of the camera ray can be obtained by propagation
through Taylor approximation:
Sy = Jo 0id, (3.39)
with J,,
day
Bz
Jo, = | 52 (3.40)
day
i
Note that the cosine is a clearly non-linear function with high local curvatures, thus,
if accuracy were to be required, higher order terms should be considered in the Taylor
approximation. In this thesis, this measure will only be used to interpret the results, and
it will not be used in any additional computation, restricting to >; for propagating the
uncertainties to further stages of the measurements. For this reason, only the first order
approximation of o4 is considered.

3.4 Effects on Measurements

In this section, an approach to analyze the influence of the camera ray uncertainty > on
the measurements is described, considering all system parameters except for the camera
parameters to be exactly known. Note that these measurements are not only dependent on
the camera parameters, as in the previous section, but also by the whole setup geometry.
The following figure shows a simplified sketch of the propagation of the camera uncertainty
to the measurements.

3.4.1 Normal Vector Uncertainty

The measurement of a normal fi = [y, 1y, n,]" observed in a single image pixel m = [u, v]"
is defined as:

)

=

n=

| (3.41)

=
=
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Figure 3.6: Camera ray uncertainty: effects on the measurement

where £ = [ry, 1y, rZ]T and 1 are the unit vectors corresponding to the camera and reflected
rays, as shown in Fig. 2.8.

In this first approach, T is assumed to be perfectly known, and thus the uncertainty
comes from the computation of the camera ray 1, such that the previously computed ¥;
can be propagated using 2.18:

DI PO P (3.42)

where
Ony Onx  Ong
_ | 9ny ny ny
Ja = dix  Oiy O (3.43)
On,  Ong  Ony
dix Oty O

In order to obtain a interpretable representation of this uncertainty matrix, the angular
uncertainty is considered, as has been previously done for the camera ray:

ag = acos(fl - 1) (3.44)

From there, the angular uncertainty of the surface normal can be obtained by propa-
gation through Taylor approximation:

San = JanSadh, (3.45)

3.4.2 Triangulated Point Uncertainty

Similarly, the triangulated surface point M = [M, M,, M,]" observed in m is given by the
intersection of these two rays, which is computed as the point that minimizes the squared
sum of distances to the two rays (d?):

M = argmin d* = d* + d} (3.46)
M

where d, is the distance from M to r and d? the distance from M to i, that can be found
respectively as:

d=M-Q)" - (M-Q,)—[M-Q,) -7 (3.47)
and
d=(M - 0" -(M—0,) —[M - 0,)" -] (3.48)

Differentiating d? with respect to M, and rearranging the terms an equation of the form
SM = C is obtained, then a closed form solution is given by:

M = §+C (3.49)
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where S is defined as:

S=(t-# 1) +(1-{ -1) (3.50)
and C is defined as:
C=(#-#-1)-Q +(i-i -1)- 0, (3.51)

As only the uncertainty of 1 is considered, the uncertainty in the triangulated point
can be obtained through the following first order Taylor approximation:

DIV [V I IV (3.52)

where
OMy  OMyx OMx
oV, oM, ont
N Y N Y
Im = iy Oty i (3'53)
oM, OM, OM,
iy iy 01

In order to obtain a more interpretable measure of this uncertainty, it might be inter-
esting to give it in a reference frame different from the camera frame, e.g., the object or
world frame. Assuming that the corresponding transformation is known without uncer-
tainty, the uncertainty 3y; can be propagated to Xppw

S = I Sy I (3.54)
with the sensitivity matrix Jyw obtained as:
oM™
J w = = R . 5
M aMC w C (3 5 )

where the frame transformation is defined as:

MY = R, M+ tV (3.56)

3.5 Experiments

In the previous two sections, the propagation of the uncertainty from an extended pinhole
camera calibration through the different stages of a deflectometric measurement process
has been modeled following the GUM (Guide for the expression of Uncertainty in Measure-
ments) approach. In this section, such models are used to evaluate a real deflectometric
measurement system.

For this purpose different experiments are performed:

e In Sec. 3.5.1 a 5 Mpixel grayscale industrial camera with a f=25mm lens is calibrated
using a precision calibration plate with a checkerboard pattern and the Matlab
calibration toolbox [Bou05]. The uncertainty associated to the internal parameters
is obtained by propagating the residual errors of the calibration. These values will
be used in the next experiments.

e In Sec. 3.5.2 the influence of the camera calibration uncertainty on the uncertainty
of the estimated camera ray direction is tested by propagating the uncertainties
from the first experiment.
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e In Sec. 3.5.3 the influence of the camera ray direction uncertainty on the final
measurements is analyzed, considering the effects on both, the normal vector and
the triangulated point.

Note that in all the models developed in the previous sections, a generic pixel was
considered, the uncertainty of variable = being defined as (¢, ). In these experiments the
models will be applied to every pixel in a sensor of size WxH, where W and H are the
sensor width and height in pixels. Thus the uncertainty o, depends on the sensor pixel
[u,v], resulting in a new variable u,(u,v) that represents the standard uncertainty in
x over the sensor. The mean and standard deviation of u,(u,v) will be defined as i,
and oy, . In addition, several of the considered variables consist of multiple components,
e.g., the direction vector 1 has the z, y, z components or the position vector m? has the u, v
components. The combined effects of these components are difficult to interpret from the
covariance matrix, so other equivalent variables will be defined that are easier to analyze,
e.g., the angle of T w.r.t. Z,. direction.

Finally, the GUM approach was applied to several non-linear operations, with as-
sumptions on their linearity in small regions. MCM (Monte Carlo) simulations are used
to validate these assumptions. In order to do so, the propagation of some particular pix-
els is analyzed in depth to check the validity of the first order Taylor approximations,
as well as the assumptions on the shape of the output distributions characterizing the
uncertainty. For this purpose, the measurements corresponding to each selected pixel are
repeatedly computed using camera parameters that have been randomly perturbed, by
sampling a multivariate normal distribution with a mean, and covariance equal to the 0.,
and Yy, estimated in Sec. 3.5.1. In our tests 1.0e8 repetitions were enough to ensure
the covariance matrix of the MCM data resembled the one describing the uncertainty of
the camera parameters.

3.5.1 Camera Characterization

In order to calibrate the camera, a series of 30 images of the calibration pattern are ac-
quired carefully selecting the viewpoints, such that the field of view and the measurement
volume are fully covered with different viewing angles and plate tilts. These images are
used to calibrate the camera using three variations of the distortion model: The first one
(R2&T') considers two radial and two tangential coefficients, the second one (R2) consid-
ers two radial coefficients, and the third one (R1), only a single radial coefficient. The
resulting parameters and the corresponding 30 coverage intervals are shown in Table 3.1:

Model Reprojection error Focal Length Principal point Distortion coefficients
ery(pix)  ery(pix) fulpix)  fo(pix) cu(pix) co(pix) ky ky P P2
R
k2 ooz oow g PP PRUG BT URT ooks oo -
R e

Table 3.1: Camera calibration results: Re-projection errors, estimated parameters (6. ),
and 30 coverage intervals (CI) for each distortion model.
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As can be seen in Table 3.1, the re-projection errors and the parameter’s uncertainties
are similar for the first and second model, with the first resulting in slightly better re-
projection errors and smaller uncertainties in the focal and distortion coefficients, but
higher uncertainties in the principal point. This indicates that both models are capable
of fitting the distortions up to a similar extent, which makes sense considering that for the
first model the distortion is clearly dominated by the radial distortion component, as the
tangential coefficients p; and py are close to zero. This can also be seen in Fig. 3.7, where
the contour lines show that the contribution of the tangential distortion component is 50
times smaller than that of the radial one. The third model gives higher re-projection errors
and uncertainties suggesting that the simple model is unable to fit the lens distortions as
well as the previous two.

‘Complete Distortion Model
v T
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BRSNS

Radial Component of the Distortion Model
15 7 7~
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Figure 3.7: Lens distortion induced displacements for each image pixel: The cross repre-
sents the image center, the circle indicates the principal point, and each arrow illustrates
the effective displacement of the corresponding pixel, which is also represented by the
isoline contours. From left to right: (a) Impact of complete distortion model (radial +
tangential). (b) Impact of tangential distortion model. (c) Impact of radial distortion
model.

In all three cases the re-projection errors were approximately normally distributed, as
shown in Fig. 3.8.
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Figure 3.8: Re-projection error distribution for calibration using model (a) R2&T, (b)
R2, (c¢) R1.

Figures 3.9 and 3.10 show the covariance and correlation matrices of the camera pa-
rameters for the three models. The former are the uncertainty matrices that will be used
in the remaining of the experiments, the latter show correlations between camera param-
eters. In Fig. 3.10 (a) it can be seen that in model (R2&T), the principal point and the
tangential parameters are highly correlated. This can affect the minimization step of the
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calibration, which might be the reason for the higher uncertainty of the principal point
compared to that obtained in (R2).

fx 1 fx 1 fx ;
f f f
y y y
¢ 05 c 05 c 0.5
X X X
c, 0 c, 0 c, 0
K K K
Ko 05 Ky 05 Ko 05
P P P
P, 1 p, 1 p, 1
f fy c Cy kK, K, Pyp, fX fy e Cy kK, K, Pypy fX fy c C, A S T %

Figure 3.9: Covariance matrix ¥y, corresponding to camera parameters obtained using
distortion model (a) R2&T, (b) R2, (c) RI1.
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Figure 3.10: Correlation matrix p,_ corresponding to camera parameters obtained using

distortion model (a) R2&T, (b) R2, (c¢) RI.

3.5.2 Uncertainty in the Camera Ray

The goal of this experiment is to demonstrate how the propagation model defined in Sec.
3.3 is used to estimate the uncertainties along the camera ray computation procedure, by
applying it to an industrial camera as the one employed in the setup.

An analysis is made of how the uncertainty in the camera parameters is propagated
from the calibration to the camera ray direction corresponding to each back-projected
pixel. For this purpose, the camera parameters and uncertainties estimated in the previous
experiment (Sec. 3.5.1) are taken, and the propagated uncertainties, the resulting coverage
intervals, and their variation afterward is analyzed. The obtained results will be used later
in the experiments of Sec. 3.5.3, where the influence of the camera ray on the measurement
will be considered.

Note that the camera has been calibrated with three different variations of the distor-
tion model (see Table 3.1), using the same images and the same future points, and thus
three sets of input parameters {@cam, 2., } are obtained. The uncertainties in the cam-
era ray directions resulting from such sets are compared in order to select the distortion
model that will be employed in the rest of this work. In this way, the most appropriate
distortion model for the employed camera/lens configuration will be selected.

As the uncertainties in m? and m" define the uncertainty in the camera ray, the
contributions of the pinhole and distortion parameters can be analyzed in an easier way
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in the normalized image plane (Z, = 1 mm). The normalized image plane is particularly
suitable for this analysis, as the uncertainties before and after the lens distortion correction
represent a variation of a pixel back-projected to the normalized plane measured in the
same units (mm). This will be done in Sec. 3.5.2.1. Finally, the camera ray uncertainty
is analyzed in Sec. 3.5.2.2.

3.5.2.1 Uncertainty in the Normalized Plane: Effects of Camera Parameters

In this test, the propagation models defined in Sec. 3.3 are used to estimate the un-
certainties of the pixel back-projected to the normalized image plane. Taking the same
camera from Sec. 3.5.1 as an example, the contributions of the uncertainty of pinhole
and distortion parameters are analyzed. For this purpose, the variables u,,« and u,u« are
considered, which represent the standard uncertainties of the sensor pixels back-projected
to the normalized image plane, respectively before and after the lens distortions have
been removed. Table 3.2 gives a summary of the results, indicating average value and the
standard deviation of these uncertainties for each axis (U,V).

Model Variable 0 218 () Vi axis (un)

avg. std avg. std
Upd 0.155 0.002 0.152  0.002
R2&T Upu 0.158 0.005 0.154 0.004
9 Upd 0.143 0.003 0.135 0.002
Upu 0.147 0.006 0.138 0.004
Rl Upd 0.159 0.003 0.155 0.002

Upyu 0.164 0.007 0.159 0.004

Table 3.2: Uncertainty in the normalized image plane: standard uncertainty

From Table 3.2 it appears clear that in this case, the order of magnitude of the standard
uncertainties is similar for all three distortion models, with values below 0.2pm over
the whole sensor. As a reference, note that the pixel size projected to the normalized
image plane is approximately 2 pm, thus these uncertainties represent around 10% of a
pixel size projected to the normalized image plane. The distortion model with 2 radial
coefficients (R2) results in the lowest uncertainties over the whole sensor, both before and
after correcting the distortions. In addition, it can be seen that R2&T distortion model
performs slightly better than R1. In any case, it should be noted that the differences
in the average standard uncertainty between all three models are around 0.01-0.02 pm,
which barely represents a 1% of the pixel size.

It is interesting to represent graphically the spatial distribution of these uncertainties.
These curves are shown in Fig. 3.11, corresponding to (a) the values of 0,4 and o,,s over
the pixels in a row, and (b) 0,,4 and o,y for the pixels in a column.

With the aim of understanding the joint effects of the uncertainties in each axis, their
corresponding standard coverage regions can be considered. Following the procedure
explained in Sec. 2.4.1, the uncertainty matrices are used to obtain the standard coverage
ellipses for every back-projected pixel, computing the corresponding halve-length of the
major (77) and minor (ry) axes for each of them, before and after the correction of the
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Figure 3.11: Standard uncertainties of the pixels back-projected to the normalized image
plane: (a) standard uncertainties in the u coordinate. (b) standard uncertainties in
the v coordinate. The dashed lines correspond to the uncertainty before the distortion
correction, respectively o, and 0,4, and the solid lines correspond to the uncertainty
after the lens distortion compensation, respectively o,,» and 0,,:. The color of the line
represents the employed model.

distortions. In order to describe these coverage regions with a single number, the radius
of the corresponding circle with equivalent area (7, = \/7173) is considered in Table 3.3.

R2& T R2 R1
Variable avg. std avg.  std avg. std

rpd(pm)  0.232  0.002 0.210 0.003 0.238 0.003
" (pm)  0.237  0.005 0.216 0.006 0.244 0.007

Table 3.3: Summary of the standard coverage regions for m¢ and m" along the sensor,
measured as the radius of circle with area equal to the standard uncertainty ellipse (7).
For every distortion model, the average radius and its range of variation are computed
over the whole sensor area, before (rd) and after (r%) the distortion correction.

As can be seen in Table 3.3, for all distortion models the average radius of the standard
coverage region is larger than the standard uncertainty in the individual coordinates: the
standard uncertainties for each coordinate where around 0.14-0.16 pm, and the average
of the mean radius of the coverage ellipse is around 0.21-0.24 pm. The range of the
variation over the sensor is also incremented similarly. This shows the effects of the joint
uncertainty of both coordinates. In any case, the analysis of the coverage regions shows
similar findings to those of the individual coordinates: the model corresponding to
two radial distortion components (R2) exhibits the narrowest coverage regions,
and the uncertainty is dominated by the pinhole parameters.

Fig. 3.12 shows the spatial variation of the average coverage interval radius 7, for
both distorted and undistorted coordinates, for each distortion model. The color code
represents the size of the coverage region, with brighter colors meaning larger regions.
Note that in order to highlight the structure of the spatial variation, the color scales



3.5 Experiments 41

have been normalized for each map, thus in order to compare different maps one needs
to carefully pay attention to the corresponding colorbars. As can be seen, the coverage
regions are expanded as they get further away from a minimum uncertainty point around
the principal point (indicated by the green cross). This location of minimum uncertainty
is different for each model, and in all cases it is shifted towards the principal point after
compensating distortions, which makes sense considering that the distortions are lowest
at this location.

0 0.22
0.24
E ’;j\ E\ 0.245
A A 0.215 3
w H/2 0235 4 H/2 2
o i o 0.24
7 7 fé
> > 0.21 =
0.23 - 0.235
W/2 0 W/2 W W/2
U axis (pix) U axis (pix) U axis (pix)
?_ﬁ' 0.25 0.23 5 0.26
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:—j H/2 0.24 0.22 E H/2 0.25
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> > 0.24
0.23 0.21
W/2 0 W2 W W/2
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Figure 3.12: Average radius (7;,) of the standard coverage ellipses corresponding to pixels
back-projected to the normalized image plane. The first row corresponds to the uncer-
tainties in the distorted coordinates, the second one to the undistorted ones. From left
to right, the results correspond to the distortion model with (a) 2 Radial and Tangential
terms. (b) 2 Radial terms. (¢) 1 Radial term. The color code represents the size of the
coverage region measured in pm, with brighter colors meaning larger regions (scales have
been normalized for each map). In each figure, the principal point location is indicated
with a green cross.

Monte Carlo simulations are used to validate the obtained results following the pro-
cedure described in Sec. 3.5. The distribution of the coordinates resulting from the back-
propagation perfectly matched the one described by the Taylor approximation (by several
orders of magnitude beyond the significant digits) for all tested pixels with every distor-
tion model. The results for the MCM test for a pixel with maximum uncertainty (upper
right corner) are shown in Fig. 3.13 and Fig. 3.14, the other results were similar.

3.5.2.2 Uncertainty in Camera Ray Direction

The goal of this experiment is to demonstrate how the propagation model defined in Sec.
3.3 is used to estimate the uncertainties in the camera ray 1. The uncertainty matrix 3;
is computed using 3.37 for every camera pixel, obtaining the variable u; representing the
standard uncertainties of the camera ray over the sensor. The results are summarized
in Table 3.4, where the average and the standard uncertainty of u; are shown for every
component of 1.
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Figure 3.13: Validation of uncertainties in the normalized image plane: Monte Carlo trial
results for the back-projected pixel without distortion correction. The histograms show
that the distribution of the independent coordinates predicted using GUM matches the
one obtained from the MCM test. The ellipsoid plot shows that the standard, p=0.95, and
p=0.99 coverage regions arising from the combination of these uncertainties also agree.
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Figure 3.14: Validation of uncertainties in the normalized image plane: Monte Carlo
trial results for the back-projected pixel after distortion correction also validate the GUM

results.

Model Hug, (pm)  Oug, (pm)  Hug, (pm)  Oug, (pm)  Hug, (pm)  Fuy, (pm)
R2& T 0.152 0.005 0.150 0.009 0.027 0.052

R2 0.142 0.007 0.134 0.006 0.025 0.049
R1 0.158 0.009 0.154 0.005 0.028 0.055

Table 3.4: Spatial distribution of the uncertainty in the camera ray 1 over the sensor.

As can be seen in Table 3.4, using distortion model that considers two radial terms
(R2) results in the lowest uncertainties, which is logical considering that it resulted in the
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smallest uncertainties in the back-projected pixel (recall Table 3.3).

A further simplification can be achieved by considering the uncertainty in the angle
between the camera ray and the optical axis, so as to evaluate the uncertainty with a
single value (3.39). Table 3.5 shows the results for every distortion model:

Model i, (mrad) oy, (mrad)

R2&T 0.154 0.003
R2 0.142 0.005
R1 0.160 0.004

Table 3.5: Spatial distribution of the angular uncertainty u,, of the camera ray 1 over the
Sensor.

The following figures show the spatial distribution of the angular uncertainty over the
sensor. As previously shown, the minimum uncertainty is found towards the center of the
image, and increases radially to the corners, and it is smaller for the R2 model.
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Figure 3.15: Standard angular uncertainties »,, measured in mrad, for the camera rays
over the sensor of size WxH. From left to right, the maps corresponding to models R2&T,
R2, and R1.

Similar to the procedure followed in the normalized image plane, the propagation for
a series of pixels is analyzed in depth using Monte Carlo simulations. For every employed
distortion model, the obtained distribution perfectly matches the one described by the
Taylor approximation. Fig. 3.16 shows the results for the pixel with maximum uncertainty
(right upper corner), the others being similar.

The distribution of the results of the Monte Carlo trial show that, under the as-
sumption that the uncertainty in the pinhole parameters follows a multivariate normal
distribution defined by ¥g ., the camera ray vector also follows a multivariate normal
distribution. Furthermore, the standard deviation of such distribution matches the stan-
dard uncertainty obtained by propagating uncertainties through Taylor, validating the
first order approximation under this uncertainty level.

3.5.3 Uncertainty in the Measurements

In this section, the influence of the camera parameter uncertainty on the measurements
is analyzed. First the uncertainty of the normal is calculated, and then the uncertainty of
the triangulated point. At this point, the camera description is not enough to determine
these uncertainties, as they also depend on the reflected ray direction that is defined
by the geometrical arrangement of the setup. For this reason, all the experiments in
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Figure 3.16: Result of the Monte Carlo trials and theoretical error propagation in the
components of 1 (o, 0;,,04,) for the maximum uncertainty pixel show agreement in the
uncertainty of the independent coordinates and the angle with respect to the optical axis.

this section are based on the setup available at our laboratory, taking into account only
camera parameter uncertainties, 7.e., assuming all the rest of parameters of the setup
are perfectly known. In this way, the observed LCD pattern points and corresponding
reflected rays () can be obtained from the geometry of the setup for each camera pixel,
and the camera ray uncertainties from Sec. 3.5.2 are used in order to compute the final
measurement uncertainties.

3.5.3.1 Measured Normal Uncertainty

In order to calculate the normal uncertainty, equation 3.42 is evaluated at every camera
pixel, and the obtained uncertainties 35 are propagated to the corresponding angular
uncertainty of the normal using 3.44. The following figures show the distribution of the
uncertainty in the estimated surface normal vector for each camera pixel:

0.072 0.082
= w
0078 & or B 0.08
-4 4
0.076 % - 0.078
> g
0.074 0.076
0 W/2 W W/2 W/2
U axis (pix) U axis (pix) U axis (pix)

Figure 3.17: Standard angular uncertainties ¥, measured in mrad for the normal vectors
estimated over the sensor of size WxH. From left to right, the maps corresponding to
models R2&T, R2, and R1.

The following table summarizes the results shown in the previous figures:
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Model i, (mrad) oy, (mrad)

R2&T 0.0757 0.0014
R2 0.0677 0.0013
R1 0.0776 0.0013

Table 3.6: Summary of uncertainty tests for fi: the angular uncertainty of the estimated
normal vectors

These results were validated using MCM simulations showing an agreement with the
uncertainties propagated using GUM, as shown in 3.18. The results confirm that R2 is
the model with the least uncertainty in the measured normals, which are smallest around
the image center and increase radially to the corners of the image.
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Figure 3.18: Result of the Monte Carlo trials and theoretical error propagation for the
normal vector i measured in mrad corresponding to the pixel with maximum uncertainty.
The histograms show the agreement of the GUM results with the MCM simulations in
the uncertainty of the coordinates of fi and the corresponding angle (ag) with respect to
the camera ray.

3.5.3.2 Triangulated Point Uncertainty

In order to calculate the uncertainty of the triangulated point, equation 3.52 is evaluated
at every camera pixel, obtaining the corresponding covariance matrices ¥pw. Table 3.7
summarizes the results, showing the average and standard deviation of the standard
uncertainty in each coordinate over the sensor.

Model  ju, (nm) oy, (0m) g, (im) oy, (0m) gy, (im) oy (1m)

R2&T 28 2 32 ) o4 7
R2 26 2 28 4 48 6
R1 29 2 32 5 56 7

Table 3.7: Summary of uncertainty tests along the sensor for M"Y, measured as the
mean (/) and standard deviation (o) of the standard uncertainty of the triangulated po-
sition coordinates (o4, 0y, 05,), With u, = oyw (u, v), uy = opy (u, v), and u, = oy (u,v).
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In order to facilitate the analysis, the coverage intervals are computed. Assuming
that the uncertainty follows a multi-variate Gaussian distribution, the coverage region
is described by an ellipsoid, whose principal axes (vy, Vme, Vi) correspond to the
eigen-vectors of Xy and the length of the axes are given by the corresponding eigen-
values (Am1,Am2,AMm3). In this way, the 3x3 matrix can be reduced to three parameters:
unin = VA, Uz = Ve, and uvs = v/ Aus, that are the standard uncertainties of the
triangulated point in such directions. In our experiments, the smallest eigenvalue was
always close to zero, meaning that the uncertainty is described by a plane almost perpen-
dicular to the direction of the camera ray 1, as shown in Fig. 3.19. This allows a further
simplification, as the radius of the corresponding circle with equivalent area (7, = \/7172)
can be used to describe the coverage region with a single number. Figs. 3.20(a)-(c) show
the radius of the coverage region for the surface point observed in each camera pixel.
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Figure 3.19: Standard coverage region for the triangulated point M corresponding to a
pixel close to the lower left corner of the image. The left side shows the oblique elliptical
surface describing the coverage region arising from the uncertainty in the camera ray
direction 1. The right side depicts the plane of the ellipse. In both drawings the red cross
corresponds to M and the green lines correspond to the major (r;) and minor (ry) axes
of the ellipse.

The following table summarizes the results shown in the previous figures:

Model i, (pm) oy (pm)  pir, (pm) oy, (m)  pp, (nm) 0y, (M)

R2&T 96 6 41 3 63 2
R2 86 6 38 3 o7 2
R1 99 7 43 3 65 2

Table 3.8: Summary of uncertainty tests for M": the standard coverage region of the
triangulated point is described by a elliptical plane with major and minor axes r; and rs.
r, corresponds to the radius of the circle with equal area, allowing us to compare the size
of the coverage regions with a single variable.
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Figure 3.20: Average radius (rp,) of the standard coverage ellipses corresponding to the
triangulated points M™ for every image pixel. The color code represents the radius of the
coverage region measured in pm, with brighter colors meaning larger regions (scales have
been normalized for each map). In each figure, the principal point location is indicated
with a green cross. From left to right, the results correspond to the distortion model with
(a) 2 Radial and Tangential terms. (b) 2 Radial terms. (c¢) 1 Radial term.

The results were validated using MCM simulations, which agreed with those obtained
through GUM. The results for the MCM test for a pixel with maximum uncertainty (right
upper corner) are shown in Fig. 3.22 and Fig. 3.21, the other results were similar.
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Figure 3.21: Monte Carlo results: histograms corresponding to the coordinates of the
triangulated point M"Y observed after 1.0e8 MCM iterations. In these graphs the y axis
represents the pdf (probability of the random variable falling within a particular range of
values), and the x axis shows the corresponding coordinate, indicating the mean p (best
estimate) and the edges of the symmetric 95% coverage interval u-20 and p+20 estimated
from the observations. As can be seen in the figures, both distributions agree.

These results confirm that R2 is the model with the least uncertainty in the trian-
gulated points, which is smallest around the image center and increases radially to the

corners of the image.
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Figure 3.22: Monte Carlo results confirm the std, 95%, and 99% elliptical coverage regions
arising from the combination of the individual coordinate uncertainties also agree.

3.6 Chapter Conclusions

This chapter has analyzed the influence of the camera calibration uncertainty on deflec-
tometric measurements using the extended pinhole camera model.

First, we model the propagation of the uncertainty from the calibrated camera pa-
rameters to the camera rays, considering the uncertainties in each intermediate operation.
These uncertainties can be used to identify the parameters that most affect the measure-
ments and also to select the distortion model. The uncertainty model can also be used
to obtain an estimate of how these uncertainties affect the measured normal vector field
and the triangulated surface.

Afterwards, several experiments are performed using the uncertainty model in the
setup in our laboratory. Three different variations of the distortion model are considered,
which correspond to a radial distortion with a single coefficient (R1), radial distortion
with two coefficients (R2), and radial distortion with two coefficients plus two tangential
distortion coefficients (R2&T'). The following list outlines the main findings:

e The R2 model results in smaller uncertainties in the camera rays, although it should
be noted that they are of the same order of magnitude for the three models (0.14 —
0.16 mrad). The resulting uncertainties in both the surface normal and triangulated
surface also follow this relation, with standard uncertainties close to 0.07 mrad in
the normal vectors and 50 pum in the z coordinate of the triangulated points, for an
approximate field of view of 200 x 140 mm.

e The variation of these uncertainties over the sensor is relatively small, with a stan-
dard deviation one order of magnitude smaller than the average uncertainty.

e The analysis of uncertainties in the normalized image plane shows that the pin-
hole parameters have a higher influence than the distortion parameters. Among
the pinhole parameters, the principal point has a higher influence than the focal
distance.

Regarding future lines, several lines of work can be proposed:

e All the experiments have been performed with a particular camera and lens. In order
to generalize the drawn conclusions, it would be necessary to repeat the experiments
with a wider of range of camera and lens combinations.
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e Although the analysis of the camera ray uncertainty only depends on the employed
camera, the uncertainties in the final measurements also depend on the setup geome-
try. It would be interesting to extend this work to also include the setup parameters,
or at least to consider several variations of the setup.

e Environmental disturbances typically present in industrial scenarios have not been
taken into account. Further works should consider the effects of temperature varia-
tions, changing lightning conditions, and mechanical vibrations of the setup, among
others.

e This work has focused on the extended camera pinhole, it would be interesting to
do the same for other camera models for comparison purposes.
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Chapter 4

Influence of the Screen Model on
Measurement errors

4.1 Introduction

In the previous chapter, the uncertainties associated to the camera rays and their effects
on deflectometric measurements have been investigated by considering the pinhole model
calibration uncertainties. This chapter concentrates on the reference structures observed
by these rays, focusing on the measurement errors arising from inaccurate assumptions
on the LCD screen model.

In deflectometric measurements, the camera observes a reference structure displaying
spatially coded patterns through their reflection on the surface under inspection (SUT).
The spatial coding provides correspondences between image locations and observed pat-
tern locations that constrain the shape of the reflecting surface. Although different deflec-
tometric techniques exploit these correspondences in different ways, they are all affected
by errors of the observed feature point locations up to some extent.

The most commonly used pattern coding strategy is based on the observation of mul-
tiple sequences of phase-shifted sinusoidal fringes, which has been called Phase Measuring
Deflectometry (PMD) [KKHO04]. In this approach, the phase of sinusoidal patterns pro-
vides a dense encoding of the reference plane, with the advantage that if the period of
the sinusoids is chosen correctly, their phase is insensitive to the blurring caused by de-
focussing. This is very useful considering that the camera can not be usually focused on
the surface and on the pattern simultaneously [HRW13].

Early work by Knauer et al. [KKHO04] analyzed the physical limitations of PMD by
considering an ideal deflectometry setup operating at the diffraction limit. They show that
there is an uncertainty relation that couples the uncertainty of the slope measurement
with the uncertainty of the measured position on the surface and the uncertainty of the
decoded phase. However, in practical implementations with LCD screens there are other
issues that also need to be taken into account [PFT13].

LCDs are considered suitable for generating accurate reference structures because
they are manufactured to very high precision using lithographic techniques. Based on
this premise, many works consider an LCD as an ideal device that generates 2D light
patterns with characteristics close to a Lambert radiator. As shown in Fig. 4.1, an LCD
screen is a complex structure composed of several transparent layers on top of the light
source, including a liquid crystal layer, glass covers, polarizers, color filters, or diffusers
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[YW14], and there are a series of factors that lead to deviations from an ideal pattern
generator.
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Figure 4.1: Sketch of an LCD display device [Wall4].
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“cell”

On the one hand, there are several photometric distortions and noise sources that
contribute to the phase uncertainty introducing high-frequency errors in the measure-
ments. These effects can originate from the discrete nature of the LCD panel structure
itself, e.g., it has been shown that the fill factor of the screen pixels [PT05] or their size
[XGJ18] influences the measurement uncertainty. The influence of non-linear brightness
curve of the screen due to gamma correction has also been studied by several researchers
[FPT10, Rapl12, PFT13]. These works show that the use of phase shifting algorithms
can alleviate the effects of these non-linear errors [Rapl2|, particularly for LCDs with
IPS technology [FPT10]. However, if color displays are used to generate grayscale pat-
terns, the different luminance of the three color sub-pixels of the screen and the spectral
sensitivity of the camera can still cause considerable phase errors [PFT13]. The noise
introduced by the camera and the microstructure of the observed surface are another
source of high-frequency errors [HRW13, FPT16, PBKB19].

On the other hand, several authors have pointed out that low-frequency errors are
introduced by two common simplifications in the employed screen model [PT05, PFT13,
BNP*18]. The first one consists in assuming a planar screen. The structure of the screen is
not a rigid body, as it possesses a certain degree of flexibility that results in deformations
in the order of 1 mm. Furthermore, Bartch et al. showed that such deformations are
influenced by temperature as well as gravity and physical stress [BNP118]. If these
deviations from planarity are not taken into account, the conversion from pixel coordinates
to metric 3D coordinates will introduce systematic errors in the measurements. The
second one consists in ignoring the refraction generated in the transparent layers. The
transparent layers generate a shift in the observed pattern, as the light-path is bent
because of the refraction that the light suffers at the boundary between different materials.
If these shifts are not taken into account, and one assumes that the incoming light-path
follows a straight line, there will be additional systematic errors in the 3D coordinates of
the observed reference point.

Fortunately, the phase uncertainty arising from high-frequency errors can be mitigated
with an appropriate selection of the pattern coding strategy [Rap12, HRW13, WYY *15]
and careful setting of the screen and camera adjustments [FPT10]. In contrast, there
are still open questions regarding how to compensate for the low-frequency errors and the
effects of not compensating. Note that these errors are independent from the decoding un-
certainty and influence both the calibration procedure and the measurement procedure.
Still, and despite the calibration being commonly considered as the current limitation
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of deflectometric techniques [HFOE13, HIZA18], only few works have attempted to in-
clude these LCD model errors into the calibration procedures. Bartch et al. published a
method that accounted for the non-planar display shape [BKB19], showing that a poly-
nomial model for the display shape significantly reduced systematic measurement errors.
However, the deflectometric setup employed in this work includes a confocal sensor, which
would considerably increase the price of the measurement system. Other works have been
proposed with simpler setups, e.g., [OH14, PT05], but they do not fully detail the em-
ployed procedures.

The aim of this chapter is to analyze the influence of these low-frequency errors on
the measurements performed on an Active Reflection Grating Photogrammetry setup
[PTO05]. Instead of approaching this analysis using uncertainty propagations as in Ch. 3,
a simulation based approach is followed to investigate their effects on the final measure-
ments, because the errors are systematic and depend strongly on the employed setup.
The simulations will be based on the setup available in our laboratory.

The rest of the chapter is divided as follows. In Sec. 4.2, the measurement model is
described considering the different measurement errors. In Sec. 4.3 the screen employed in
the experimental measurements of Sec. 4.4.1 is characterized. In Sec. 4.4.2 several simula-
tions are performed considering each error source independently as well as in combination
with the others. Afterwards, the simulations will be compared to real measurements.
Finally, the chapter ends with the conclusions and future lines in Sec. 4.5.

4.2 Measurement Model

Active Reflection Grating Photogrammetry[PT05] is a deflectometric technique proposed
by Petz et al. [PT05]. In this approach, the height-angle ambiguity (see section 2.5) is
solved by moving the LCD to at least two positions while maintaining the camera and
the SUT steady, as shown in Fig. 4.2. In this way, for an image pixel m observing the
surface point M, the direction of the reflected ray t is defined by the two decoded screen
points Q, and Q,. From there, the surface normal vector n direction can be estimated
as the half vector between the estimated f and the camera ray 1, and the 3D location can
also be estimated using triangulation.

Figure 4.2: Reflection Grating Photogrammetry measuring principle: A surface point M
and its normal vector n are defined by the intersection of the incident and reflected rays.

In the remainder of this section, the measurement procedure is described together with
the errors introduced in each step.
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4.2.1 Light-map computation

In this section we describe how the light-map is estimated, i.e., the correspondences
between the camera pixels and the observed LCD locations. The first subsection deals
with the sinusoidal encoding of the screen positions is described and the second focuses
on the algorithms employed for their decoding.

4.2.1.1 Spatial Encoding Using Sinusoidal Patterns
Sinusoidal patterns encode the coordinates of each screen pixel p; = [uy, v;]7 in their phase.
Usually two phase maps ¢, and ¢, are employed for the absolute spatial coding of the

pattern:

27 27

7w bp (ur, 1) = = (4.1)

Gu (ur, vp) = 7

where L is the pattern period.

The intensity I; of a displayed pattern is:
]l§ (ul, UZ) =A (1 + cos (Pf (ul, Ul))) (42)

where ¢ is the intensity of the displayed pattern corresponding to a particular direction
¢ €u,v], A is half the peak-to-valley amplitude and P is the phase value that encodes
the screen location.

4.2.1.2 Phase Map Decoding

In order to recover a phase map, phase shifting methods require displaying a series of
N patterns of the same wavelength but shifted by 27 /N [SB06]. The intensity I of the
captured images is described by:

I{i (Ua Uc) - ]avg + ]pv COs (gb{ + 52) (43)

where I¢; represents the ith image intensity at camera pixel p. = [u,, v.]”, when a pattern
encoding the coordinate ¢ is displayed on the LCD screen. I, is the average intensity,
and I, is half the peak-to-valley intensity modulation, ¢; is the phase shift, and ¢, is the
phase of the observed pattern point, defined as:

2
¢§ (UC7 UC) = fﬂ-lr (um Uc) ; (44)

where L is the period of the sinusoid on the LCD and I, is the mapping from the camera
to the screen.
The phase is extracted from the images:

—yN I sm(ai)> (4.5)

. -1
o) =t (S

It has been found that uncertainty of the decoded phase can be sufficiently approxi-
mated by a normal distribution, which depends on the number of employed phase shifts
(N), the the average intensity I, and contrast I,, of the captured patterns, and the
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signal to noise ratio of the camera [HRW13]. In order to reduce the uncertainty of the de-
coded screen locations, it is desirable to employ patterns with the smallest possible period
that provide “enough” contrast in a particular type of surface [KKH04, HRW13]. In most
cases, such an optimal pattern period is smaller than the screen length, and the decoding
process will result in ambiguities due to the 2 modulus operation inherent to sinusoidal
functions. This is known as the phase-wrap problem, and it can be solved by using an un-
wrapping method to find the fringe order corresponding to each phase value [GP98]. The
resulting phase-map will extend the original 0 — 27 range, such that there is no ambiguity.

In this work we employ a hierarchical multi-frequency unwrapping method based on
[Zha09], which consist in acquiring a sequence of K phase-maps with different periods
in decreasing order (following an exponential sequence). The coarsest one ¢; must be at
least as wide as the LCD screen, so that no phase-wraps are present in it. The finest one,
¢k, will be the one that will actually be used for the measurements. The first unwrapped
phase ®; is obtained as:

(I)l (um Uc) = (bl (ua Uc) (46)
The rest of the phase-maps @}, are successively unwrapped using the information from
the previous one as shown in eq. 4.7, until the phase-map with finest period is decoded:

Dy (e, Vo) = Gp (Ue, Vo) + 2wmy, (Ue, V) (4.7)

where the fringe order my, is computed using the previous unwrapped phase map ®5_;
and the actual wrapped phase map ¢y

Mq)kfl (um Uc) _ (bk (ua vc)
2w 2

My (Ue, Vo) = (4.8)

where [ ] represents the Round function, M is the ratio between the period of two
consecutive phase maps.
From the unwrapped phase-map a one to one mapping l,, : N> — R? is obtained from

every camera pixel m to the center of the observed screen area observed in it g = [¢?, qﬁ]T
This mapping is called a light-map and is given by:
L L
lpx(uca Uc) - 7q)u(ucy Uc)a 7(1)1) (UC, 'Uc) (49)
27 2T

Each decoded pattern location qP will be affected by the high-frequency errors caused
by radiometric noise, non linearity of screen and camera, fill factor and color sub-pixels of
the screen pixels, etc. However, modeling these errors is out of the scope of this work and
only a general uncertainty will be considered, assuming a zero-mean normal distribution
independent for each pixel, such that:

q"=q" +0qp, g RN(0,04) (4.10)

where g” is the true location of the observed LCD location.

4.2.2 Pattern to 3D Location

Each decoded point P is a 2D location in the pattern frame given in pixels. In this step, a
conversion to the corresponding 3D location on the LCD frame in mm (Q?) is performed.
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If a planar screen model is assumed, with square pixels of size sq, then the mapping
function becomes trivial, denoted  f, in 4.11:

a
Q =:/p(d") = |&] - Sia (4.11)
0

Many researchers have pointed out that an LCD screen is actually not perfectly flat,
a fact that is also corroborated in our experiments in Sec. 4.3.1. Thus, using ,f, will
introduce a systematic error dspqpe on Q°. Besides this, the error due to the refraction
(Orefract) has to be taken into account. The refractive layers of the LCD screen generate
a shift in the observed pattern points due to the refraction that the light suffers at the
boundary between different materials. Therefore, a decoded pattern point Q* will not lie
on the reflected ray we want to estimate. These errors can be modeled as:

Qs = QS + 5shape + 6refract (412)

where Q” is the true location of a point on the reflected ray r.

4.2.3 Computing the Reflected Ray

The reflected ray direction is obtained from the line connecting the points obtained from
the screen in two positions, namely Q' and Q3%. These points have to be transformed
to a common frame, the camera frame. For this purpose the geometric relation between
each screen and the camera frame need to be calibrated in advance. This is referred to as
extrinsic calibration and will be explained in the following section.

po D@ (4.13)
Q3 — Qfl|
Q= R QI +.t5, =12 (4.14)

where (R and .tg are the rotation and translation between the camera and the LCD in
the ith position.

Note that the points Q' and Q3? contain errors caused by both the high-frequency
errors of the decoded light-map as well as the low-frequency errors corresponding to the
non-planar shape and refraction. In addition, the errors and uncertainty of the extrinsic
parameters and the positioning uncertainty of the linear stage will also contribute to the
errors in these points.

4.2.4 Extrinsic Calibration

The concept is similar to camera calibration: a known pattern is displayed on the screen
and captured by the camera, obtaining a set of 2D-3D correspondences that allows the
position and orientation of the LCD screen relative to the camera to be estimated by
fitting a homography between these correspondences and the previously calibrated internal
camera parameters 6.,,. However, the camera does not usually have a direct view of the
screen, and a first surface mirror is used to view it indirectly [KKHO04]. Therefore, the
obtained extrinsic parameters R, and .t5, correspond to a virtual reflected screen.

Vs cUvs;
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In order to recover the pose of the “real screen” it is thus necessary to take into account
the transformation corresponding to the reflection through the mirror. For this purpose,
it is necessary to find the reflection plane m, = ax + by + cz + d = 0. The pose of the
mirror with respect to the camera (.t¢, and .R,)) can be obtained using marks embedded
on the mirror [KKHO04]. Alternatively, if the mirror has no embedded marks, the reflection
plane can be estimated using a calibration plate placed on top of the mirror [FYO07]. If
the calibration plate and the mirror are assumed to be perfectly flat, and thus parallel
planes, only the plate thickness needs to be compensated for. In any case, the obtained
pose defines the reflection plane, with its normal vector n, = [a, b, C]T being equal to the
Z axis:

0
n =2, =R, [0 (4.15)
1
and the distance to the origin d is computed as:
d=—t5 -n, (4.16)

Once the reflection plane is known, the real pose of the screen can be recovered using
the Householder transformation [Str05]:

R, =(I-2nn") R, (4.17)
A5 = (T—2nn,") te, — 2dn, (4.18)

Note that the estimated pose will contain errors originated from the non-planar shape
and refractive layers of the screen, and also from the uncertainty of the decoded pattern,
the reflection plane estimation, and the camera calibration.

4.2.5 Normal Vector and Triangulated Point Computation

Finally, the normal vector fi and the triangulated point M are calculated as explained in
Sec. 3.4:

=)
)

n= T (4.19)
M=S*C (4.20)
where S and C are the variables defined previously in 3.50 and 3.51 as
S=(¢-# 1) +(1-1" - 1) (4.21)
and
C=(t-#-1)-Q +(i-f -1)- 0, (4.22)

4.3 Screen Characterization

In order to simulate the effects of the low-frequency errors due to the refraction and non-
planar shape of the screen, first it is necessary to quantify the model errors from a real
LCD screen. The experiments performed for such purpose are described in this section.
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4.3.1 Screen Shape

In order to analyze the effects of the non-planarity of the screen, the shape of the front
surface of the LCD screen was measured using a coordinate measuring machine (CMM).
The LCD was unmounted from the deflectometry setup and set lying on the CMM table
with its Z axis pointing upwards. A grid of 3D points was acquired with a sampling rate
of Imm. The measurements are performed in a local coordinate system, which we choose
to align to the screen frame: the origin Oy is located at the center of the screen, with the
X axis being parallel to the horizontal edge of the screen and positive towards the right,
the Y axis being parallel to the vertical edge of the screen and pointing downwards, and
the Z axis being perpendicular to the XY plane pointing outwards from the front screen
surface. The resulting surface can be seen in Fig. 4.3
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Figure 4.3: Shape of the LCD screen measured using a coordinate measuring machine.

The deformation of the screen is assumed to be smooth, enabling the front surface to
be characterized with a continuous function that is approximated locally by fitting the
points to a piecewise bi-cubic B-spline:

2= Si(z,y) =) ciyd(@)y(y) (4.23)

i=0 j=0

where c is the coefficient array (knot sequence) and ¢(z) and v(y) are the basis functions
of the splines.

Note that the shape of the LCD screen will change once it is mounted back in the
deflectometry setup due to gravity and physical stress [BNP*18]. Therefore, the measured
shape is only an approximation of its real deformation, and although it is useful for
simulation experiments, it should not be used to correct the measurements.

4.3.2 Refractive Layer

Petz et al. [PTO05] proposed that the layer structure of an LCD screen can be modeled
as a single transparent layer, as most of the refraction occurs in the glass substrate (the
other layers are of negligible thickness). In [Pet06] the author presented a method to
compensate for the refraction effect and showed that the single layer refraction model
can improve the measurement accuracy, but the thickness and refraction index need to
be known; these parameters are not usually available from the manufacturer. In [PFT13]
the authors mentioned that it is possible to estimate both parameters experimentally
using a pattern composed of nine circular markers, eight of which are attached to the
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front surface of the screen and an additional one displayed on it. They used a camera to
observe the pattern from different angles and obtain the unknown parameters from the
displacement of the displayed marker with respect to the attached ones. As the article is
not focused on this method, they do not go into detail: they do not explicitly state the
involved equations, nor how they solve them, and they do not show any analysis of the
results either. For this reason, we proposed a method [MIA17] to estimate the thickness
and index of refraction of the single layer model corresponding to an LCD screen.

Inspired by [PFT13], our method relies on displaying a series of feature points on the
screen and observing them from different directions, but instead of analyzing the relative
shift, the light-path corresponding to each observation is considered. For this purpose, first
the LCD screen is measured with a CMM as explained in the previous section, obtaining
the shape of its front surface. Afterwards, without moving the screen, a calibration plate
is attached to the LCD to provide a visual reference between the measured front surface
of the screen and the scene observed by the camera. Then, a series of feature points are
generated by displaying a chessboard pattern on the screen, and a camera observes them
from different directions at an approximate distance of 600 mm. The calibration plate
and the displayed pattern can be seen respectively in the red and blue rectangles in Fig.
4.4 (a).

n2 0.

P2

Figure 4.4: (a) Front and back surface feature points. (b) Sketch of the method to estimate
the refractive layer parameters.

Note that each of the displayed feature points is observed multiple times through
different light-paths, as shown in Fig. 4.4 (b). The light path corresponding to each
observation of a feature point M is composed of two line segments: the incident ray i,
connecting the optical center of the camera with a point on the front surface P;, and the
transmitted ray t;, which connects P; with M. The relative pose between the camera and
the LCD screen is obtained using the calibration plate, and the location of P; is calculated
as the intersection of the observation ray i; with the front surface model. Since i;, P;,
and the surface normal n; are known, the location of a feature point M only depends
on the unknown model parameters of the refractive layer, the index of refraction n and
thickness d, which are estimated by minimizing the error of the estimated location M for
each observed feature point.

Several simulation experiments were performed showing that the method converged
to the right values. However, in real experiments minimization errors were too large and
the algorithm got stuck in local minimums dependent on the initial values of n and d. We
suspect that this might be related to errors in the pose estimation of the cameras, as the
calibration pattern might have not been aligned to the XY plane of the LCD frame due to
the its non-planar shape. For this reason, typical values for screen cover glass (n = 1.52
and d = 1mm) are adopted for the simulations.
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4.4 Measurements

In this section, we want to investigate the effects of the employed mathematical model of
the LCD screen on the measurements. For this purpose, we will consider the measurement
of a planar mirror using the setup in our laboratory, comparing the measurement errors in
real measurements with simulations of different error sources, mainly focusing on the low-
frequency errors introduced by the non-planar screen shape and refraction. Additionally,
some tests will also consider high-frequency errors in the decoding process.

The test surface consists in a planar first surface mirror with a flatness of 4-6 A,
and it is used for both system calibration and measurements. In order to analyze the
measurement errors, the angular error of the normals (angle of fi with respect to Z,,) and
the distance of the triangulated points to the Z=0 plane will be considered.

The employed setup consists of a camera (the one used in the previous chapter), an
LCD screen (the one characterized in the previous section), and a linear stage to move the
screen to two positions. Their geometric arrangement is shown in Fig. 4.5. The camera
observes a planar mirror at a distance of 400 mm and an angle of 17.25° with respect to
the mirror’s Z axis (principal ray), and the screen is placed approximately symmetrical
with respect to the mirror’s 7 axis at distances of 256 mm and 379 mm respectively.

400

200

-200 .
-100 _2p0 X axis

200 100 0
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Figure 4.5: Scheme of the measurement setup. The involved reference frames are repre-
sented by the colored arrows, with red, blue, and green arrows indicating respectively the
X, Y and Z axes.

With this setup, not all the camera pixels observe the pattern reflected on the surface,
resulting in a effective field of view of 2560x1600 pixels, which translates into roughly
135 mm in the Y axis, and between 220 mm and 200 mm in the X axis (respectively at
the top and bottom of the image). The employed pattern coding strategy consisted of
horizontal and vertical sinusoidal pattern sequences with K'=7 different spatial periods for
the unwrapping, and N=>5 phase-shifted patterns in each sequence. The exposure time
of the camera was set to maximize its dynamic range while keeping a safety margin to
avoid sensor saturation. The patterns are displayed on the LCD using the same intensity
value for all color sub-pixels, no gamma correction was applied. This configuration is not
optimal for avoiding high-frequency errors, but it provides a reference of the effects that
one might encounter with a simple implementation.
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4.4.1 Real Measurements

The measurements are performed following the procedures in Sec. 4.2. Two error maps are
computed from the results, one for the angular error in the surface normals (eg),i.e., the
angle with respect to the reflection plane, and the other one for the triangulation error

(em), i.e., the error in Z, axis. These measures are defined respectively in Eqs. 4.24 and
4.25:

€a (U, v.) = atan2(| [0 (ue, ve) X Zy||, D, Ve) - Zy) (4.24)

em(Ue, 1) = M, (ue, ve) (4.25)

where fi(u., v.) and M, represent the normal vector and the z component of triangulated
point M measured at pixel [u, v ], and Z, corresponds to the Z axis of the reflection plane
estimated in calibration, i.e., mirror’s normal.

The computed error maps €5 and ey exhibit a considerable amount of high-frequency
variations, as can be seen in Figs. 4.6(a) and 4.6(b). These variations are most likely
originated from the decoding process, and should be removed in order to analyze the low-
frequency errors introduced by the non-planar shape and refractive layers of the screen.
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Figure 4.6: Error maps: (a) €5 - Normal vector errors (b) ey - Triangulated point errors.

In order to analyze high-frequency (e") and low-frequency (') errors independently,
a simple additive noise model is adopted, assuming that (i) low-frequency errors vary
smoothly over the measured area, (ii) high-frequency errors are locally normally dis-
tributed, and (iii) the variation of their distribution is also smooth, such that

€(te, ve) = € (e, ve) + € (Ue, ve) (4.26)

where ¢ ~ N(0,0,) corresponds to the high-frequency errors and o, = o(uc, v.) repre-
sents its locally varying standard deviation.

Note that the purpose of this model is to provide an approximate estimation of the
order of magnitude of high-frequency errors, a more detailed error model would be required
to analyze the source of these errors. In this way, low-frequency errors €5 and €\; can be
isolated by applying a low pass Gaussian filter to each error map such that

et =G x ey and ehg = G x ey (4.27)

where G * represents a convolution with a 9x9 Gaussian kernel with o = 2.
As can be seen in Fig. 4.7, these filtered error maps show a smooth spatial structure
that illustrates the variation of the low-frequency errors over the measured area. Figure
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Fig. 4.7(a) shows that the estimated normal vector errors are around 0.1 mrad in the
central part and get gradually larger at the borders, reaching up to 0.4 mrad in the upper
right corner. Figure Fig. 4.7(b) shows that the triangulation errors are around £10um in
central part, with larger errors occurring at the bottom of the measured area, reaching
>50 pum in the center and <-50 pm in the lateral edges.
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Figure 4.7: Error maps: (a) €5 - Normal vector errors (b) €}, - Triangulated point errors.

In the absence of independent measurements, high-frequency errors can be estimated
by subtracting the filtered error map to the original one:

1

€h = eh — s and by = en — Eng (4.28)

==

The local distribution of high-frequency errors is computed by fitting a normal distri-
bution in 31x31 pixel neighborhoods, as shown in Fig. 4.8. The standard deviation is used
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Figure 4.8: High-frequency errors estimated in a local 31x31 pixel patch: (a) normal
vector errors €& (b) local distribution of €2 (c¢) triangulated point errors ei; (d) local

. . . h
distribution of ey;.

to characterize the magnitude and spatial variation of these errors, similar to the standard
uncertainties used in the previous chapter. Fig. 4.7(a) shows that high-frequency errors
of the normal vectors estimated in the center of the measured area are below 0.05 mrad,
with the errors gradually increasing outwards, peaking around 0.08 mrad at the top edges.
Similarly, Fig. 4.7(b) shows that the largest triangulation errors occur at the lower part
of the measured area (100um) and gradually decrease towards the top (< 40um).
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Figure 4.9: High-frequency error distribution: (a) normal vector errors o, and (b) trian-
gulated point errors o,,.

The results are summarized in Table 4.1, showing the mean and standard deviation
of the estimated errors over the measured area.

Model i error (mrad) Z error (pum)

mean st. dev mean st. dev
Measured (¢)  0.143  0.087 8.7 58.9
Low-freq. (¢') 0.143  0.068 8.7 21.5

High-freq (o.) 0.053 0.011 52.0 14.1

Table 4.1: Normal vector field and triangulated surface errors.

From the table one can conclude that in the case of the normal vector errors, low-
frequency errors are higher and have larger variations over the sensor than high-frequency
errors. In contrast, for triangulated points high-frequency errors are dominant.

4.4.2 Simulations

In order to investigate the source of the errors encountered in the measurements, a series
of simulations are carried out for both the low and high-frequency errors. The simulations
are based on ray tracing using the parameters of the real setup, with the measured non-
planar screen shape, and assuming a single layer refractive model with 1 mm thickness
and a refraction index of 1.52. The simulations include both, the calibration and the
measurement process.

4.4.2.1 Simulated Low-Frequency Errors

Three models are considered in order to have an estimate of the magnitude and spatial
distribution of the low-frequency errors introduced by the screen model: The first one
only considers the errors generated by the non planar shape of the screen (0yefrqet = 0),
the second one only the ones arising from the refractive layer (dspape = 0), and the last one
combines both. In order to isolate the low-frequency errors from high-frequency errors,
all the simulations are performed without any noise. The resulting error maps, €5 and
em, are shown respectively in Figs. 4.11 and 4.10



64 4 Influence of the Screen Model on Measurement errors

mradx1073

2.5
0.3 —_ - 0.3
X 2 g
X 1.5 Vl 0.2
mlOOO »n1000 . £ 000
X
rl31500 f>51500 ; 5 ‘>°1500 0.1

500 1500 2500 500 1500 @2500 500 1500 2500
U axis (pix) U axis (pix) U axis (pix)

Figure 4.10: Simulated low-frequency error in normal vectors: (a) effects of non-planar
screen shape, (b) effects of refractive layers in triangulation, (¢) combined effects.
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Figure 4.11: Simulated low-frequency error in triangulated points: (a) effects of non-
planar screen shape, (b) effects of refractive layers in triangulation, (c¢) combined effects.

As can be seen in Table 4.2, the simulations indicate that the errors originated by the
non-planarity of the screen are substantially larger than the ones due to the refractive
layers.

Model i error (mrad) Z error (pum)
Ha On Hz 0P
Screen shape error 0.069 0.060 -10.35 18.09
Screen refraction error 0.001 0.000 0.03 0.72
Screen shape & refraction error 0.070 0.061 -9.99 19.30

Table 4.2: Simulation of low-frequency errors arising from the non-planar shape and
refractive layers of the LCD screen.

In order to compare the results from the simulations and the real measurements, the
obtained statistics are summarized in Table 4.3, which also shows the uncertainties arising
from the camera calibration obtained in the previous chapter.

e The average normal vector error in the real measurements doubles that obtained in
the simulations of the screen errors. However, the errors obtained in the simulations
are in the same order of magnitude as the uncertainties resulting from the camera
calibration, and their sum is close to the error in the real measurements. This
suggests that it is the combination of the screen and camera errors that causes the
low-frequency errors.

e The average error in the z coordinate of the triangulated points has a similar mag-
nitude in the simulations of the screen errors and in the real measurements, but
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they differ in the sign. In this case, the uncertainties resulting from the camera
calibration are much higher than the errors obtained in the simulations, and their
sum does not agree with the errors obtained in the real measurements.

e The standard deviation of the measurement errors shows that their variation over
the measured area is similar in the real measurements and the simulations of the
screen errors, for both the normal vector field and the triangulated surface. The
structure arising from the spatial distribution of the errors also seems to be in
agreement, as can be seen by comparing Figs. 4.10(c) and 4.11(c) with Figs. 4.7
(a)-(b). Note that this variation was much smaller for the uncertainties arising from
the camera calibration, which indicates that the variations of the errors over the
sensor are mainly caused by the screen errors.

Model fi error (mrad) Z error (pum)
Hi O Mz O
Low freq. error in real measurement 0.143 0.068 87 21.5

Simulated screen shape & refraction error  0.070 0.061 -10.0  19.3
Camera calibration (standard uncertainty) 0.068  0.001 48.0 6.0

Table 4.3: Comparison of low-frequency errors

Thus, although the low-frequency errors in the real measurements seem to coincide
reasonably with those obtained in the simulations, there are some differences that we
could not explain. These disagreements can be attributed to several factors such as the
non-perfectly planar mirror used for calibration or the dependence of the screen shape on
mechanical stress and gravity, as its position during the measurements was different from
the one corresponding to the characterization.

4.4.2.2 Simulated High-Frequency Errors

In order to investigate the source of high-frequency errors, the decoding noise is consid-
ered. For this purpose, a Monte Carlo approach is followed by repeating the simulation
corresponding to the complete model (shape + refraction) with noise added to the screen
coordinates obtained from the ray tracing. This allows us to study the combined effects
of high and low-frequency errors by observing the variations of the measurements in each
camera pixel.

The decoding noise is assumed to be statistically independent, zero mean, and nor-
mally distributed, such that every observed screen location q” is corrupted with an error
dqp = N(0,04r). Different noise levels are simulated with o4 ranging from 0.05 to 0.40
pixels. The calibration and measurement procedure is repeated 1000 times for each noise
level, computing the error maps €3, and epg; at each iteration. From there, the measure-
ment errors arising from the decoding noise are estimated by considering the standard
deviation of the errors for each camera pixel m, such that the spatially variable distribu-
tion of the high-frequency errors in the normal vectors and triangulated points is described
respectively by o, (m) and o, (m), as shown in Fig. 4.12. Figure 4.13 summarizes the
results of the simulations, showing the average and standard deviation of o, and o,,
over the whole sensor for each noise level.
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Figure 4.12: Simulated high-frequency errors in (a) normal vectors and (b) triangulated
points. The solid lines correspond to the mean and standard deviation of the errors o,
and o, over the sensor, the dashed ones represent the values estimated from the real
measurements.

From the previous graphs, it can be seen that the real measurements exhibit similar
levels of high-frequency errors as the simulations corresponding to a decoding noise with
a standard deviation around 0.15 pix. The following figure shows the distribution of
the errors obtained for this noise level. Note that the spatial structure of these errors
reasonably approximates the ones estimated for the real case, as can be seen by comparing
Figs. 4.13 (a) and 4.13(b) with Figs. 4.9 (a) and 4.9(b).
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Figure 4.13: Spatial distribution of Simulated high-frequency errors arising from decoding
noise of 0.15 pix, respectively in (a) normal vectors, o, and (b) triangulated points o,,.

4.5 Chapter Conclusions

In this chapter, the effects of several non-ideal characteristics of the LCD in deflectometric
measurements were considered. The analyzed sources of error have been divided into
low-frequency and high-frequency errors. The former included the non-planarity of the
LCD screen and the refraction in its translucent layers, while the latter correspond to
decoding errors. In order to investigate their effects in the measurements, a real setup
was characterized and used to measure the normal vector field as well as the triangulated
surface of a planar first surface mirror. Further simulations were performed with this
setup in order to isolate the error sources and compare the results.

The experiments show a reasonable agreement between the errors obtained in the real
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and simulated measurements, both in the magnitudes and their spatial distribution over
the field of view. The following list outlines the main findings:

e Regarding the low-frequency errors, the simulations indicate that the ones originated
by the non-planarity of the screen are substantially larger than the ones due to the
refractive layers.

e The average normal vector error in the real measurements doubles that obtained in
the simulations of the screen errors. However, the errors obtained in the simulations
are in the same order of magnitude as the uncertainties resulting from the camera
calibration, and their sum is close to the error in the real measurements, suggesting
that it is the combination of the screen and camera errors what causes the low-
frequency errors.

e The average error in the z coordinate of the triangulated points has a similar mag-
nitude in the simulations of the screen errors and in the real measurements. In this
case, the uncertainties resulting from the camera calibration were much higher than
the errors obtained in the simulations for the non-planar shape of the LCD.

e The standard deviation of the measurement errors shows that their variation over
the measured area is similar in the real measurements and the simulations of the
screen errors, for both the normal vector field and the triangulated surface. The
structure arising from the spatial distribution of the errors over the field of view
also showed a qualitative agreement. Note that the variability was much smaller
for the uncertainties arising from the camera calibration, indicating that the spatial
variations are mainly caused by the screen errors.

e Regarding the high-frequency errors, the results indicate that the triangulated sur-
face points are more sensitive to these errors than the estimated normals, which
shows why most practitioners prefer to obtain the surface shape by integrating the
normals instead of using the triangulated points.

Taking into account that all the experiments have been carried out with a planar
surface positioned at the calibration position, we expect larger errors when measuring
non-planar shaped surfaces or planar but in different position and/or orientation. In
order to generalize these findings, further experiments should be performed. In any case,
several measures should be taken in order to improve the accuracy of the measurements.

First, it has been shown that the low-frequency errors attributed to the non-planar
shape of the LCD are not negligible. Thus, in order to obtain more accurate measure-
ments, the conversion from pattern coordinates in LCD pixels to metric 3D coordinates
should consider at least the non-planar shape of the screen, both in the measurements
and in the calibration. Alternatively, in measurements with smaller fields of view, the
employed screen area could be restricted to the regions with smallest deviations from
planarity.

Second, in order to reduce the high-frequency errors, more than 5 phase-shifts should
be used in order to reduce the decoding uncertainty. This has already be applied in the
experiments performed in the next chapter.
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Chapter 5

Surface Imperfection Detection

5.1 Introduction

In many industrial sectors, surface quality is important not only for operative or functional
reasons, but also because aesthetic imperfections can affect consumers’ perception of the
overall quality of a product. Manufacturers from automotive, home appliance or consumer
electronic sectors, among others, are required to perform a surface inspection to 100 %
of their production to ensure that quality standards are met. This inspection typically
entails the detection of local imperfections in the shape and /or texture of the surfaces. The
former correspond to geometrical deformations, such as bumps, pits, or dents, whereas
the latter include surface finish defects, e.g. scratches, stains, or foreign matter inclusions
generated during the manufacturing process.

Local imperfections in surfaces with a glossy or shiny finish are particularly susceptible
to being noticed by a human observer. These surfaces reflect at least part of the light
in a specular way, which results in a mirror-like appearance where the environment is
superimposed on the observed surface. In some cases, the defects themselves are not
actually seen, but they are noticed because of optical effects produced by reflections of
the surrounding scene, for example, in the form of highlights or spikes resulting from small
surface deformations. In other cases, the surface finish is altered, resulting in variations
of reflectance that change the apparent texture of the surface, drawing the attention of
the observer. It has been found that even micrometer scale defects can be perceived by
the naked eye [PPD*13, Ziel5].

Previous chapters have shown the capabilities of deflectometric techniques for quan-
titative shape measurement of specular surfaces. This approach is appropriate for di-
mensional control of precision surfaces such as solar concentrators [BLH13], telescope
mirrors [BLH*13, HFOE13], or lenses [HFOE13]. However, absolute measurements are
not always the most appropriate source of information for detecting local surface imper-
fections. In more general reflective surfaces, where manufacturing precision is not as high,
local defects might meet overall dimensional tolerances, and reducing these tolerances can
result in objects with acceptable shape variations being rejected. Furthermore, it has been
shown that the achievable uncertainty of quantitative measurements is limited by the ac-
quisition system calibration [HFOE13]. For these reasons, more qualitative measurements
that exploit the local sensitivity of deflectometric recordings have been proposed for local
imperfection detection: Local curvatures can be directly obtained from the deflectometric
mapping [KLO8, Burl6], providing valuable information for local imperfection detection.
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In addition, it has been demonstrated that photometric information from the captured
patterns can also be used to identify texture defects [PLK06, NFK13].

Independent of the employed approach, exploiting deflectometric data for automatic
defect detection requires further processing that can involve a considerable engineering
effort. Furthermore, aesthetic defect specifications are difficult to define because they
are related to what a human can perceive [Ziel5], and are therefore inherently subjec-
tive, which increases the complexity of the involved algorithms. For these reasons, pattern
recognition algorithms based on shallow learning techniques have been typically employed
for automatic defect classification, e.g., Support Vector Machines or Naive Bayes classi-
fiers [Caul0, Ziel4, KSM17]. These algorithms allow defect specifications/thresholds to
be learned by example, but they need to be fed with features that allow defects to be dis-
criminated. These features have to be extracted from deflectometric recordings, requiring
a time-consuming trial and error process for finding effective/meaningful descriptors and
tuning the involved preprocessing operations. Moreover, this feature engineering work
is usually domain-specific, and intuition, creativity, and “black art” are as important as
the technical stuff [Dom12], which in many cases results in ad hoc solutions that are not
easily adapted to different objects.

Deep learning (DL) methods leverage the feature engineering complexity, by learning
the feature extraction itself during the training process [GBC16]. This approach has been
used for multiple purposes such as natural language processing [CW08], image classifica-
tion [KSH12], speech recognition [HDY 12|, or automatic image captioning [XBK*15].
Among the DL approaches, Convolutional Neural Networks (CNN) are particularly popu-
lar in computer vision applications, due to their ability to automatically learn meaningful
features from raw image data. CNN’s notoriety was boosted by their remarkable results
in classification competitions [KSH12|, and have shown to work well in different domains,
e.g., pedestrian detection [AKV™15], human pose estimation [CSWS17], or medical im-
age analysis [CGGS12, Vasl17]. The application of these methods to surface inspection
has been studied by many researchers, e.g., [MMC*12, SHM14, FRHN"16, WSRS16,
YWG17, DCB*18, RHT18, YNDP18, TZM*18, PAK19, MXZ19, LZZ19], but it has not
yet been used for defect detection in deflectometric recordings.

In this chapter, we aim to explore the use of a deep learning based approach for
the automated defect identification in deflectometric data. The rest of the chapter is
organized as follows: A brief review of related works is performed in Sec. 5.2, afterward
the contributions of the chapter are stated in Sec. 5.3. Sec. 5.4 focuses on the data
acquisition, whereas Sec. 5.5 and Sec. 5.6 are devoted respectively to the detection and
segmentation of surface defects. The chapter is ended with the conclusions in Sec. 5.7.

5.2 Related Works

With the aim of putting the contributions of the chapter into context, this section briefly
reviews several works related to the detection of surface imperfections using deflectometry
(Sec. 5.2.1), and deep learning approaches employed with non-deflectometric inspection
techniques (Sec. 5.2.2).
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5.2.1 Detection of Surface Imperfections Using Deflectometry

Early work by Seulin et al. [SMGO1] used qualitative information obtained from a lighting
tunnel displaying binary patterns for specular surface inspection. The lighting structure is
moved along the main object axis to capture a sequence of images such that defects appear
highlighted in the mean image of the sequence. Although the system enables a fast de-
tection of geometric surface defects in planar surfaces, it will not suffice for more complex
surfaces (non-flat, holes, edges...). This has been shown in Refs. [ATHA11, MSAT17],
where a similar lighting tunnel idea was used for the inspection of painted car bodies.
This application required an ad hoc designed system, with the location and movements
of multiple cameras and lighting sources optimized for the particular application, and
more elaborated processing of the images, including image fusion techniques and post-
processing algorithms to identify the defective regions.

Afterward, most approaches have relied on setups composed of a single camera and an
LCD screen, avoiding the displacement of the light source by using phase-shifted sinusoidal
patterns. In particular, several works have shown that shape information extracted from
the captured patterns can be exploited in applications addressing geometric defects.

Surrel et al. [Sur04] proposed to use phase modulations induced by surface deforma-
tions originated in bending tests for material characterization. In their method, repeated
measurements are performed while the surface is under load stress, such that the relative
phase displacements of the acquired patterns are directly related to changes in surface
slope, thereby enabling the estimation of curvatures in quasi-plane surfaces. Kammel
et al. [KLO8] showed that local curvatures can be directly estimated from the spatial
variations in the decoded lightmap, proposing a defect detection strategy based on a
comparison against the local curvatures of a reference surface. Ziebarth et al. [Ziel4]
worked on the identification of dents and pimples in lacquered metal sheets. They tackled
a multi-scale analysis of height-maps obtained from a deflectometric setup, considering
several methods to extract geometric features and different shallow learning algorithms
to obtain a pixel-wise classification of the measurements. The feature extraction based
on biorthogonal wavelet filter banks designed to match specific defect classes gave them
good results [LZGH16]. Their approach facilitates the segmentation of defective regions
without using reference surfaces. However, its adaptation to more complex surfaces and a
wider range of defects has not been published. Furthermore, obtaining accurate absolute
measurements requires a precise system calibration, and for nonplanar surfaces, also more
complex setups[BLH13, HFOE13]. Kofler et al. [KSM17] also employed local curvatures,
in this case for the detection of geometric imperfections in planar silicon wafers. They
explored the use of different machine learning algorithms to evaluate defect candidate
regions from a feature vector containing several statistical properties of the local curva-
tures. This method requires defect candidate regions to be segmented in advance, which
in their experiments was done by simple thresholding, but more complex surfaces will
require more elaborated segmentation strategies.

In addition, other works dealing with textural defects have made use of photomet-
ric information extracted from sinusoidal patterns captured with these simple setups,
e.g., Puente Leén et al. [PLKO06] and Nagato et al. [NFK13] showed that the contrast
between black and white fringes is particularly useful. Similarly, Petz et al. [PFT17]
showed that local illumination and visibility of the modulated light source can be used to
detect defects smaller than the resolution of the employed camera system.

When both shape and texture defects need to be considered, using only geometric
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or photometric data might not suffice, and other works have considered mixing features
from both the shape of the surface and photometric information from the captured pat-
terns. Caulier et al.[Caul0] worked on the inspection of metallic surfaces considering a
series of 3D defects (surface shape deformations) as well as 2D defects (surface rough-
ness changes). In their method, different features were extracted from raw images of the
reflected patterns, showing that the combination of spectral, structural, and brightness
features enabled the detection of a wide range of defects. An important part of their work
relies on an optimal feature selection and classification approach for the specific task.

Many of these works deal with rather simple surfaces, which have a continuous and
many times flat shape. These conditions will not be met in many industrial inspection
applications, requiring further processing of the measurements to cope with edges, holes,
varying curvatures, etc. Deep learning algorithms seem an interesting approach to cope
with these challenges, but to the best of our knowledge, this approach has not been
proposed for defect detection in deflectometric measurements, hence the motivation of
this chapter. Furthermore, the combination of geometric and photometric data obtained
with a simple deflectometric setup seems a good starting point for a generic specular
surface inspection system based on deep learning methods.

5.2.2 Deep Learning for Detection of Surface Imperfections

Regarding the surface inspection scenario with non-deflectometric imaging methods, var-
ious researchers have applied convolutional neural network (CNN) based approaches for
automatic defect detection.

The basic approach consists in using CNN architectures to extract features from raw
pixels in order to perform a sample-wise classification, i.e., predicting if any defect is
present on the processed image or image patch. Some implementations have been carried
out using exclusively deep learning techniques, by using standard fully connected (FC)
Multi-Layer Perceptron (MLP) to approximate the posterior class probabilities, while
others have proposed to combine them with other techniques for the final classification,
e.g., one or more linear SVM classifiers [MANC17, NHVC17, TSUt17].

Examples of defect detection methods based exclusively on CNN’s can be found in
different domains such as defect classification in steel surfaces using grayscale images
IMMC*12, ZCZ*17], detection of rail surface defects using photometric stereo images
[SHM14] or grayscale images [FRHNT16], classification of defective photovoltaic cells
using electroluminescence images [DCB™18], or welding defects in engine transmission
using RGB images [PAK19]. Other examples of industrial CNN implementations use
grayscale images for surface inspection of storm-water pipe systems [THTB18], inspection
of resin molded surfaces [NTOT18], or blister detection in polymer lithium-ion batteries
[MXZ19].

Many of these methods were compared to shallow learning techniques using clas-
sical features, showing that CNN architectures result in higher inspection accuracies
e.g., [IMMC*12, WSRS16, MXZ19]. However, they do not provide any information on
the location, shape or size of the defects. In order to overcome this shortcoming, different
strategies have been proposed to perform a defect segmentation with these architectures.
The most common one consists in dividing the input images into patches using a slid-
ing window, such that each patch is individually classified, and merging the results in
a confidence-map or heatmap that is afterward processed using classical segmentation



5.3 Contributions 73

methods. This approach has been proposed for defect segmentation in different appli-
cations, such as textured surfaces [WSRS16, WCQS18] or solar cells [BEAA19], among
others. Ren et al. [RHT18] demonstrated the re-usability of this approach, showing that
the same CNN architecture could be successfully applied for defect segmentation in dif-
ferent applications including grayscale images of hot-rolled steel strips, grayscale images
of wooden surfaces, X-ray images of weld defects, and microscope images of titanium fan
blades.

In recent years, several researchers have focused on the semantic segmentation of
images [GLGL18] in other fields that typically require localization information, and more
advanced neural network architectures have been proposed in order to enable a pixel-wise
classification of images. Specifically, Fully Convolutional Networks (FCN) [LSD15] and
similar architectures have gained popularity in fields such as medical imaging [RFB15]
or autonomous driving [BKC17]. Different implementations of FCNs have been used to
perform semantic segmentation in industrial inspection applications: Yu et al. [YWG17]
combined two FCNs for defect candidate segmentation and detection in textured surfaces.
Li et al. [LZZ19] used an FCN for structural damage detection in concrete structures
and Yudin et al. [YNDP18] used it for roof defects recognition on aerial photographs.
Stavroulakis et al. [SDST18] used Segnet [BKC17] to identify different materials in an
image such that specular surfaces and scattering surfaces could be identified and afterward
separately processed. Tao et al. [TZM118] proposed a cascaded autoencoder architecture
(CASAE) to segment defect candidates that were afterward classified using a compact
CNN.

In short, most works related to surface inspection using deep learning in machine
vision applications can be divided into classification oriented approaches and segmentation
based approaches, and to the author’s knowledge, none of them has been tested for defect
detection or segmentation in deflectometric data.

5.3 Contributions

The goal of this chapter is to investigate if these DL concepts can be adapted for industrial
inspection of reflective surfaces. The main hypothesis is that DL architectures will learn
relevant features from a combination of photometric and geometric information derived
from deflectometric recordings, enabling the detection of a wide range of shape and texture
defects with a reduced feature engineering effort. For this purpose two different approaches
to exploit the deflectometric recordings of industrial surfaces are explored:

e The first approach consists in a method for automated defect classification, where
a CNN architecture is used to extract relevant features in order to directly clas-
sify defective samples (a whole measurement or a measurement patch). The idea
was presented at the 13th International Conference on Soft Computing Models in
Industrial and Environmental Applications [MWBEAA19a].

e The second approach consists in a method for automated segmentation of surface
defects, where an FCN architecture is used to perform a pixel-wise classification
of the measurements. The idea was presented at the 15th international biannual
conference on Quality Control by Artificial Vision [MWBEAA19b], receiving the
Best Paper Award.
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The conceptual diagram shown in Fig. 5.1 overviews the three main blocks involved
in this chapter. The first one tackles the deflectometric registration procedure (Sec. 5.4),
including the acquisition and processing of the fringe patterns, as well as the pre-processing
operations required to feed these measurements to a DL architecture. The other two
blocks correspond to the proposed classification and segmentation approaches, which are
undertaken respectively in Sec. 5.5 and Sec. 5.6, where each of them is described and
afterward tested in an industrial case study.

Sample Classification
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Figure 5.1: Overview of the proposed approaches

5.4 Deflectometric Registration

This section describes the theoretical basis of the deflectometric registration process,
including the acquisition and processing of the fringe patterns and the pre-processing
of the obtained measurement. The resulting geometric and photometric information will
be used to detect/segment shape and texture defects on the surface under test (SUT)
later in Sec. 5.5 and Sec. 5.6.

5.4.1 Data Acquisition

The data acquisition system employed in this work is based on a simple deflectometric
setup composed of an LCD screen and a single grayscale camera, without any moving
parts or external measurement sources. The camera is focused on the SUT, and the LCD
is placed such that the SUT reflects the patterns towards the camera, as shown in Fig.
5.2(a).

As explained in Sec. 4.2.1, the location of every screen point is encoded in the phase of
two sequences of sinusoidal patterns: vertical fringes encoding the u axis, and horizontal
ones for the v axis. Each sequence is composed of N > 4 phase-shifted patterns that are
sequentially displayed to form a time series coding. The intensity measured at the camera
pixel p. = [ue, v] observing a point of the n'* pattern in the sequence ¢ is described by
[SBO6]:

I, (p.) = Livg(Pe) + Ipv(Pe) cOs[pe + nds], dp = 2m/N, n€{0,1,..,N —1} (5.1)

where I, represents the image intensity at p., and Iy, and I,, correspond to the average
intensity and half the peak-to-valley intensity modulation at p. over the sequence, as
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shown in Fig. 5.2(b). ¢¢ corresponds to the phase of the observed pattern point encoding
the coordinate £ € {u,v}, and ndg is the phase-shift for the n'* pattern.

Thus, the imaging function is described by three variables that depend on various
properties of the surface: ¢¢, Lyg, and I,,. As will be explained in the next subsection,
¢¢ can be used to extract geometric information, while ,,, and I,, provide photometric
information related to the reflectance properties of the surface.

v

e

Intensity

Figure 5.2: (a) Deflectometric recording setup: The camera observes patterns through
their reflection on the surface, obtaining a mapping 1 from every camera pixel to the
observed screen location. (b) Intensity variation for camera pixel p,, with black dots
representing the recorded intensities for the n'* pattern in a sequence of N = 5.

5.4.2 Fringe Processing

For each camera pixel, the phases (¢u,¢y) encoding the observed LCD coordinates are
extracted from the captured sequences using a phase-shifting [SB06] algorithm. However,
the decoded values will be limited to ¢¢ € {0,27}; thus, in order to recover the absolute
phase, a temporal unwrapping [SH97| approach is adopted using additional pattern se-
quences. The spatial period of the patterns in the first sequence (L;) is at least equal to
the screen width, such that coarse phase values are obtained without ambiguities. In each
subsequent sequence, the period of the patterns is reduced to L, = 0.5Lj_; for the k"
sequence, removing the ambiguities using the coarse phases from the previous sequence,
and obtaining more precise phase estimates in each iteration.

The unwrapped phases (®,, @,) provide a mapping between each image pixel p., and
the corresponding observed LCD screen location p; = [u}, u], as shown in eq. 5.2. This
mapping is called a light-map (1):

Lk

Lipe =y 1p) = S5 (2p,), 24(0.)] = 52
The light-map itself is directly related to surface slopes, and therefore, its partial

derivatives are proportional to local curvatures in orthogonal directions (K108, Burl6],

respectively Cx and C; shown in 5.3. In practice, their computation boils down to a

filtering operation which removes the constant component of the light-map, which can be

addressed by subtracting a low-pass filtered light-map, as shown in 5.3.

G = 58— -, G = T L)L) (53

where 1, and 1, are the z and y components of the light-map 1, and 1; and 1T are the
corresponding low-pass filtered light-map components.
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Note that C, and é are proportional quantities, computing the exact curvatures
would require absolute measurements, which would be far more sensitive to calibration
errors and uncertainty. In contrast, Cy and C are capable of capturing discontinuities
in the surface gradient, providing valuable geometric information for local shape defect
identification using a simple setup.

However, textural or appearance defects cannot always be detected by analyzing cur-
vature information, because they are more related to the surface finish and the way in
which light is reflected, and photometric information of the patterns might contain more
meaningful features. Variations in the microstructure and reflectance of the surface will
cause blurring and loss of contrast in the recorded patterns, modifying the peak-to-valley
intensities (/,y) and average intensities (/,yg). Data modulation (v,) is a measure of the
signal-to-noise ratio of the acquired pattern sequence, which can be used to extract fea-
tures for this kind of defects. It is defined as the ratio between () and (L), and can
be computed from the recorded intensity values [SB06] for every pixel p,:

Ye(Pe) = [[;Vg((pC) (Z[ p.) cos(d )2 (é[ (p.) sin(d )2/<ZI pc> (5.4)

Note that data modulation is computed from the pattern sequence corresponding to a
direction & € {x,y}. When the observed surface patch has directional variations, v, and
v, might differ for a given pixel, but most of the time 7, and ~, will be similar. Data
modulation modulus v can be used to reduce redundant data:

¥(Pe) = V(1) + (7, (p.))? (5.5)

Thus, Cy and C’y provide information on the surface geometry, and 7, and ~, contain
photometric information that depends on surface finish. Our hypothesis is that their
combination should provide enough features to identify a wide range of local geometrical
imperfections and texture defects, as shown in Fig. 5.3.

5.4.3 Data Pre-Processing

For each measurement, the obtained data matrices can be stacked together to form a multi-
channel or N-channel image, e.g., 3-Channels (C*X, é'y, 7) or 4-channels <éx, éy, Ve vy), and
be directly fed to a DL architecture. However, some preprocessing operations might be
required or desirable to enhance the performance of the algorithms, the following ones are
the most obvious ones:

e Normalization: In this work instead of using ‘conventional” grayscale or color
images, a combination of measurements of different variables is considered, therefore
the channels in such N-channel image will have different scales and ranges, which
can affect the training convergence [LBOMO9S8|. For this reason, the measurement
data should be normalized such that the distribution of the values of each channel is
roughly in the same range. Typically this issue is solved via min-max normalization
or standardization (Z-score) [Chol7], however, depending on the nature of the data,
other approaches that are more robust statistically might offer better performance,
e.g., interquartile range normalization or median normalization. In practice, this
operation can be considered as an hyperparameter, selecting the procedure that
gives the best empirical results at the training stage.
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Figure 5.3: Geometry versus photometry: A texture defect (coating imperfection) with
an approximate area of 0.14 mm? (20 pixels) is not visible in curvatures (figs. a-b), but
can be seen in data modulation (fig. c¢). A shape defect (dent) with an area of 0.7 mm?
(100 pixels) is visible in curvatures (figs. d-e), but can barely be seen in data modulation
(fig. f). Note that dynamic range and zoom have been adjusted to enhance visibility.

e Distortion correction: As has been explained in Sec. 3.2.2, lens distortions pro-
duce image aberrations that alter the shape, size, and position of the observed
objects. In addition, as the camera is not usually positioned at normal incidence
(see Fig. 5.2(a)), an oblique view of the scene is acquired, and objects in the distance
appear smaller than close objects. In surface inspection applications it is desirable
to work with distortion-free images, such that the 2D grid of measurements is spa-
tially consistent and has a homogeneous spatial resolution (uniform sampling of the
surface). For this purpose, lens distortions can be compensated for with proper
geometric camera calibration, and perspective correction can be applied to approxi-
mate an orthonormal view from the oblique projective images. Note that completely
removing the perspective distortions would require additional information, e.g., 3D
data interpolation. However, if the sample’s surface height range is not too large,
an approximate compensation can be achieved by applying a transformation that
projects the image to a previously calibrated reference plane.

e Sample size: Depending on the employed architecture, it might be necessary to
adapt the size of measurements to match that required by the input of the neural
network. This might involve operations such as cropping or resizing samples, or
dividing a large sample into smaller patches, among others.

Fig. 5.4 shows an overview of the operations involved in the data acquisition stage,
the resulting N-channel samples are ready to be fed to the deep learning based classifica-
tion/segmentation architectures employed in the following sections.
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Figure 5.4: Overview of deflectometric registration

5.5 Defective Sample Classification

The first proposal consists in a sample-wise classification approach using a CNN archi-
tecture to perform both the feature extraction and classification. These architectures can
represent complex functions of the input data, such that an image-to-label mapping is
learned from a set of labeled samples during an initial training stage. The idea is to train
a model that can be used to classify defective samples directly from the N-channel images
containing geometric and photometric information (Sec. 5.4) of the SUT.

The rest of the section will be devoted to this idea: Sec. 5.5.1 describes the employed
architecture, Sec. 5.5.2 deals with the experimental setup and the dataset creation. after-
ward, Sec. 5.5.3 overviews the training of the model, and the final validation results are
shown in Sec. 5.5.4 and discussed in Sec. 5.5.5.

5.5.1 Architecture

The architecture of a CNN is composed of multiple layers, each transforming its input
data into a (hopefully) more useful representation for the next layer until the sample is
assigned to a class at the output. The architecture can be divided into two main parts:
a convolutional stage and a dense stage. The first one is in charge of extracting local
features from the input data, reducing the 2D-sample into a form easier to process in the
dense stage. This convolutional stage is composed of a succession of convolutional and
pooling layers. A convolutional layer consists of a set of N linear filters that extract local
features to form N-channel feature maps, whereas the pooling layers perform a down-
sampling operation over the spatial dimensions (width, height) of these feature maps,
concentrating dominant features from small areas to form smaller feature maps. The
second stage is in charge of performing the classification of the sample based on the
previously extracted local features. For this purpose, several fully connected layers are
used to create what is known as a multi-layer perceptron (MLP) or a feed-forward neural
network [GBC16].

The capacity of the model is defined by the number and configuration of layers, thus,
in order to avoid over-fitting or under-fitting problems, the architecture might need to
be adapted to the complexity of the problem and the amount of available data. The
configuration shown in Fig. 5.5 was the one that worked best in the experiments (Sec.
5.5.4), the arrangement is similar to the ones employed by [FRHNT16] or [MMC*12].

The different elements of the architecture shown in Sec. 5.5.4 will be briefly described,
the interested reader can refer to [GBC16] for a detailed explanation of the involved
concepts.

Input The input layer takes a 4 channel image of size 256x256 per analyzed sample, as
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Figure 5.5: Employed CNN Architecture

provided by the deflectometry pre-processing stage (Sec. 5.4.3).

Convolutional stage This stage contains five convolutional layers (C1-C5 in Fig. 5.5),
with 8 filters in each. The filters in the first two layers use 5x5 masks per channel,
the rest use 3x3 masks per channel. In order to allow the representation non-linear
features, a rectified linear unit (ReLU) activation function [NH10] is applied at the
output of each filter. A max-pooling layer (P;) with a filter size of 2x2 is used after
each convolutional layer (C;). At the end of this stage, the feature maps resulting
from Pj are flattened to a feature vector of size 512, as required for the dense stage.

Dense stage This stage is composed of 4 fully connected layers that successively combine
the input features transforming them into a class score: the first three (F1-F3), the
hidden layers, are composed of 512, 256, and 64 nodes (features) respectively, and
also use ReLLU as an activation function to allow non-linear combinations of features
to be learned. The last one (F4), has a single unit that represents the probability
of the sample being defective, a Softmax activation function is used to keep values
in the (0,1) interval [GBC16]. Note that the model can be trivially extended to a
multi-class problem changing this last dense layer.

Output Finally, the output layer provides the binary classification, i.e. it labels each
part as ok or nok. For this purpose, the probability of the sample being defective
(the output of F4) is compared to a threshold value (t,.x) to decide if the sample
is accepted or not. This allows tweaking the classification towards precision (¢, >
0.5) or recall (¢, < 0.5).

5.5.2 Dataset

As there is no public deflectometric recording database for defect detection, all the experi-
ments, including the ones from the next section, have been carried out with a custom-built
database of components from an automotive manufacturer. The employed parts will be
visible in the interior of an automobile, demanding high surface quality standards. This
work is restricted to the front surface, which has a mirror-like reflective finish for aesthetic
purposes, thus detecting visually perceptible imperfections is of great concern. This sur-
face has an approximate diameter of 20 mm with a hole in the middle, and its shape is
relatively flat, although it has an increasing curvature towards the borders, finishing with
sharp edges. Some of the employed samples can be seen in Fig. 5.6.

In total 512 sample parts were available, with 40 of them being labeled as compliant
(ok), and 472 as defective (nok). Some examples are shown later in Fig. 5.12. As this
amount of samples is a rather small for training a CNN model, the dataset was artificially
increased by recording each sample eight times, manually re-positioning it between the
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Figure 5.6: Employed test objects

measurements, such that it was rotated approximately 45 degrees in each repetition. This
data augmentation strategy should also encourage rotation and positioning invariance
during the training of the model. The resulting dataset is composed of 4096 samples
containing 15 types of surface imperfections defined by the manufacturer regarding their
standards of quality control. The dataset was divided into three sets: Out of each class,
20% percent of the samples are reserved for the final test (the test set), and the remaining
are divided into a training set (%80) and a validation set used to monitor the training
progress (%20). All the samples corresponding to each part were assigned to the same set
to avoid possible overfitting problems.

The employed deflectometric setup consists of an off-the-shelf 24" LCD screen and a 5
Mpixel gray-scale industrial camera with an f=25mm lens. The geometrical arrangement
can be seen in Fig. 5.7(a). The setup was designed to perform the simultaneous observa-
tion of a batch of 32 parts in its original packaging with an approximate lateral resolution
of 0.1 mm/pixel, as shown in Fig. 5.7(b). The processing of the deflectometric recordings
was done in Matlab [MAT].

Figure 5.7: (a) Sketch of the employed setup and (b) an image from the measurement of
a batch of samples.

The pattern coding strategy was designed to favor quality over speed, using pattern
sequences with K =7 different spatial periods for the unwrapping (see Fig. 5.9), and N=11
phase-shifted patterns for each sequence (see Fig. 5.8). This configuration requires 154
images per batch measurement, and it is well suited to minimize the effects of non-linear
response and discrete operation of screen and camera. The simultaneous observation of
the whole batch results in an acquisition speed slightly over two parts per second, enough
at this stage.
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Figure 5.8: Raw recordings from the sequence of horizontal phase-shifted patterns corre-
sponding to k = 4, the phase shift order n is indicated in each one.

Figure 5.9: Raw recordings of horizontal and vertical fringes with different period Ly,
with & specified in each figure. As can be seen, for more curved regions (at the borders)
the acquired pattern appears blurred.

The recordings were processed following the procedure detailed in Sec. 5.4. As can be
seen in Fig. 5.9, smaller spatial periods (higher k) provide higher sensitivity; note that
the defect on the top side of the images is less visible for lower ks. However, in regions
with higher surface curvature, e.g., the interior and exterior borders of the sample, the
information from patterns with smaller spatial periods is lost, as patterns appear blurred
due to the finite camera resolution and the increased bundle spreading. In order to
avoid using blurred patterns in the light-map computation, a pixel-wise adaptive depth is
adopted, such that the last sequence k., < K used in the unwrapping is limited based
on a minimum contrast threshold. Figs. 5.10(a)-(b) show the decoded LCD coordinates
for every pixel in a measurement, Figs. 5.10(c)-(d) the maximum depth k,,,, employed
for the unwrapping during their computation. The resulting local curvatures and data
modulation are shown respectively in Figs. 5.11 (¢)-(d) and Figs. 5.11 (e)-(f).
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Figure 5.10: ) Decoded LCD coordinates for every pixel in a measurement, respec-
tively 1, and l ( )f(d) maximum depth k., employed for the unwrapping of ®, and
d,.
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Figure 5.11: Measured values: (a)-(b) Local curvatures, respectively Cy and Cy; (c)—(d)
data modulation, respectively ~y, and 7.

Regarding the employed pre-processing operations, both lens and perspective distor-
tions were corrected. For this purpose, the camera was calibrated using Bouget’s Matlab
toolbox [Bou05], assuming an extended pinhole with 2 radial distortion coefficients, and
both curvature and data modulation maps were rectified. The perspective correction is
done according to a plane located and oriented approximately as the measurement plane.
This plane was calibrated according to a planar checkerboard calibration plate during
camera calibration. Finally, the measurements were cropped to 256x256 pixel samples
each containing a single part. The normalization of the data was left as a hyperparameter
to tune during the training process. Fig. 5.12 shows some examples of defective samples.

Figure 5.12: Geometrical and textural defects can be observed in Cj (top row) and v,
(bottom row). Figures (a) and (e) show a part with a stain, scratches, and multiple
geometric defects; (b) and (f) show a part with several dents; (c¢) and (g) show a part
with polishing errors; (d) and (h) show a part with a smooth slit, a small pit, and multiple
scratches.

5.5.3 Training

In order to validate the proposed classification approach, the architecture described in
Sec. 5.5.1 was implemented using Keras [CT15] with Tensorflow [AAB*] as a backend.
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Several model (hyper-)parameters were adjusted during initial runs with the training set,
including the network architecture itself (mainly depth and number of filters), and also
the employed normalization and regularization functions, optimizer and learning rates.
The validation set was used to guide this initial design process, taking accuracy as the
evaluation a metric, i.e., the correctly classified sample ratio, as shown in 5.6. The best
results were obtained by the architecture shown in Fig. 5.5, and independently normalizing
each channel using max-min clipping with outlier removal. Several measures were taken
in order to improve the training performance: oversampling was used for the ok class to
alleviate the effects of the class unbalance in the dataset, and in order to mitigate over-
fitting, Batch Normalization [IS15] was applied after each convolutional layer (C; — Cj)
and zero-centered Gaussian noise [Bis95, RGBV11] was added after each max-pooling
layer (P, — Py). Additionally, 50% dropout [SHK*14] was used in dense layers F1 and F3
to help avoid overfitting by breaking up non-relevant coincidental patterns.

Correctly classified samples

Accuracy = (5.6)

All samples

Once the model configuration was set, it was trained for 30 epoch, using the validation
set to monitor the training progress with previously unseen data after each epoch. The
evolution of the accuracy over the training period is shown in Fig. 5.13: The blue line
represents the accuracy classifying the training samples, whereas the red one corresponds
to the validation samples. As can be seen, the model performs better with the training
data, achieving a maximum accuracy of 98.36% at epoch 30, whereas the validation
accuracy reaches its maximum accuracy at epoch 28 (88.91%).
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Figure 5.13: Training performance: evolution of the accuracy of the model over the
training period.

5.5.4 Results

Finally, the network performance was tested using the test dataset, obtaining an accu-
racy of 89.57%. In order to further analyze the results, recall and precision metrics are
also considered. The recall measures the ratio of defective samples that were classified
as defective -how many of the defects were detected?-, and the precision measures the
ratio of samples classified as defective that were really defective -how many detected de-
fects corresponded to real defects?. For this purpose, the assumed hypothesis is that the
sample is defective, and thus, samples correctly classified as defective are considered true
positives (TP). Similarly, samples correctly classified as non-defective are considered true
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negatives (TN), whereas incorrectly classified ones are counted as true positives (TP) or
false negatives (FN). In this way, the recall and precision are computed as defined in 5.7,
showing a recall of 97.65% and a precision of 83.33%, which indicates that the classifier
tends to favor the nok class.

Recall = TP/(TP + FN), Precision = TP /(TP + FP) (5.7)

5.5.5 Discussion

This section has explored the use of a CNN architecture for automated defective sam-
ple classification using a combination of photometric and geometric information derived
from deflectometric recordings. The experiments indicate the feasibility of the approach,
enabling the detection of a wide range of shape and texture defects, and obtaining classi-
fication rates around 89% in a test performed with a batch of parts from an automotive
industry manufacturer. This shows that deep learning techniques can be used to exploit
deflectometric recordings for reflective/specular surface inspections.

The results exhibited much better recall rates (> 95%) than precision rates (< 85%),
which was probably caused by the use of a relatively small and unbalanced class dataset,
with many more samples belonging to the nok class. In any case, in industrial inspection
systems it is critical to assure no defective samples are shipped to a customer, so the
recall measure is quite meaningful. Of course, the precision is also important, but the
samples classified as nok can be revised later by human operators, returning the incorrectly
classified ones to the production line. For this reason, these results can be considered
good enough at this initial stage, although they should be improved in order to apply the
method in a real industrial application.

Compared to shallow learning approaches previously employed in deflectometric defect
detection literature, the employed method avoids the handcrafted feature selection work,
which in previous experiences of the author took a considerable share of the engineering
efforts devoted to the development of a deflectometric surface inspection system. Note,
also, that experiments in many related works, e.g., [SMGO1, Zield, KSM17], are based
on planar, or at least continuous, test surfaces. The test surface employed in this work
presents some challenges (edges, holes, variable curvature...) that were handled seam-
lessly without any manual intervention. Regarding the empirical results, a comparison
is difficult, as each work has employed its own case study, with different surfaces and
defects, and thus the comparison would not be fair.

Despite the promising results, the method is still in an early stage of development,
and several improvements can be made. The employed dataset is relatively small and
unbalanced, which not only appears to hamper the training process, but also restricts
the conclusions to the employed case study. Therefore, future research should consider
validating the approach with larger amounts of data, and also in different case studies.
It would also be logical to investigate the application of techniques to cope with small
and unbalanced datasets, as this situation is frequent in industrial applications. In this
work, the dataset contained far more defective samples, but the reverse is a fairly common
situation, i.e., a dataset with defect-free samples overrepresented. Perhaps an anomaly
detection approach could be interesting. Additionally, the application of transfer learning
techniques could be investigated, employing pre-trained networks to take advantage of
previous knowledge. Finally, instead of approaching the problem as a binary classifica-
tion that just labels parts as ok or nok, more elaborate schemes that account for the
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identification of the defect types, their size, severity, or location could be tested. Some of
these ideas will be addressed in the next section in the context of a defect segmentation
approach.

5.6 Defect Segmentation

In the previous section, it has been shown that a wide range of defects can be detected by
training a CNN to extract and combine information from curvature and contrast, avoiding
the handcrafted definition of features. However, this approach is based on a sample-wise
classification and does not provide any information on the location or size of defects.

In this section a second approach is explored, which consists in investigating if the Fully
Convolutional Network concept can be extended to identify surface defects in deflecto-
metric recordings, adapting the idea of combining local curvatures and data information
used in the previous section to also provide feedback on the location and boundaries of
the object and the possible defective areas present.

FCNs are trainable architectures that take a raw image as an input and return a
pixel-wise class map as an output. Compared to the previous approach, this one is
interesting because instead of classifying the whole sample, it performs a segmentation
of the measurement, providing more detailed information on the defects, and also visual
feedback on what image areas have triggered its decisions. Furthermore, in this approach
more ‘expert’ information can be transferred to the model, as the ground-truth used for
training must specify all the relevant image locations with pixel-wise annotations.

The rest of the section is organized as follows: Sec. 5.6.1 describes the employed archi-
tecture, Sec. 5.6.2 deals with the experimental setup and the dataset creation. Afterward,
Sec. 5.6.3 overviews the training of the model, and the final validation results are shown
in Sec. 5.6.4 and discussed in Sec. 5.6.5.

5.6.1 Architecture

In this work the U-Net [RFB15] architecture is adopted, an FCN that has shown to work
well in different biomedical image segmentation tasks that required end-to-end training
with low amounts of data, which is also a common case in industrial inspection with
non-conventional imaging techniques.

The U-Net network is composed of two parts: an encoder and a decoder. The en-
coder is trained to extract a deep feature hierarchy using a CNN network without the
fully connected layers. The downsampling steps of the encoder facilitate the extraction of
meaningful features for classification, but localization information is lost in the process.
The decoder part transforms these low-resolution features into a full-resolution segmen-
tation map by successive upsampling steps. In addition, the localization is enhanced by
using skip connections that combine features from both parts. Fig. 5.14 shows a sketch
of the employed U-Net implementation:
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Figure 5.14: Architecture of U-Net [RFB15] Network: The left side corresponds to the
encoder, the right side to the decoder. Blue boxes represent multi-channel feature maps,
with the number of channels denoted on top of the box, and their size in pix? at the side.
White boxes correspond to copied feature maps. Arrows denote the performed operations.

The four main parts of the architecture shown in Fig. 5.14 are briefly described in the
following; more detailed explanations can be found in the original U-net paper [RFB15].

Input The input layer takes an N-channel image, as provided by the deflectometry pre-
processing stage ( Sec. 5.4.3). There is no size restriction for the analyzed sample
other than the computing resources; the example in Fig. 5.5 is based on 256x256
images.

Encoder This part is similar to the convolutional stage of a conventional CNN, as shown
in the architecture in Sec. 5.5.1. As can be seen in Fig. 5.14, the encoder is divided
into “steps” or “blocks” composed of two convolutional layers and a max-pooling
layer. These layers are configured such that, at each step, the number of filters
is doubled and the size of the feature maps (width and height) is halved. The
encoder ends with two additional convolutional layers, also called the “bottleneck”.
All convolutional layers use a rectified linear unit (ReLLU) as the activation function
and 3x3 masks per channel, whereas the max-pooling layers use a mask size of 2x2.
Batch Normalization is applied after each convolutional layer.

Decoder This part is symmetric to the encoder, except that the decoder blocks are
composed of a transposed convolution layer [ZKTF10, DV16] and two convolutional
layers. In each block, the transposed-convolution increases the resolution of the
feature maps, doubling the size of the input feature map, and cuts the number of
channels in half. This up-sampled feature map is then stacked with the one coming
from the encoder part, and two successive convolutional layers are used to combine
these features; the resulting feature map is passed to the following block. These
convolutional layers use ReLLU as activation function and 3x3 masks per channel,
whereas transposed convolution layers use a mask size of 2x2. At the end of the
decoder, all the features corresponding to a pixel are transformed into class scores
using an additional convolutional layer with a 1x1 mask and one filter for each class
in the dataset, such that the resulting feature map channels correspond to class
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scores. These class scores are converted into class probabilities using softmax as an
activation function.

Output Finally, the output layer provides a pixel-wise classification by selecting the label
with the highest probability, e.g., it labels each pixel as belonging to background,
surface or defect.

The configuration of the U-Net architecture might need to be adapted for other ap-
plications, e.g., adjusting the capacity to the amount of data and the complexity of the
problem, however, the concept behind the four main parts of the implementation shown
in Fig. 5.14 will remain the same.

5.6.2 Dataset

In order to validate the proposed defect segmentation approach, a dataset with deflecto-
metric recordings with their corresponding pixel-wise annotated ground-truth is required.
A deflectometric recording database was already created for the experiments in Sec. 5.5.2,
thus, using the same case study, the database creation is “reduced” to labeling the de-
fects. For this purpose, the recordings of 480 sample parts were annotated (e.g., fig. Fig.
5.15(d)) indicating the pixels corresponding to the background (B), surface (OK), and
defects that were visible to the human eye (DF}), where i € 1,2, .., 15 corresponds to the
defect class. Borderline defects, which would not lead to rejection but could be seen, were
also labeled.

Recall from Sec. 5.5.2 that each part was recorded eight times, thus, counting the
repetitions, 3840 samples containing 15 classes of surface imperfections needed to be
labeled pixel-wise. In order to speed up this task, the ground truth corresponding to the
original orientation of each part was annotated manually, while the remaining seven were
generated automatically using best fitting. This automatic labeling approach introduces
some noise in the ground-truth: the positioning variability causes perspective changes in
the images, resulting in incorrect labeling of pixels around defective regions. In order to
account for these inaccuracies, the regions enclosing defects were annotated including a
safety margin. Therefore, the drawn areas were generally larger than the defect itself.

The dataset was divided into three sets: 70% for training, 20% for training-validation,
and 10% for final testing. All the samples corresponding to a part (all the repetitions)
were always assigned to the same set to avoid possible over-fitting problems.

Additionally, in order to have a more meaningful evaluation of the results, each labeled
defect in the test set was classified according to its visual impact: Low impact (LI) for
tolerable defects, Medium impact (MI) for defects that could lead to a rejection if several
are present, and High impact (HI) for defects that lead directly to the rejection of the
part.

5.6.3 Training

The architecture was adjusted during several initial test runs. These short experiments
were used to define the capacity of the model, including the number of contracting steps,
and the number of channels of the feature maps at each step; the final configuration is
shown in Fig. 5.14. Several hyperparameters were also tuned at this stage, including the
optimizer (RMSProp) and the data normalization (max-min clipping excluding outliers).
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The highly unbalanced class distribution (only 6% of the pixels contain defects) appeared
to hamper the training process, so several measures were taken to reduce its effects: on the
training side, the focal loss function [LGGT17] gave us the best results. This loss function
is a variation of the standard cross-entropy that down-weights the loss assigned to well-
classified pixels, reducing the contribution from easy examples and focusing training on
hard examples. On the data side, merging all the different defect classes DF; into one
class (NOK) and using additional synthetic data augmentation worked best.

5.6.4 Results

Four models were considered for the final experiments. They all share the same architec-
ture, but each takes different input data: two use either local curvatures (model 2a) or
data modulation solely (model 2b), and the other two combine information on both, using
curvatures and data modulation modulus (model 3) or curvatures and data modulation
in two directions (model 4), as shown in Table 5.1. These models were trained for 600
epochs, using the validation set to select the iteration with the lowest loss value. In order
to evaluate the generalization capabilities of the selected models, the final experiments are
performed using the test set, which is composed of previously unseen samples containing
more than 1500 defects. Figure 5.15 shows one measurement.

Figure 5.15: (a)-(c) correspond to local curvatures and data modulation (Cy, C,, and 7),
where contours shown in green indicate segmented defects, the ones in red not segmented
ones. (d)-(e) show the corresponding ground truth label and predicted segmentation; the
color code indicates the class each pixel belongs to, using green for OK, red for NOK, and
black for background B classes.

In general, the results showed that the models correctly classified between 98 to 99.99%
of the pixels depending on the measurement. However, given the class unbalanced dataset,
these numbers mostly reflect the correct classification of background and OK classes, as
can be seen by comparing the ground truth and the segmentation shown in Figs. 5.15 (d)
and (e). In order to focus on the defect detection capabilities, pixels corresponding to the
same defective area are grouped as independent objects or “blobs”, and the defect seg-
mentation task is analyzed as a binary classification problem, taking recall and precision
as metrics (as defined in 5.7). For this purpose, defects intersected by at least 50% in the
segmentation are considered as true positives (TP), and false negatives (FN) if they are
not; blobs incorrectly detected as defective are regarded as false positives (FP).

The results corresponding to the blob analysis are shown in Table 5.1. As can be seen,
the combination of curvature and data-modulation (models 3 and 4) results in increased
recall rates compared to using just one of them, showing that the combined information
leads to better performance.
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Global Visual Impact Based
Model ~ Channels Recall Precision Recall-LI Recall-MI Recall-HI
2a Cy, C, 0.49 0.78 0.41 0.39 0.79
2b Yo Vy 0.65 0.60 0.58 0.56 0.88
3 ) sz Cy,vy 0.82 0.73 0.67 0.83 0.99
4 Cx, Gy, Vs, vy 0.86 0.66 0.72 0.89 1.00

Table 5.1: Segmentation Results - blob analysis

The achieved global recall and precision rates shown in the first two columns are a bit
low for industrial inspection, especially for the first two models. In any case, although no
information on the visual impact of the defects was fed to the network during training,
it appears to be correlated to recall rates, with high impact (HI) defects achieving the
highest rates, and low visual impact ones (LI) the lowest. Models 3 and 4 are both capable
of detecting most of the HI-MI defects but struggle with LI ones. Although model 4 results
in better recall rates, the balance of model 3 is favored and adopted for the remainder of
the experiments.

Several variations of model 3 were considered in an attempt to improve the results:
the U-net architecture was modified to increase and decrease its capacity by varying both
the number of down-steps and the number of feature maps at each step, and different
normalization and loss functions were used to train them. The results are shown in Fig.
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Figure 5.16: Results of variations of model 3: (a) The compromise between recall and
precision is represented by the linear fit. (b) The correlation between the visual impact
of the defects and recall rates is apparent comparing the box plots corresponding to each
type of defect.

As can be seen in Fig. 5.16(a), the models which increased the recall rate reduced the
precision rate, suggesting that there was a compromise between the achieved recall and
precision rates. The correlation between the visual impact of the defects and recall rates
is apparent in the box plot shown in Fig. 5.16(b). On each box, the red mark corresponds
to the median, the bottom and top edges of the box represent the 1st and 3rd quartiles,
and the whiskers indicate the extreme values. As shown in the box plots, the high impact
(HI) defects not only result in the highest recall rates in all models, but their values have
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the smallest dispersion. The low visual impact defects (LI) obtain the lowest values and
have the highest dispersion, which indicates that the less critical defects are the ones the
models have more difficulties learning.

A closer look at the results revealed some interesting findings, both when the segmen-
tation was correct and when it failed. Fig. 5.17 shows several defects that were correctly
detected. The effects of the safety margin for the automatic labeling can be noticed as the
segmented area is generally larger than the defect itself, which indicates that more precise
labeling should be employed in applications where accurate boundaries are critical.

Figure 5.17: Correctly classified defects: Local curvatures showing (a) two smooth inden-
tations (2.3 mm?), (b) a small deep dent (0.5 mm?), (¢) a deep mark (1.56 mm?). Data
modulation showing (d) a scratch (2 mm?), (e) pores (3.5 mm?), (f) a stain (1.25 mm?),
(g) a deep mark at the edge (1.85 mm?). Dynamic range and zoom have been adjusted
to enhance visibility

-

Incorrectly classified samples also expose some weaknesses of the trained models. Sev-
eral examples are shown in Fig. 5.18, using red contours to indicate FN, blue ones for FP,

and green ones for TP.
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Figure 5.18: Incorrectly classified defects, with false negatives marked in red, and false
positives in blue: (a) undetected small dent (0.23 mm?), (b) dent at the edge (0.11 mm?)
that was only partially detected, (c) three undetected slight scratches (0.35/0.42/0.48
mm?), (d) four surface finish imperfections were detected, the smaller ones had not been
labeled (0.3/0.4 mm?); (e) inclusion resulting in very small blister that had not been
labeled (0.06 mm?), (f) textile fiber posed on the surface (2.37 mm?), and (g) non-labeled
scratch (2.7 mm?). Dynamic range and zoom have been adjusted for visibility.

An analysis of the false negatives showed that the majority of the occurrences (55%)
were due to non detected type LI defects, e.g., Fig. 5.18 (a). More severe defects at
the edges of the surface (16%), e.g., Fig. 5.18 (b), and thin superficial scratches (17%),
e.g., Fig. 5.18 (c), also exhibited some systematic failures. Similarly, most false positives
were due to unlabeled slight defects, but the majority (77%) could have been labeled as
type LI defects. Figures 5.18(d)—(e) show examples of this type of failure. Additionally,
there were also several unlabeled elements, such as extraneous foreign matter posed on
the surface (5%) or unlabeled defects (3%), e.g., Figs. 5.18 (f) and (d), respectively. In
addition, there were defects that were only partially detected (3%), as shown in Fig. 5.18

(b).
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These “failures” were consistent over the repetitions of the same part: if the model
failed in one it generally failed in all. An analysis of the LI limit defects revealed that
distinguishing between some false positives and false negatives was impossible, which
indicates that the inclusion criterion for LI defects might have varied over the labeling
process that took several days. This also makes sense of the apparent compromise between
the recall and precision encountered in the experiments.

5.6.5 Discussion

This section has explored the use of an FCN architecture for automated defect segmen-
tation using a combination of photometric and geometric information derived from de-
flectometric recordings. The proposed method consists in training a U-Net network to
extract and combine features from local curvatures and data modulation, such that it
learns how to perform a pixel-wise classification of defect candidates. Its capabilities have
been demonstrated in a real industrial problem, where pixels containing geometric or
textural imperfections were automatically discriminated by a trained model.

Several experiments were performed using an industrial case study, showing that the
combination of geometric and photometric information results in an improved global ac-
curacy compared to just using either of them, showing that more than 98% of the pixels
could be correctly classified in all measurements. A defect detection analysis resulted in
moderate recall (82%) and precision (0.73%) rates, but showing a sensitivity closely cor-
related to the visual impact of the defects, with higher recall rates for more severe defect
classes. Low visual impact defects were the ones which caused most classification errors,
either for not detecting them or detecting small unlabeled defects. Several attempts to
improve the results showed that there was some kind of correlation or limit between the
employed evaluation metrics, as an improvement in one resulted in a reduction in the
other. A posterior analysis revealed that this was probably caused by the subjectivity
and inaccuracies at labeling time.

Compared to the previous classification approach, segmentation provides more detailed
information on the defects, at the expense of a tedious labeling process, which increases
the work involved in training the model. As no attempt has been made to classify the
samples, their results are not comparable, but some of the findings in this second approach
could help the classification approach: the employed loss function and the synthetic data
augmentation have helped with the small and unbalanced dataset, these strategies were
not tested in the previous experiments. In addition, most of the false positive occurrences
in the segmentation experiments were due to small defects or contamination. This fact
might have also influenced the experiments in the previous approach, a hypothesis to keep
in mind in future research.

Further research should concentrate on data acquisition and defect segmentation. Re-
garding data acquisition, different ways of combining the captured patterns can be studied
to feed richer information to the segmentation stage. Moreover, taking into account that
the recall rates for low visual impact defects were lower than those for MI and HI, it
would be interesting to explore the effects of the camera resolution on the LI defects.
Regarding segmentation, different labeling strategies could be considered, e.g., encoding
severity information in the training ground truth. Finally, as has been stated in the dis-
cussion of the classification approach (Sec. 5.5.5), these experiments have been limited to
a relatively small and unbalanced (only 6% of the pixels correspond to the defect class)
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dataset. Future research should consider validating the approach with larger amounts of
data and more quantitative labeling criteria.

5.7 Chapter Conclusions

In this chapter, the adaptation of two deep learning architectures for industrial inspection
of reflective surfaces has been studied. The main hypothesis was that a combination of
photometric and geometric information derived from deflectometric recordings of indus-
trial surfaces would enable the detection of a wide range of shape and texture defects
using DL architectures. A data acquisition procedure has been proposed, which consists
in extracting local curvatures and data modulation from sequences of phase-shifted sinu-
soidal patterns to form an N-channel ‘image’ that can be directly fed to deep learning
architectures. Two different approaches have been explored to directly exploit these mea-
surements, one for detecting defective surfaces based on a sample-wise classification using
a CNN model, and the other one for segmenting surface defects based on a pixel-wise
classification using a Unet-FCN model. The proposed approaches differ in the amount
of information they provide; while the first one results in a global sample evaluation, the
latter provides rich information about the location and size of possible defects. However,
note that this extra information comes at the expense of higher computing resources for
training a model and more human resources dedicated to preparing a dataset.

The experimental results in a real industrial case study indicate that both, CNN and
FCN architectures, are able to learn relevant features from deflectometric data, enabling
the classification and segmentation of defects after a statistical optimization based on
a dataset of user-provided examples. The employed dataset is relatively small and un-
balanced, which not only appears to hamper the training process, but also restricts the
conclusions to the employed case study. Therefore, future research should consider vali-
dating the approach with larger amounts of data, and also in different case studies.

In any case, compared to shallow learning approaches, the employed methods avoid
the handcrafted feature selection work by learning the feature extraction itself during the
training process. Furthermore, the test surface employed in this work presents some chal-
lenges, such as edges, holes, or variable curvature, that were handled seamlessly without
any manual intervention, which shows the potential of the employed methods. Never-
theless, it has to be noted that obtaining accurate models does require testing different
architectures and tweaking a few hyperparameters, as shown in the experiments.

Despite the promising results, the methods are still in an early stage of development.
In order to contribute to a near-term industrial utilization, several improvements have
been suggested for both classification and segmentation approaches, as well as for the
data acquisition procedure.

Finally, a logical extension of this work would consist in the combination of the classi-
fication and segmentation architectures into a single one that copes with the classification
of defect candidates and also with the final rejection decision for the inspected object.
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Conclusion and Future Work

Deflectometric techniques are a powerful tool for the automated quality control of specular
or shiny surfaces. These techniques exploit the dependence of specular reflections on
surface normals to recover shape information from the surface under inspection, showing
a local sensitivity in the nanometer range.

By using quantitative deflectometry, the normal vector field and the 3D shape of a
surface can be obtained. However, these techniques do not take full advantage of the po-
tential local sensitivity, resulting in global accuracies several orders of magnitude worse.
It is commonly accepted that measurement errors introduced by deflectometric setups and
their miscalibration are the main shortcomings of quantitative measurements. However,
their influence in the measurements has not yet been sufficiently investigated. The first
part of the thesis aims to contribute to a better understanding of these problems, focus-
ing particularly on how they affect the measurements performed in an Active Reflection
Grating Photogrammetry setup.

The second part of the thesis focuses on qualitative deflectometry, which is used to
detect surface imperfections rather than performing absolute measurements. These tech-
niques are very useful for aesthetic defect detection, as measurements can be performed
using simple acquisition setups and relaxed calibration requirements. However, exploit-
ing deflectometric data for automatic defect detection requires further processing that
can involve a considerable engineering effort. With the aim of reducing the complexity
of this task, we have investigated the use of a deep learning (DL) approach for the au-
tomated defect identification in deflectometric data. The following sections outline the
main conclusions and future lines.

6.1 Main Conclusions

Regarding the errors in absolute measurements, the camera model and its calibration are
addressed in Ch. 3, where the propagation of the uncertainty from an extended pinhole
camera calibration through the different stages of a deflectometric measurement process
has been modeled following the GUM framework and validated using the MCM method-
ology. The proposed model allows us to obtain an estimate of the uncertainties in the
camera rays, and their contribution to the uncertainty in the measured normal vector
field and the triangulated surface. In addition, the uncertainties in the intermediate pa-
rameters can be used as a metric to select the lens distortion model. Afterwards, Ch.
4 addresses the effects of several non-ideal characteristics of the LCD in deflectometric
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measurements. The analyzed sources of error have been divided into low-frequency and
high-frequency errors. The former included the non-planarity of the LCD screen and the
refraction in its translucent layers, while the latter correspond mainly to decoding errors.

The experimental part from these chapters has been based on the Active Reflection
Grating Photogrammetry setup from our laboratory. Different experiments have been
performed in order to investigate the measurement errors and their sources based on real
measurements and simulations that allowed us to isolate the error sources. The simulation
results indicate that the non-planarity of the screen and the uncertainty of the calibrated
camera parameters are the main sources of error, as the combination of these errors
reasonably approximates the errors obtained in the real measurements. In addition, the
errors arising from the decoding uncertainty were also significant, which indicates that
employed pattern coding strategy was not as robust as expected.

Chapter 5 was devoted to qualitative measurements. The main hypothesis was that
DL architectures will learn relevant features from a combination of photometric and ge-
ometric information, enabling the detection of a wide range of shape and texture defects
with a reduced feature engineering effort. Two different approaches have been explored
to exploit these recordings for industrial surface inspection: a method for automated de-
fective sample classification, where a convolutional neural network (CNN) architecture is
used to extract relevant features in order to directly classify defective samples, and an-
other method for automated segmentation of surface defects, where a fully convolutional
neural network (FCN) architecture is used to perform a pixel-wise classification of the
measurements.

The experimental results in a real industrial case study indicate that both CNN and
FCN architectures are able to learn relevant features from deflectometric data, enabling
the classification and segmentation of defects after a statistical optimization based on a
dataset of user-provided examples. The experiments demonstrate that the combination of
geometric and photometric information results in higher recall rates, showing a sensitivity
closely correlated to the visual impact of the defects, i.e., the system is more accurate with
high visual impact defects than with low impact ones. However, the employed dataset is
relatively small, unbalanced, and includes several labeling errors, which not only appears
to hamper the training process, but also makes the conclusions preliminary. In any case,
compared to shallow learning approaches, the employed methods avoid the handcrafted
feature selection work by learning the feature extraction itself during the training process.
Furthermore, the test surface employed in this work presents some challenges, such as
edges, holes, or variable curvature, that were handled seamlessly without any manual
intervention, which shows the potential of these methods.

6.2 Future lines

Regarding the errors in absolute measurements, the following extensions should be con-
sidered:

e The camera calibration errors have been studied for the extended pinhole camera
model; it would be interesting to do the same for other more complex camera models
in order to investigate how much can these uncertainties be reduced.

e This work has studied the effects of the LCD model errors considering the calibration
and measurement holistically; further research should address the effects on the LCD
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calibration more in depth.

e In order to obtain more accurate measurements, the screen model should consider at
least the non-planar shape of the screen in order to reduce low-frequency errors. In
addition, the sources of high-frequency errors in the decoding of the patterns should
be studied more in depth in order to adopt measures to mitigate their effects. In
any case, the pattern coding strategy should employ a larger number of phase-shifts
sacrificing acquisition time for decoding accuracy.

e Taking into account that all the experiments have been carried out with a planar sur-
face positioned at the calibration position, we expect larger errors when measuring
non-planar shaped surfaces or planar but in different positions and/or orientations.
Thus, further experiments should be performed in order to generalize these findings.

Regarding the methods proposed for qualitative measurements, the following exten-
sions should be considered:

e In order to generalize the proposed methods, both the classification and segmenta-
tion approaches should be validated with larger amounts of data and more quanti-
tative labeling criteria.

e In this work local curvatures and data modulation have been obtained from the
captured patterns reducing the amount of data that was fed to the neural network
architectures. Different ways of combining the captured patterns could be stud-
ied in order to provide richer information to the classification and segmentation
architectures.

e The segmentation and classification architectures could be combined into a single
one that copes with the defect candidates and also with the final rejection decision
for the inspected object. This would be of interest for industrial applications as it
would improve the traceability of the manufacturing process by providing specific
information on the surface areas that triggered the rejection of a sample. Fur-
thermore, we expect that using such multiple-output architecture would guide the
training procedure to learn more significant features improving the performance of
the resulting models.
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