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A B S T R A C T   

Dynamic testing of materials is necessary to model high-speed forming processes (e.g. hammer forging, blanking, 
forming, etc.) and crash/impact behaviour of structures, amongst others. The most common machines to perform 
medium to high-speed tests are the servo-hydraulic high-speed tensile and compression machines and the 
Hopkinson bars. The paper analyses the use of a newly-developed laboratory testing facility, named the Auto-
matic Thermo-Mechanical Tester (ATMT). This testing machine is equipped with a pneumatically accelerated 
Direct Impact Drop Hammer (DIDH), a furnace and automatised robotic arm, capable of characterising materials 
at intermediate strain rates, ranging from 100 to 300 s− 1 in combination with temperatures up to 1350 ◦C. The 
hammer has been designed and constructed to conduct a variety of material characterisation tests, such as, 
upsetting or plane strain compression tests as well as component tests for validation purposes. The DIDH allows 
testing standard compression specimens at average strain rates in the order of 100 s− 1 that decrease progressively 
until the it is fully stopped. It is, in combination with universal testing machines and Hopkinson bar systems, 
particularly suitable for experimental validation of loading-rate dependant material models. Compression tests 
were conducted with different hammer impact velocities generating a variety of strain rates at varying tem-
peratures on S235JR structural steel, OFHC copper and wrought Inconel 625 nickel-based superalloy to assess the 
potential of the novel apparatus. A detailed finite element numerical study of the system was performed to assess 
several aspects such as the effect of the specimen geometry or its capability as an intermediate testing device, 
simulating a simplified system and the full Direct Impact Drop Hammer apparatus.   

1. Introduction 

The study of the mechanical behaviour of metals at different strains, 
strain rates and temperatures are essential because of the influence of 
these on critical metal forming process parameters. Some of these 
include the forming forces and ductility of the material at the macro-
scopic level as pointed out by [35,45], or recrystallization phenomena, 
at the microscopic level, see [36] or [46], for example. It is already well 
established that the strain rate and temperature at which metals are 
processed have a direct effect on the resulting mechanical properties, 
thus impacting on the performance of the final manufactured compo-
nent as described by [9]. 

The strain rate quantifies the velocity at which the material is 
deformed and is directly linked to the type of manufacturing process 

and/or type of machine employed for that process as mentioned by [26, 
29]. For example, in processes such as sheet metal forming, extrusion 
and press forging, strain rates from 10− 2 s− 1 to 102 s− 1 are typically 
obtained, see [6]. These increase to rates ranging from 102 s− 1 to 103 s− 1 

in high-speed manufacturing processes such as blanking or hammer 
forging, and higher still in machining operations, with strain rates be-
tween 103 s− 1 and 106 s− 1,see [3,16]. 

Previous studies, e.g. [29,43], have shown that in general increasing 
loading rates are translated into larger loads or energies during the 
forming processes, directly impacting in the overall cost of the 
manufacturing facilities. At the microstructural level, the loading rate, 
especially at high temperatures, has a direct effect on recrystallization 
kinematics and the resulting grain size of many metallic materials as 
shown by several authors as [8,23,42,48]. Consequently, it has a crucial 
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impact on the mechanical properties of the final component. 
Although the macroscopical mechanical behaviour and the micro-

structural transformation phenomena of metals under intermediate-rate 
(102 s− 1–103 s− 1) metal forming conditions are of great industrial in-
terest, fewer studies have been carried out in comparison to those per-
formed at larger strain rates or at quasi-static loading regimes. One of 
the main reasons is that there are not many commercial experimental 
facilities that allow testing under intermediate-rate conditions as shown 
in [6]. Conventional servo-hydraulic testing machines are commonly 
utilised for quasi-static strain rate testing (≤10 s− 1), and high strain rate 
tests (>103 s− 1) are generally performed in Split Hopkinson Pressure Bar 
(SHPB) testing machines, see [14] for more details. SHPB systems can be 
employed for intermediate strain rate testing between 102 s− 1 and 103 

s− 1, however, there are two main limitations: (i) the maximum strain 
achievable to deform the specimen at intermediate strain rates, and (ii) 
the validity of the force measurement due to wave overlapping. 

Of course, several different solutions to avoid or circumvent the 
latter issue to certain extent have been proposed in the literature. For 
example, [12] propose to mitigate this by cleverly locating the strain 
gauges in the SHPB. Others, such as [31] use the deconvolution tech-
nique first proposed by [7], where through complex mathematical op-
erations and three strain gauges attached to the output bar the force 
signal can be reconstructed even if wave overlapping exists, reducing the 
need of long output bars as in [39]. Using the same force measuring 
technique combined with a hydraulic jack that avoided the natural 
strain rate decrease exhibited by regular Hopkinson bar systems, [24] 
proved the effectiveness of such apparatus to get precise force mea-
surements from quasi-static to dynamic regimes. With less mathematical 
finesse but equal effectiveness [32] are able to reconstruct the force 
signal without any deconvolution but with certain limitations [41] 
redesigned the output bar creating a series of concentric tubes welded to 
each other allowing the transmitted wave to travel further in these cir-
cumventing the overlapping issue. 

Regarding the strain achievable with a given SHPB, the nature of the 
test defines the size of the system. For a given sample deformation, the 
lower the strain rate, the larger the SHPB system must be. Since in most 
metal forming processes the material is subjected to intermediate strain 
rates (<103 s− 1), and it is strained above 50%, a relatively large SHPB 
system would be needed. This, of course, has a significant impact on 
laboratory space and resources. 

Numerous researchers have developed testing machines to perform 
mechanical characterisation tests at intermediate strain rates (e.g. ten-
sile, compression or shear tests), as reviewed by [6]. Servo-hydraulic 
machines as those in [4,47], the hybrid testing apparatus in [20], drop 
towers employed by [25,33,38], flywheel devices used by [11,28,40] or 
modified SHPB systems such as in [12,31,34,41], amongst others, have 
been proposed as possible solutions to bridge the gap between 
quasi-static and high strain rate tests. However, as in the case of con-
ventional SHPBs, excessive acquisition noise, limited achievable strain 
levels, and floor space are the main drawbacks of these machines. 
Furthermore, very few of these testing apparatuses are equipped with 
heating systems, which is a major limitation for characterising materials 
for high temperature processes and applications. 

This paper presents a novel thermomechanical metal forming 
simulator developed to address this gap: the Automatic Thermo- 
Mechanical Tester (ATMT). This automatic laboratory testing machine 
is able to reproduce a wide range of real cold and hot industrial forming 
operations, from low strain rates (<1 s− 1) in an isothermal hydraulic 
press, up to intermediate strain rates (102 s− 1–103 s− 1) in a Direct Impact 
Drop Hammer (DIDH) apparatus. Additional forming strategies can also 
be tested, including intermediate heating cycles and combined strain 
rate deformations. Moreover, by modifying the sample geometry and the 
tooling of the forming modules, several loading conditions, such as 
compression, tension or shear, can also be analysed in the ATMT. 

The DIDH apparatus, the high-speed forming module of the ATMT, 
was developed as an intermediate strain rate (102 s− 1–103 s− 1) 

mechanical testing device for metal forming operations. This high-speed 
testing machine presents numerous challenges, such as high-rate data 
acquisition, accurate load measurement or specimen visualisation 
throughout the test. It is the focus of the current investigation to validate 
such an apparatus as a reliable testing machine for intermediate strain 
rates. To this end, the cylindrical uniaxial compression tests of three 
materials, the S235JR structural steel, OFHC copper and the Inconel 625 
nickel-based superalloy, were performed at various intermediate strain 
rates and high temperatures in the DIDH. Additional SHPB tests on one 
of the afore-mentioned materials were conducted for the sake of com-
parison. Finally, a detailed Finite Element (FE) numerical study of the 
system that included the calibration of a visco-plastic J2 plasticity model 
for the S235JR steel and its verification was carried out. The aim of the 
numerical study was on the one hand, to assess the effect that the 
specimen geometry had on the strain rate evolution throughout the 
DIDH tests, and on the other hand, to identify and to analyse the source 
of the experimental force signal’s oscillations for further future 
improvements. 

2. The DIDH as an intermediate rate testing apparatus 

The Automatic Thermo-Mechanical Tester (ATMT) can reproduce a 
wide range of real hot and cold industrial metal forming conditions, 
from low strain rates (<1 s− 1) present for example in extrusion pro-
cesses, up to elevated strain rates (>100 s− 1) in hammer forging pro-
cesses. The testing device is composed of four main modules: a sample 
heating furnace, an array of quenching tanks, an isothermal hydraulic 
press for low strain rate testing (<1 s− 1), and the Direct Impact Drop 
Hammer (DIDH) for intermediate strain rate testing (>100 s− 1) (see 
Fig. 1). The DIDH was developed to overcome the difficulties encoun-
tered in performing intermediate strain rate tests (102 s− 1–103 s− 1) with 
universal hydraulic testing devices and SHPB systems. The furnaces 
installed in the ATMT for the sample conditioning and the isothermal 
press use electric resistors giving a maximum temperature of 1350 ◦C. To 
minimise human error the system is fully automated, and the sample 
manipulation is carried out by an electro-pneumatic system integrated 
into the machine. 

A wide variety of industrial forming processes that require multi- 
stage loading or heating conditions, that can individually or jointly 
include non-proportional loadings, different heating cycles or varying 
loading rates, can be simulated by controlling the test parameters or 
adapting the tooling of the forming modules. 

In the current study we focus on the pneumatically actuated DIDH. 
This mechanical module is mounted vertically and is comprised of a 92 
kg hammer that is pushed downwards by a high-pressure pneumatic 
cylinder propelling it towards the anvil, the fixed part of the system (see 
Fig. 2). The specimen is located between the hammer and the anvil as 
shown in Fig. 2. For the moment, and for safety reasons, the hammer is 
equipped with a metallic cover that fully encloses the specimen during 
the testing procedure. This cover and the anvil are marked with white 
dots that are easily trackable with a number of current commercial 
Digital Image Correlation (DIC) software. The hammer height is 
adjustable in height which allows the impact velocities to range from 2.5 
up to 5 m/s. With these specifications the DIDH gives a maximum 
applicable deformation energy of 1.15 kJ. The anvil is instrumented 
with a piezoelectric force sensor (Kistler 9106A) allowing for direct 
force measurements. 

The hammer velocity vhmr can be calculated from a simplified free 
body diagram of the hammer as illustrated in Fig. 3(a). The equation of 
motion then reads, 

m
dvhmr

dt
= pA + mg − fR

≪1
(1)  

where m = 92kg is the combined mass of the hammer and pneumatic 
cylinder, p = 6.5bar is the pressure given by the constant pressure 
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regulator behind the cylinder, A is the cross-section area of the cylinder 
with a diameter 30 mm and fR is the friction between the cylinder and 
the hammer with the guiding system that will be considered negligible. 
The hammer is stationary at x = 0, i.e. vhmr[0] = 0. Using the chain rule 
and arranging Eq. (1) we get, 

vhmrdvhmr =

(

p
A
m
+ g

)

dx (2) 

Integrating yields the hammer velocity as a function of the drop 
height as: 

Fig. 1. Overview of the Automatic Thermo-Mechanical Tester (ATMT) (a) Real laboratory picture and (b) 3D render from CAD.  

Fig. 2. Compression test setup in the DIDH.  

Fig. 3. (a) Simplified free body diagram of the drop hammer. (b) Hammer velocities vs. the drop height measured with the high-speed camera (black dots) compared 
against the analytical approach (black curve). 
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vhmr[x] =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2x
(

p
A
m
+ g

)√

(3) 

The result of this simplified analytical calculation was compared 
against the hammer velocities calibrated for different drop heights ob-
tained post-processing the images acquired with a high speed camera 
(for more details see Section 4) in Fig. 3 showing an excellent agreement. 
This simple equation was able to accurately calculate hammer impact 
velocities, at least within the 2.5 to 5 m/s range. 

3. Materials description 

The cylindrical specimens (see Table 1) used to conduct the experi-
ments in this investigation were machined from three different easy to 
source metallic materials that represented iron-based, copper-based and 
nickel-based alloys:  

• Heavily used in structural applications, the S235JR grade is a low 
carbon content ferritic-perlitic structural steel which is widely used 
for welding, fastening, and as part of structural components, espe-
cially in civil engineering. Its chemical composition is reported in 
Table 2. All specimens were machined from a 20 mm thick hot rolled 
steel sheet.  

• The high-purity Oxygen-Free High-Conductivity (OFHC) copper 
(>99.99% Cu), apart from its obvious applications, has been broadly 
used as a benchmark in high loading rate mechanical testing due to 
its low strain rate sensitivity. The samples were cut from a 15 mm 
diameter bar. 

• The Inconel 625 is a solid-solution strengthened nickel-base super-
alloy. The high nickel content combined with a considerable pro-
portion of specific alloying elements, such as chromium or 
molybdenum (see certified chemical composition in Table 3), pro-
vides excellent mechanical and corrosion properties in aggressive 
environments, from cryogenic to high service temperatures. For this 
reason, it is widely used in aeronautical, petrochemical, energy 
generation, and marine applications. A 160 mm diameter bar (ASTM 
B446–19 standard) was machined to obtain the specimens. 

4. Direct impact drop hammer experiments 

4.1. Experimental setup 

Cylindrical compression specimens with nominal diameter D and 
length L, reported in Table 1, were tested at different impact velocities 
and temperatures. The steel and copper specimens were tested at room 
temperature with varying hammer velocities of 3.3, 4.0, 4.7 and 5.0 m/ 
s, while the Inconel 625 experiments were conducted at 4.0 m/s at 950, 
1050 and 1150 ◦C. Three repetitions were performed for each condition 
in which a very low deviation was observed. 

To monitor the hammer movement, a Photron Fastcam-APX RS250K 
high-speed camera with appropriate illumination lamps was utilised 
(see Fig. 4). It was set up to record at 15000fps with a resolution of 256 ×
512px2. A coarse random grid of the white dots on a dark background 
was generated and applied to the hammer (moving) and anvil (static) 
surfaces for subsequent DIC analysis (see Fig. 2). Due to its relatively 
large mass and volume with respect to the specimen, the hammer was 
considered as rigid body for the DIC analysis and the specimen length 

history l[t] was obtained from the displacement history of the hammer, 
which was calculated by post-processing the high speed camera images 
with the GOM Correlate DIC [13]. 

To obtain the force histories F[t], a Kistler 9106A piezoelectric force 
sensor mounted directly in the anvil was employed in combination with 
a Tektronix TSD 2004B oscilloscope with an acquisition frequency of 
300 kHz. The axial engineering strain and stress histories were 
computed using the following expressions: 

e[t] =
l[t]
L

− 1 (4)  

s[t] =
F[t]
A

(5)  

where A = πD2 /4 is the initial cross-section area of the specimen. The 
strain rate was calculated as: 

ė[t] =
1
L

Δl
Δt

(6)  

with Δl = l[t +Δt] − l[t] and assuming ė[0] = 0s− 1. 
In the high temperature tests, the sample was first heated in the 

furnace, then automatically carried from the furnace to the DIDH, a 
process that took 5 s, and finally compressed by the hammer. To be able 
to reach the target forging temperatures, the cooling suffered by the 
specimen during the 5 s manipulation window had to be compensated 
increasing the initial furnace temperature. This was corrected moni-
toring the temperature in a control specimen that had a K-type ther-
mocouple placed inside it (a 0.75 mm diameter hole was drilled to the 
centre of a sample) throughout the entire testing procedure for several 
initial furnace temperatures. A five minute pre-test heating time was 
found to be sufficient to reach and homogenise the sample temperature, 
and thus, this heating time was utilised in the experimental campaign. 
All samples were water quenched in less than 2 s potentially allowing 
subsequent microstructural analysis. Such a study is out of the scope of 
this paper, and therefore, it is not included here. Although this is an 
ongoing investigation currently being investigated by the authors, for 
more details on this subject, the readers are referred to [2]. 

Table 1 
Cylindrical specimen geometries for the three materials.   

S235JR steel OFHC copper Inconel 625  

Quasi-static DIDH SHPB Quasi-static DIDH Quasi-static DIDH 

D [mm] 13.50 13.50 6.87 15.00 15.00 10.00 10.00 
L [mm] 20.00 20.00 9.90 19.80 22.50 15.00 16.00  

Table 2 
Chemical composition in wt.% of S235JR structural steel (EN 10,025–2:2004 
standard).  

C 
max. 

Mn 
max. 

Si 
max. 

P 
max. 

S 
max. 

N 
max. 

Cu 
max. 

CEV 
max. 

0.17 1.40 – 0.040 0.040 0.012 0.55 0.35  

Table 3 
Chemical composition in wt.% of Inconel 625 nickel-based superalloy.  

Ni min. Cr Mo Fe max. Nb+Ta Co max. 

58.0 20.0–23.0 8.0–10.0 5.0 3.15–4.15 1.0  

Mn max. Si max. Mn max. Ti max. C max. P max. S max. 

0.5 0.5 0.5 0.4 0.1 0.015 0.015  
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4.2. Results and discussion 

The results of a representative test at a hammer velocity of 4 m/s for 
the three different materials tested in the DIDH are presented in Fig. 5. 
The axial engineering strain histories calculated with Eq. (4) are rep-
resented with red dots, and the black dots denote the stress histories 
calculated with Eq. (5). Fig. 5 also shows the difference in acquisition 
rate of the load sensor and the high-speed camera. The displacement 
histories were linearly interpolated on the load cell time base to 
construct the axial engineering stress-strain curves depicted in Fig. 6 

(a–c). The strain rate-strain curves plotted in Fig. 6(d–f) only needed the 
data extracted from the DIC analysis of the high-speed camera images. 

Only the hammer displacement histories were used to calculate the 
strains, neglecting the elastic deformation and movement of the anvil. 
The latter was monitored for all cases. In the most unfavourable case, the 
maximum displacements of the anvil and hammer were 0.32 mm and 
11.67 mm respectively, being the displacement of the anvil only a 2.74% 
of that of the hammer. As a reference, quasi-static compression tests are 
depicted in light colour in Fig. 6(a–c). These were carried out in a 
Instron-4206 servo-hydraulic universal testing machine equipped with a 

Fig. 4. Data acquisition set-up in the DIDH.  

Fig. 5. Engineering strain and stress histories for DIDH tests conducted at a hammer velocity of 4.0 m/s for the (a) S235JR steel, the (b) OFHC copper and the (c) 
Inconel 625 (1050 ◦C). 
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100 kN load cell and compression platens at nominal strain rates of 10− 3 

s− 1 (0.1 s− 1 for the Inconel 625 at high temperatures) averaged over the 
specimen gauge lengths (see Table 1 for specimen geometries). 

In general, Fig. 6a and b show that higher hammer velocities led to 
larger sample deformations and flow stresses. The effect of the loading 
rate on the mechanical behaviour of the S235JR steel, although mild for 
the loading rates tested, is noticeable. However, the rate dependency in 
the OFHC copper is barely appreciable. It is only through comparison 
with the quasi-static response that one can observe the effect of the 
strain rate. These trends were in accordance with the well-established 
strain rate sensitivity effects for similar materials as shown by other 
authors as [17,30,18,10,44]. 

The large change in impedance between hammer and specimen as 
well as the stress wave propagation in the system, lead to some oscil-
lations in the force readings particularly at the beginning of the DIDH 
curves, as it can be observed in both Figs. 5 and 6. However, these fade 
out to certain extent as tests progress leaving the piezoelectric load cell 
noise as the only source of the oscillations. At a first glance, these initial 

oscillations might be attributed to inertia effects and consequentially to 
the lack of the dynamic equilibrium of the specimen. Let us assume that 
we have a metallic cylindrical specimen in which elastic waves are 
propagated one-dimensionally such that c =

̅̅̅̅̅̅̅̅
E/ρ

√
≃ 5000m /s. The 

characteristic time for such specimen, calculated as tc = 2L /c, would be 
for the worst case scenario, i.e. L = 22.5mm, tc = 9μs. From the stress or 
force histories we know that the first oscillation’s peak in all cases is 
close to 50μs. This means that for the worst case scenario the waves have 
travelled more than 5 roundtrips inside the specimen, which is generally 
considered as a threshold for the specimen to be under dynamic equi-
librium. It is therefore unlikely to attribute these oscillations to the lack 
of dynamic equilibrium. This will be discussed in length later in the 
article with the support of the FE simulation results. 

Fig. 6(d–f) also show that far from being constant, the engineering 
strain rate decreased as the specimen was compressed. As soon as the 
hammer came into contact with the sample, it started to decelerate until 
its kinetic energy was almost depleted, point at which the specimen 

Fig. 6. (a-c) Axial engineering stress-strain curves and (d-f) strain rate-strain curves obtained from the DIDH room temperature tests with hammer velocities of 
3.3m /s (black), 4m /s (blue), 4.7m /s (red), and 5m /s(green) for the S235JR steel and the OFHC copper; and at 4m /s and temperatures of 950 ◦C, 1050 ◦C and 1150 
◦C for the Inconel 625 nickel-based superalloy. Quasi-static compression tests are depicted in light colour (grey at room temperature and coloured at high 
temperatures). 
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could not deform anymore. However, this strongly depends on the 
specimen geometry and the work hardening of the material as these 
factors dictate the amount of energy needed to deform them. Fig. 6(d 
and e) show very similar responses, as the specimens tested for the S235 
steel and the OFHC copper were very similar in size and both materials 
exhibited very pronounced work hardenings. The OFHC copper how-
ever, seemed to maintain a more constant strain rate, at least for the 
higher hammer velocities. If we take a maximum engineering strain of 
0.3 for the OFHC copper, the maximum at which the quasi-static tests 
were performed, the variation in strain rate for hammer velocities of 4.7 
and 5.0 m/s are 65 (32.5% of the maximum strain rate) and 60 s− 1 (25% 
of the maximum strain rate) respectively. Surely, if for the same 
straining a more constant strain rate is sought, the energy available to 
deform the specimen should be increased. This could be done by 
maintaining the same specimen geometry and increasing the kinetic 
energy of the hammer or by keeping the configuration of the hammer as 
it is and modifying the specimen geometry as will be shown later in 
Section 6.2. In any case, the non-constant strain rate does not pose any 
issue if computational models are to be calibrated by inverse FE simu-
lations employing adequate boundary conditions. This is also analysed 
with more detail in Section 6.2. 

The high temperature tests at intermediate strain rate (Fig. 6(c) dark 
coloured curves), from 1050 to 1350 ◦C, conducted on the Inconel 625 
exhibited anomalous, or at least counterintuitive, behaviour compared 
to that observed under quasi-static conditions (Fig. 6(c) light coloured 
curves). The strength of the latter decreased with increasing tempera-
ture, while the strength of the formers were virtually identical for all 
three temperatures, at least until the specimens were largely deformed, 
well over 25% of engineering strain. This has its origin in the micro-
structural changes that the material undergoes during the heating and 
deformation process, more specifically, the dynamic and post-dynamic 
recrystallization are the phenomena responsible for such stress-strain 
response. The extensive microstructural study carried out by the au-
thors confirmed that these microstructural changes were indeed 
responsible for the stress-strain behaviour that was observed. As it has 
been previously mentioned, such a study has been considered to be out 
of the scope of the current article and as such it is not included here. 

5. Split Hopkinson pressure bar experiments 

SHPB tests were conducted for experimental comparison and 
computational model calibration purposes. Therefore, only one of the 
three analysed materials was tested in such device, i.e. the S235JR. 

The configuration of the SHPB employed to perform the compression 
tests is schematically depicted in Fig. 7. The striker, input and output 
bars are made out of steel with a mass density of ρb = 7850kg /m3, and a 
calibrated elastic wave propagation speed of cb = 5100m /s. The SHPB 
system and test methodology is well established in the literature, see 
[14] for details. The strain histories measured at the strain gauge 

locations, shown in black in Fig. 7, were shifted to the specimen-bar 
interfaces and decomposed into incident, reflected transmitted signals 
as in [22]. These, denoted as εI,R,T [t], were used to calculate the force and 
the velocity in the interfaces of the input and output bars. However, here 
only the output force measurement, F[t] = εT[t]EbAb, was employed to 
get the force histories. To measure the specimen length history l[t], a 
Phantom v2511 high-speed camera was set to record 150.000fps, with 
an exposure of 0.92μs at resolution of 384× 288px2, taking one picture 
every 6.6μs. A telecentric lamp equipped with a led source that illumi-
nated the specimen from the back was used to obtain a high degree of 
grey value contrast, allowing easy tracking of the bar and specimen 
edges. The specimen length history l[t] was computed employing the 
point tracking technology available in eCorr v4 DIC software Fig. 8). The 
engineering strain and strain rate histories were calculated as in Eqs. (4) 
and ((6), respectively. In the present study, the striker was launched at 
three velocities 5.8, 8.3 and 10.7  m/s to obtain different loading rates. 
These velocities were measured with a laser right before the striker 
impacted the input bar. 

As in the DIDH tests the acquisition frequency was shorter for the 
force measurements. However, the camera used in these tests had such a 
short acquisition frequency that the differences were between the stress 
and strain history frequencies were minor. The axial engineering stress- 
strain and strain rate-strain curves of all the tests conducted in the SHPB 
are depicted in Fig. 9(a) and (b), respectively. Although the results were 
significantly “cleaner”, showing way less oscillations in the stress-strain 
curves, the limitations of the SHPB system in performing intermediate 
strain rate tests can be clearly seen in this plot. For an average engi-
neering strain rates of ėavg = 400s− 1, ėavg = 150s− 1 and ėavg = 90s− 1 the 
maximum engineering strains were only emax = 0.3, emax = 0.1 and 
emax = 0.075. For similar strain average strain rates, the maximum strain 
levels achieved in the DIDH were significantly larger. This is directly 
linked to the SHPB system limitations mentioned in the introduction. 
Although the configuration of the output bar allows for a maximum 
pulse length of tF = 2(Lout − LSGi) /cb ≃ 1170μsbefore the waves over-
lap, the length of the striker limits the test duration to T =

2Lstr /cb ≃ 650μs. Therefore, the specifications of the gas gun used to 
launch the striker and the laboratory space were the bottleneck for this 
system. It should be noted that we are only highlighting the limitations 
of the current SHPB system when it comes to the intermediate strain rate 
testing. 

The effect of the loading rate in the flow stress is clearly visible in 
Fig. 9(a), exhibiting a significant increase for larger loading rates. 
Although not constant, the strain rate seemed to plateau as the specimen 
got compressed. If the specimen could have been strained to larger 
compression levels the strain rates would have tended towards these 
plateau values. 

Fig. 7. SHPB system comprised of a striker, an input and an output bar of equal lengths.  
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6. Numerical study 

A numerical study, where a simplified and a full-scale model were 
simulated, was performed to assess several relevant elements observed 
in the experiments and other significant aspects such as the feasibility of 
using the DIDH tests for material calibration or the effect of the spec-
imen geometry on the strain rate. A simple classical associated J2 
plasticity combined with a Johnson-Cook-type work hardening was 
calibrated for the S235JR steel to conduct such an analysis. Details of the 
model as well as of the calibration procedure are given subsequently. 

6.1. Computational model 

The constitutive equations have been formulated in a rotationally 
neutralised configuration where we transform the Cauchy stress Σ and 
rate-of-deformation D tensors as follows, 

σ = RT ⋅Σ⋅R and d = RT ⋅D⋅R (7)  

where R is the rotation tensor from the polar decomposition of the 
deformation gradient F = R⋅U = V⋅R. Assuming the additive decom-
position of the corotational rate-of-deformation tensor, the rate form of 
the linear elastic isotropic law is defined by: 

σ̇ = C : de = C : (d − dp) (8)  

where C is the isotropic elastic stiffness fourth-order tensor that contains 
the elastic moduli. 

The well-known von Mises yield function, given by: 

f [σ, σY ] = σ[σ] − σY (9)  

is chosen to describe the plastic yielding. As usual, σ =

̅̅̅̅̅̅̅̅̅̅
3
2s : s

√

is the von 
Mises stress and s = dev[σ]. The work hardening σY is a Johnson-Cook- 
type law ( [18]) following the expression: 

σY =

{

σ0 +
∑2

i=1
Qi(1 − exp[− Cip])

}{

1+Cln
[

ṗ
ṗ0

]}{

1 −
(

T − Tr

Tm − Tr

)m}

(10)  

where p =
∫ t

0 ṗdt, is the equivalent plastic strain, ṗ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
3dp : dp

√

is the 
equivalent plastic strain rate, T is the temperature, σ0 is the yield stress, 
Q1,C1,Q2,C2 are the constants of the two-term Voce strain hardening 
law, C is the strain rate coefficient, ṗ0 is the reference strain rate, m is the 
thermal softening exponent, Tr is the reference temperature and Tm is 
the melting temperature. 

The flow rule is chosen to be associative, 

Fig. 8. Image sequence of the deformed specimens from which the instanta-
neous length was computed. The squares indicate the points tracked throughout 
the tests. 

Fig. 9. (a) Axial engineering stress-strain curves and (b) strain rate-strain curves obtained from the SHPB tests with striker velocities of 5.8m /s (black), 8.3m /s (blue) 
and 10.7m /s (red). 
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dp =
∂f
∂σ = λ̇

3
2

s
σ (11) 

From the work conjugacy, σ : dp = σṗ, the evolution equation for the 
plastic strain is ṗ = λ̇ and considering adiabatic heating conditions, the 
temperature evolution is Ṫ =

χ
ρCp

σ : dp, where ρ is the mass density, Cp is 
the specific heat and χ is the Taylor-Quiney coefficient. The constitutive 
model equations were implemented in their incremental form as a user 
material subroutine in ABAQUS/Explicit, [1], non-linear explicit time 
integration FE solver. 

The material constants were identified through inverse modelling 
with an iterative domain reduction scheme available in LS-OPT (see 
[21]) where the error is minimised between experimental and numerical 
stress-strain responses. The number of constants and their diverse effects 
on the material’s response led to a complex interplay amongst them, 
which possibly could give more than one constant set fitting such 
experimental data, somehow dispossessing constants from their corre-
sponding physical meaning. To avoid this, a pragmatic sequential 
identification procedure was employed, where (i) quasi-static uniaxial 
tensile tests were used to calibrate the strain hardening, (ii) quasi-static 
uniaxial compression tests were used to obtain the friction coefficient, 
and (iii) dynamic compression performed in the SHPB with striker ve-
locities of 8.3m /s and 10.7m /s were utilised to calibrate the strain 
hardening and thermal softening of the Johnson-Cook model. 

The experiment carried out with the lowest striker velocity, i.e. 
5.8m /s, did not show a substantial change over the next higher velocity. 
Further, as discussed in the previous section, the compressive pulse was 
not long enough to generate a sufficiently long test duration that would 
have allowed obtaining a more representative stress-strain curve. Hence, 
it was not used for the calibration. Additional quasi-static uniaxial ten-
sile and compression tests were conducted to calibrate the work hard-
ening of the computational material model used in the finite element 
simulations and to estimate the friction coefficient between the platens 
and the specimen in the case of the compression tests. The quasi-static 
tensile tests were performed on ASTM E8M standard dogbone speci-
mens in a Instron-4206 servo-hydraulic universal testing machine 
equipped with a 100 kN load cell at a strain rate of 10− 3 s− 1 averaged 
over a gauge length of 60 mm. 

Making use of the specimens’ symmetry, only one-eighth (tensile 
specimen) and one-fourth (compression specimen) of the finite element 
models were discretised with 0.5 × 0.5 × 0.5 mm3 C3D8R eight-node 
reduced-integration elements with hourglass control available in ABA-
QUS/Explicit ([1]). The experimentally measured velocities were 
applied as prescribed boundary conditions. The quasi-static cases were 
run with mass-scaled solutions that gave approximately 105 time 

increments throughout the complete simulation time. To simulate the 
barrelling observed in all the compression experiments, as shown in 
Fig. 11, the compression tests were simulated with a friction coefficient 
μ = 0.3 between platens (rigid surfaces) and specimen that was esti-
mated by measuring and comparing the final geometry of the 
quasi-static specimen (see Fig. 11(a)). 

The resulting engineering stress-strain curves are compared against 
the experiments in Fig. 10 showing an excellent agreement. The material 
constants resulting from the optimisation procedure are reported in 
Table 4. The axial cross-section of the compression specimens with 
equivalent plastic strain contours two striker velocities used in the 
calibration procedure 8.3 and 10 m/s are shown in Fig. 12(a) and (b) 
respectively, also allowing the direct comparison of the deformed pro-
files with the experiments. For illustration purposes, the calibrated 
material’s equivalent stress-plastic strain curves for several constant 
plastic strain rates are plotted in Fig. 15. 

6.2. Simplified DIDH simulations 

The simplified FE simulations of the DIDH experiments used the 
same element size and configuration, including the friction coefficient, 
as those used in the quasi-static compression tests. No mass scaling was 
employed in this case. The hammer weight was modelled with a nodal 
mass of 92 kg attached to the top rigid surface that had an imposed 
initial velocity. The gravity effects were neglected since they were small 
compared to the energy generated by the DIDH. Alternatively, one could 
use the displacement histories measured in the experiments as pre-
scribed motions on the rigid surfaces. However, this would imply a 
precise monitoring of the hammer motion by DIC or similar methods, as 
is the case here. With this simple numerical setup, the hammer velocity 
calculated from the equation of motion (Eq. (3)) could be directly used 
as a boundary condition. The resulting engineering stress-strain (black) 
and strain rate-strain (red) responses are plotted in continuous lines in 
Fig. 13 for hammer velocities of 3.3m /s (a), 4m /s (b), 4.7m /s (c), and 
5m /s(d). The calibrated model’s mechanical response was in excellent 
agreement with the experimental data. But more importanly, the results 
showed that this numerical setup could adequately describe the DIDH 
tests. 

6.2.1. Effect of the specimen size in the DIDH tests 
As previously mentioned, the average engineering strain rate for the 

specimen geometry tested decreased over time as the kinetic energy of 
the hammer was employed to deform the sample almost until it was 
depleted, i.e. until the hammer rebounded. Simulations with a hammer 
velocity of 4.7 m/s were repeated with different specimen sizes to assess 

Fig. 10. Axial engineering stress strain curves of the quasi-static (a) and dynamic (b) tests employed in the S235JR material constant identification procedure.  
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the effect that this had on the strain rate. Maintaining the length to 
diameter aspect ratio constant, L /D = 1.5, the specimen diameter D was 
reduced to 3D/4 and D/2. In the same fashion as that shown in Fig. 13, 
the engineering stress-strain and strain rate-strain responses are plotted 
in Fig. 14. We can observe how the strain rate always decreases with 
increasing strain. However, for similar deformation energies per unit 
volume, i.e. approximately the areas under the stress-strain curves, the 

situation changes drastically. If we compare the responses until a 
maximum strain of 0.4, the strain rate for the largest specimen varies 
from 250 to 60 s− 1, for the intermediate size goes from 310 to 240 s− 1 

and for the smallest it hardly changes from 470 to 460 s− 1. 

6.2.2. Alternative calibration with the DIDH experiments 
To assess the potential that the DIDH experiments might had as 

calibration data, the material constants controlling the loading-rate ef-
fects, i.e. C and m were recalibrated following the same procedure as 
that explained in Section 6.1, but this time the stress-strain curves from 
DIDH tests were used for the minimisation problem. The constants ob-
tained, C = 0.0445 and m = 0.445 (cal. HMR), differed sightly from 
those in Table 4 (cal. SHPB). However, the overall adiabatic behaviour 
does not change significantly as shown in Fig. 15 for a constant equiv-
alent strain rate of 500 s− 1. The SHPB and DIDH were simulated with the 
new set of constants to evaluate the validity of the latter as potential 
calibration data. 

Fig. 16 shows the engineering stress-strain curves obtained from the 
numerical simulations of the SHPB tests in (a-b); and the numerical 
stress-strain responses of the DIDH tests in (c-f). The numerical simu-
lations performed with the cal. SHPB (red dashed curves) gave larger 
stresses than those carried out with the cal. HMR (black curves) for 

Fig. 11. Quasi-static (a) and dynamic (b) post-test compression sample geometries.  

Table 4 
Johnson-Cook material constants for the S235JR low-alloy steel.  

Elastic constants and physical properties 

E[GPa] ν ρ[kg /m3] Cp

[ J
kgoC

]
Tm[

oC]

200 0.33 7850 460 1500  

Voce strain hardening 

σ0 [MPa] Q1 [MPa] C1 Q2[MPa] C2 

250.00 105.00 35.24 330.00 3.00  

Johnson-Cook strain rate hardening and thermal softening 

C ṗ0[s− 1] m χ Tr[
oC]

0.0545 1.0 × 10− 3 0.375 0.9 25  

Fig. 12. Comparison between the experimental and numerical profiles of the compression specimens with striker velocities of 8.3(top) and 10.7 (bottom) m/s.  
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strains up to 0.15. The smaller m value in the cal. SHPB however, cor-
rected that effect as the strains increased and the stress levels from the 
two calibrations seemed to converge, at least for the strain ranges that 
were studied. The larger scatter in the DIDH tests at the beginning of the 
stress-strain curves forced the optimisation software employed in the 
inverse modelling procedure to lift it up by increasing the C constant, 
which as a consequence increased m to fit the stress level for larger 

strains. Comparatively, for the range of strains analysed, there are only 
slight differences amongst the two calibrations. More importantly, the 
numerical simulations of the SHPB tests with the cal. HMR were in very 
good agreement with the experimental data which reinforced the idea of 
using the DIDH tests as calibration tests for the intermediate strain rate 
regime. 

Fig. 13. Engineering stress-strain and strain rate-strain numerical responses compared with the experiments with hammer velocities of 3.3m /s (a), 4m /s (b), 4.7m /s 
(c), and 5m /s(d). 

Fig. 14. Specimen size effect on the numerical engineering stress-strain and strain rate-strain response.  
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6.3. Full-scale DIDH simulations 

Although excellent agreement was obtained between experimental 
and numerical mechanical responses, as shown in the previous subsec-
tion, there were still certain experimentally-observed effects such as the 
initial oscillations that were not captured in the simplified simulations. 
To study this in detail, half of the DIDH was modelled making use of its 
horizontal symmetry condition as shown in Fig. 17. The parts that 
comprised the model are depicted in Fig. 17. All contacts except for the 
specimen-anvil and specimen-hammer interfaces were modelled as 
frictionless. All the grey parts in Fig. 17, this is the hammer and the rig, 
and the anvil were considered isotropic elastic with the same properties 
as the S235JR steel. For the sake of simplicity, the load sensor was 
considered as an orthotropic elastic material (see Table 5) with no 
piezoelectric effect following Hooke’s law, σ = CoR : ε, where CoR 

contains the elastic constants reported in [19] and in matrix form has the 
shape: 

[
CoR] =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

c11 c12 c13 0 0 0
c11 c13 0 0 0

c33 0 0 0
sym c44 0 0

c44 0
c44

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

(12) 

The hyperelastic behaviour of the rubber pad on the bottom of the rig 
was described by a three-term Ogden model with the following strain 
energy density U expression in terms of the principal stretches, λI,λII ,λIII, 

U[λI , λII , λIII , ] =
∑3

i=1

μi

2α2
i

(
λ

′αi
I + λ

′αi
II + λ

′αi
III − 3

)
+
∑3

i=1

1
Di
(det[F] − 1)2i (13)  

where λ′
i = dev[λi] = λi(det[F])− 1/3 for i = I, II, III and the material con-

stants as detailed in [5] calibrated from [37] and reported in Table 5. 
The element size used to discretise the specimen was maintained 

equal to that in previous sections, but it was coarsened for the rest of the 
parts. It should be noted that for the sake of simplicity, no connectors 
such as bolts or screws were modelled. However, the dimensions, ge-
ometries and weights of the complete assembly were respected as much 
as possible. The DIDH experiment conducted at 4.7 m/s was simulated, 
where contact force measurements from the specimen-anvil, specimen- 
hammer and anvil-load sensor interfaces were extracted. The force 

extracted from the specimen interfaces, as shown in Fig. 18(a), were 
almost identical from the beginning, with differences below 1% of the 
maximum force for most of the duration of the test. Therefore, the os-
cillations observed in the experimental stress-strain curves (see Fig. 6) 
have an origin that is not related to the dynamic force equilibrium. This 
is in accordance with the discussion in Section 4.2, where calculating the 
time that the stress waves took to complete five round trips, we 
hypothesised that the specimen was in equilibrium 

Fig. 18(b) compares the experimental force history (in grey) against 
the contact force read from the anvil-load cell sensor interface (in red), 
where the same oscillatory behaviour was detected. Several authors that 
employed similar load cell arrangements such as [27,25,47] have come 
across comparable effects concluding that the system ringing [15] is 
responsible for the oscillations in the load measurements. The impulse 
generated by the system during the test can excite the relatively low 
natural frequency of the piezoelectric load sensor causing spurious os-
cillations in the load signal. These oscillations increase with larger 
applied velocities as the stress wave amplitude increases. 

6.4. System ringing analysis 

The system ringing is typically analysed with a simplified single 
degree of freedom (SDOF) mass-spring-damper analysis such as that 
shown in Fig. 19, where the force history measured from the specimen- 
anvil interface F[t] is used as an input. Such a force acts on a mass m1 that 
represents the anvil which is connected to the rig assembly with a spring 
of stiffness k1 and a damper with a viscous coefficient c1 that simulate 
the load sensor. The viscous damping coefficient is typically defined 
through the relation c1 = ζ1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
4k1m1

√
being ζ1 the damping ratio, a 

dimensionless parameter. The stiffness was approximated as k1 =

A1E1 /L1, where L1 = 15mm is the length and A1 = 1589mm2 is the 
cross-section area of the load sensor. For detailed information on the 
dimensions the reader is referred to the manufacturer’s product data 
sheet. Due to its large mass concentrated close to the impact zone, the 
rig’s top plate, shown in the detail of Fig. 17, has been considered as an 
element with mass m2 connected to the floor with a large steel column 
that is considered to be very, which is treated as a spring of stiffness k2. 
The measured mass of the anvil is m1 = 1.54kg and the approximated 
mass of the top plate is m2 = 47kg. 

The “real” force that the specimen was subjected to, acted on the 
system deforming elastically the load sensor which in turn, through the 

Fig. 15. Adiabatic and isothermal equivalent stress-plastic strain curves given by the Johnson-Cook strength model calibrated with the SHPB and DIDH tests for a 
constant equivalent plastic strain rates of 500 s − 1. 
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piezoelectric effect, gave the force signal. Although we knew of the 
orthotropic behaviour of the sensor, for this particular case we assumed 
that has an isotropic elastic modulus of E1 = 126GPa. The output force 
FSDOF[t], depicted in blue in Fig. 19, represents the load signal 
“contaminated” by the ringing effect and it can be calculated employing 
Hooke’s law as: 

FSDOF[t] = k1(x1[t] − x2[t]) (14)  

where x1[t] and x2[t] are the displacements calculated solving the 
following set of ordinary differential equations: 

m1ẍ1[t] + c1(ẋ1[t] − ẋ2[t]) + k1(x1[t] − x2[t]) − Fspec− anvil[t] = 0
m2ẍ2[t] − c1(ẋ1[t] − ẋ2[t]) − k1(x1[t] − x2[t]) + k2x2[t] = 0 (15)  

with the initial conditions xi[t] = ẋi[t] = 0 for i = 1,2. 
The complex geometry of the column that connects the upper part of 

the DIDH with the floor is far more complex than what is depicted in 
Fig. 17, which makes the stiffness k2 estimation quite challenging. It has 
been obtained choosing a viscous damping ratio of ζ1 = 0.07 and 

minimising the following error function: 

ferror =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑T

t=0

(
FSDOF[t] − Fexp[t]

)2

T

√
√
√
√
√

(16) 

The resulting response for different viscous damping ratios is plotted 
and compared against the experimental data in Fig. 20 and against the 
simulation in Fig. 18(b). The resulting natural frequencies of this anal-
ysis calculated as: 

f0,i =
1

2π

̅̅̅̅̅
ki

mi

√

(17)  

are f01 = 14.5kHz and f01 = 2.6kHz. On the one hand, it seemed that the 
lowest frequency did not masque excessively the experimental results, 
but it was always excited. On the other hand, although the highest has a 
significant effect, it was quickly attenuated in comparison with the total 
test time. 

It should be noted that the SDOF analysis is far too simplistic to 

Fig. 16. Comparison of the numerical engineering stress-strain responses from the simulations performed with a set of constants calibrated with the SHPB tests and 
another set calibrated with the DIDH tests. 
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Fig. 17. Schematic view of the full-scale DIDH assembly.  

Table 5 
Material properties of the load sensor from [19] and rubber pad from [5].  

Load sensor 

ρ[kg /m3] μ1 [MPa] α1 μ2[MPa] α2 μ3[MPa] α3 Di[MPa− 1]

7500 0.00183 5.305 0.00911 -2.066 0.39 1.432 0.001  

Rubber pad 

ρ[kg /m3] c11 [GPa] c33 [GPa] c12 [GPa] c13 [GPa] c44 [GPa]
1400 126 117 79.5 84.1 23.5  

Fig. 18. (a) Force signal extracted from the hammer-specimen and anvil-specimen interfaces (in black) and the relative force difference between both interfaces (in 
blue). (b) Experimental and anvil-load cell interface simulation contact force histories. 
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capture all the details of the testing apparatus. However, it seems to give 
some trends, and most importantly, can give an assessment on the 
amount of the system’s ringing effect on the experimental load signal. 

7. Conclusions 

Given the limitations of conventional mechanical testing apparatuses 
to test at intermediate strain rates, a Direct Impact Drop Hammer 
(DIDH) that can be employed as a mechanical testing device for tests at 
such strain rate range and at both room temperature and high temper-
atures (<1000 ◦C) has been designed and developed. It is a testing 
module of the larger and more ambitious Automatic Thermo-Mechanical 
Tester (ATMT) focused on metal forming operations. The design details, 
the functioning principles and the equipment that provided force and 
displacement measurements have been presented. Despite its disad-
vantages, such as the limited hammer kinetic energy or the inability to 
track the real time specimen deformation, it has been shown that is 
capable of accurately and repetitively test under compressive loads at 
intermediate strain rates and both room and high temperatures. The 
DIDH allowed testing at average strain rates in the order of 100 s− 1 that 
decrease progressively as its energy was converted into specimen’s 
deformation energy until it was fully stopped. We have shown that in 
combination with universal testing machines and Hopkinson bar sys-
tems, is a device that is very well suited for the experimental validation 
of loading-rate dependant computational material models. 

There is definitely room for improvement, since the machine is still 

in its early stages of development. A transparent shield that would allow 
directly recording the specimen deformation throughout the straining 
process is already being implemented. Other technical aspects such 
faster image acquisition or interchangeable hammer heads would also 
improve some of the issues that have been pointed out. 

To test the capabilities of the DIDH, compression experiments on 
S235JR low-alloy steel have been performed in both the DIDH and a 
SHPB. The results highlighted some of the limitations of the SHPB when 
it comes to the intermediate strain rate testing. In particular, the pulse 
generated by the striker has not been large enough to sufficiently 
compress the specimens to a degree that would allow a direct compar-
ison with the DIDH tests at similar strain rates. Conversely, the DIDH 
tests at several loading rates have showed the possibilities of the newly 
constructed apparatus. Although the strain rate decreased as the speci-
mens were strained, it has not been considered as a drawback, but 
simply an effect of the specimen size. Additionally, room temperature 
tests on OFHC copper samples at various intermediate strain rates, and 
high temperature (950–1150 ◦C) tests on Inconel 625 nickel-based su-
peralloy samples have been performed in the DIDH. The results showed 
a high repeatability showcasing the capabilities of the DIDH as an 
experimental device to characterise materials’ behaviour at both inter-
mediate strain rates and high temperatures. 

To further asses the suitability of the newly developed DIDH for in-
termediate strain rate testing, the S235JR steel has been calibrated for 
an associative von Mises plasticity with a Johnson-Cook-type hardening 
law, with some additional quasi-static tensile and compression tests and 
the SHPB experiments. The calibrated material model has been used to 
run FE simulations with simple boundary conditions of the DIDH tests 
showing an excellent agreement with the experimental mechanical re-
sponses. To show the potential that the DIDH tests have as a set of data in 
the intermediate strain rate regime to calibrate computational models 
for metal forming applications and to add another layer of confidence, 
the Johnson-Cook constants that control the loading rate behaviour 
have been recalibrated with such tests. This new calibration has been 
compared against the previous exhibiting minor differences in the nu-
merical stress-strain responses of the SHPB and DIDH tests reinforcing 
the possibility of using the DIDH experiments as material calibration 
data in the intermediate strain rate regime. Additionally, the FE models 
with smaller specimen sizes have been simulated showing the influence 
of their geometry for the same DIDH setup. Finally, the source of the 
experimental force oscillations has been analysed with a full-scale DIDH 
FE model in a simulation study, concluding that such an oscillation does 
not have its origin in the lack of the dynamic equilibrium but in the 
system’s ringing produced by the excitation of the piezoelectric force 
sensor’s natural frequency after hammer impact. 
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