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A B S T R A C T

Industrial Control Systems (ICSs) are a key technology for life-sustainability, social development and economic
progress used in a wide range of industrial solutions, including Critical Infrastructures (CIs), becoming the
primary target for multiple security attacks. With the increase of personalized and sophisticated attacks, the
need for new tailored ICS cybersecurity mechanisms has increased exponentially, complying with specific ICS
requirements that Information Technology (IT) security systems fail to meet. In this survey, a comprehensive
study of ICS intrusion response is conducted, focusing on the use of Software-Defined Networking (SDN)
for the development of intrusion response strategies in ICS. With its centralized control plane, increased
programmability and global view of the entire network, SDN enables the development of intrusion response
solutions that provide a coordinated response to mitigate attacks. Through the survey, an analysis of ICS
security requirements and the applicability of SDN is conducted, identifying the advantages and disadvantages
compared to traditional networking and protocols. Furthermore, a taxonomy on intrusion response strategies
is presented, where different proposals are discussed and categorized according to intrusion response strategy
and deployment environment characteristics. Finally, future research directions and challenges are identified.
1. Introduction

Industrial Control System (ICS) is a general term that covers various
types of control systems and associated instruments used to operate
and/or automate industrial processes (NIST SP 800-82 [1]). ICSs are
heterogeneous systems that include actuators, sensors, control and
networking components [2]. They support manufacturing and control
at different scales, such as, nuclear plants, electrical grids, hydroelectric
dams and so on. ICSs encompass several types of control systems,
including Supervisory Control and Data Acquisition (SCADA) systems
and other control systems such as Programmable Logic Controllers
(PLCs) or Remote Terminal Units (RTUs), often found in the industrial
sectors and Critical Infrastructures (CIs).

Industry 4.0 or fourth industrial revolution are widely used concepts
to refer to the digitization that ICSs are undergoing through the inte-
gration of electronics and computing systems [3]. ICSs are composed
of two main zones. On the one side, the Operational Technology (OT)
network contains the hardware and software used to monitor and con-
trol industrial processes. On the other side, the Information Technology
(IT) network used for information processing by using workstations,
server and databases. Originally, OT and IT were independent concepts
in the industrial domain, but the convergence of these two technologies
has given networking capabilities to ICSs, enabling cost savings and
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flexibility in the remote management and monitoring of industrial pro-
cesses with the use of cyber-components [4]. The modern trend is the
complete adoption of IT and the massive interconnection of systems,
resulting in the emergence of Cyber Physical Systems (CPSs) [5].

In the actual state of the society, where a failure in a CI such as
an electrical grid or a nuclear plant could affect the health, physical
integrity, safety and the well-being of the population, it is extremely
necessary to develop highly reliable strategies to avoid an unimaginable
catastrophe [6]. Interconnection is an increasing event in CIs, and due
to their interdependence, a security breach in a certain process can
compromise the whole industrial network to which it is connected [7].
Isolation has been a key factor in ensuring the security of industrial
operations, but the adoption of IT systems and increasingly intercon-
nected ICSs, exposes the originally isolated ICSs to corporate networks,
including the Internet [8]. This change resulted in traditional isolation
and security through obscurity techniques no longer being effective in
ICS environments. Less isolation implies a greater need to secure these
systems against attacks. This has pushed the research and development
of security measures that could mitigate threats in such a sensitive
scenario, and which is still active today [9].

To prevent such catastrophic scenarios, it is extremely recom-
mended applying secure-by-design approaches (NIST SP 800–160),
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Table 1
Comparison of related survey articles.

References SDN ICS Response Review taxonomy

Rakas et al. [14] No Yes No Signature-based, statistical-based, knowledge-based, Machine Learning (ML)-based (neural networks
and clustering/outlier detection), specification-based and hybrid intrusion detection.

Chica et al. [15] Yes No Yes Threat detection, NFV/cloud-based security, attack remediation (denial of service, side-channel, rogue
device infiltration, malformed packets), identityaccess/management, network status monitoring,
security assessment and forensics.

Mazhar et al. [16] Yes No Yes Anomaly/Entropy-based detection, ML-based detection, Manufacturing Usage Description (MUD)-based
detection, ML and MUD-based prevention.

Hande et al. [17] Yes No No ML-based detection, Deep Learning-based detection and entropy-based detection.

Yurekten et al. [18] Yes No Yes Defense against scanning, spoofing, Denial of Service (DoS), sniffer, malware, social engineering and
web application attacks.

Yungaicela et al. [19] Yes No Yes Reactive defense (statistics-based detection, ML/DL-based detection, reinforcement learning-based
mitigation, adversarial learning) and proactive (Moving Target Defense, Network Function
Virtualization, deception, network slicing, blockchain) defense.

Our survey Yes Yes Yes Dynamic traffic filtering, network survivability, Moving Target Defense and honeypot-based intrusion
response.
and where it is not possible, to implement mitigation and preven-
tion techniques. In general, ICSs are configured and designed with
static pre-defined policy rules, in order to meet high performance and
resiliency requirements in critical operations. In most cases, this is
achieved by manually implementing management functions and rules
in proprietary Command Line Interfaces (CLI) provided by different
industrial vendors devices. Since most of the existing industrial net-
work infrastructures are application-specific and statically deployed,
they are unable to support different types of industrial applications
with diverse requirements. This calls for a network infrastructure that
enables dynamic configuration and interoperability among different
industrial applications [10], giving to Software-Defined Networking
(SDN) the opportunity to be the key technology in building ICSs. SDN
opens up a new horizon of possibilities to ease the management of
communication networks based on the concept of separating the control
plane (e.g., failure management, topology discovery) and the data plane
(e.g., packet routing, forwarding), making the network dynamic and
programmable [11]. Nowadays, the integration of SDN into industrial
environments is in an early stage of development and requires an
extensive testing and validation work [12]. However, SDN have been
successfully adopted in IT (e.g., datacenters) and telecommunication
(e.g., Wide-Area Networks, 5G mobile networks) environments, and is
expected to be useful for the development of intelligent and reliable
security solutions in ICSs [13], particularly in the field of intrusion
detection and response.

This work aims to analyze the possibilities of leveraging SDN for
ICS intrusion response, by systematically reviewing existing literature
on related fields. As shown in Table 1, the paper complements the
aspects already covered in existing surveys [14–19] by considering and
combining aspects not included before in a single survey, such as the
use of SDN for developing intrusion response strategies for ICSs. The
core contributions of this paper are the following:

• A comprehensive literature review on the applicability of SDN to
develop intrusion response strategies in ICS.

• A novel taxonomy to classify SDN-based intrusion response strate-
gies in ICS.

• A discussion of open problems and future trends regarding ICS,
SDN and intrusion response.

The rest of the paper is structured as follows: Section 2 provides an
ntroduction to ICSs by analyzing their characteristics, security needs,
he main cyberattacks and intrusion response techniques. Section 3
nalyzes SDN, the differences with traditional networking, how SDN is
sed for securing ICS and the main security issues related to the archi-
ecture. Section 4 provides a literature review of SDN-based intrusion
esponse in ICS by making a categorization based on intrusion response
2

strategies. Section 5 discusses and compares the articles listed in the
previous section. Section 6 identifies and proposes research challenges
and future lines. Finally, the paper is concluded in Section 7.

1.1. Literature review methodology

For the development of the survey paper in SDN-based intrusion
response in ICS, a literature review methodology described underneath
has been followed for relevant contributions search. The different steps
of the methodology, the search strategy, the keywords used, and the
inclusion criteria are described below.

Publications were retrieved through a computerized search of the
Compendex and Inspec databases via Engineering Village, IEEE Xplore
and ScienceDirect in order to find relevant contributions published
in English in the related research area. In addition, internationally
recognized technical documents and standards such as RFC, IEC or
IEEE documents have been used to obtain specification information for
different technologies and protocols.

The survey paper was conducted in an iterative manner. First, a
global view of the current state in ICS and SDN security was sought. The
search query used for this step was: ‘‘SDN’’ AND ‘‘ICS’’ AND ‘‘security’’
OR ‘‘architectures’’ OR ‘‘resilience’’. Controlled terms were used to
exclude all publications outside the research domain.

Once the key concepts in the current state of ICS and SDN security
were understood, the search terms were modified to focus on SDN-
based ICS intrusion response and to identify different technologies and
approaches to achieve this goal. The search terms in this step included
‘‘SDN’’ AND ‘‘ICS’’ AND ‘‘intrusion response’’ OR ‘‘attack mitigation’’
OR ‘‘resilience’’ OR ‘‘survivability’’.

After identifying the main approaches in SDN-based ICS intrusion
response, a more specific search was carried out in order to find contri-
butions in each identified intrusion response approach or strategy. The
following query was used: ‘‘SDN’’ AND ‘‘ICS’’ AND ‘‘network surviv-
ability’’ OR ‘‘network reconfiguration’’ OR ‘‘MTD’’ OR ‘‘honeypot’’ OR
‘‘traffic filtering’’ OR ‘‘drop’’ OR ‘‘block’’. Controlled vocabulary terms
were used to exclude publications related to non-relevant research
areas. Duplicated papers were also discarded. The bibliographies of all
relevant articles and review papers were also searched and taken into
account. Selected relevant papers were analyzed in-depth and included
in this survey paper.

2. Industrial control systems

The nature of ICSs makes traditional IT security systems fail to
meet industrial systems security requirements. Although many security
mechanisms have been designed for IT systems, the use of these security
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Table 2
Differences between traditional IT systems and ICSs.

Criteria IT systems ICS

Applicable domain Corporate and home environments Industry
Primary function Data processing and transfer Physical equipment control
Traffic behavior Unpredictable Predictable
Transmission nature Aperiodic large packets Periodic and aperiodic small packets
Determinism Low High
Temporal consistency Not required Required
Environment Clean environment Hostile environment
Failure severity Low High
Primary security requirement Confidentiality Availability
Updates Continuous updates Limited updates capabilities
Components lifetime 3–5 years 10–15 years or longer
solutions in ICSs may not be suitable. Table 2 aims to highlight the main
differences between the IT and ICS systems characteristics. According
to NIST SP 800-82 [1], ICSs differ from traditional IT systems in the
following aspects:

• ICSs are intended to control and monitor physical devices and
processes. Any problem or incident in the operation of the ICS
can cause consequences in the physical world.

• Availability is a priority in ICSs. While IT systems focus on
data confidentiality and integrity, ICSs concerns include fault
tolerance and human safety. An unexpected system outage is not
acceptable.

• ICSs are often time-critical and must be within an acceptable
delay. In contrast, IT systems can withstand a certain level of
delay or jitter.

• The component lifetime in ICS is very long compared to IT
components. ICS components lifetime can be 10–15 years, in some
cases even longer.

• Applying security patches are postponed in ICSs due to availabil-
ity and reliability requirements. These updates have to be exten-
sively tested before being implemented. In contrast, IT systems
are updated regularly.

• ICS devices are designed for industrial processes control and
in many cases do not have the capability to integrate security
mechanisms.

This translates into the occurrence of several number of events
elated to security breaches [20]. Example of such events include the
ell-known Stuxnet [21], a malware which was able of modifying

he operation of a nuclear plant in Iran, resulting in the failure of
entrifuges of a uranium enrichment plant.

.1. Cyberattacks in ICSs

Insufficient security systems in legacy ICSs and an increase in the
onnectivity of these systems, securing an ICS environment becomes
difficult task. Besides this, cyberattacks have evolved to levels of

ophistication, diversity, personalization and intelligence never seen
efore [22]. As an example, Advanced Persistent Threats (APTs), that
emain active for long periods of time without being detected, represent
threat to ICSs [23,24]. Understanding different cyberattack scenarios

s very important for developing and deploying ICS intrusion response
olutions to meet security, safety, resilience and adaptability needs. The
ost common attack model is to gain access to the manufacturing zone
etwork in order to compromise the ICS. An attacker can gain control
hrough social engineering or by exploiting vulnerabilities in legacy
CS devices connected to the internet. Most vulnerabilities in ICS occur
ue to lack of authentication mechanisms, encryption and integrity
hecks [25], allowing attackers to launch attacks from unauthorized
osts or modifying the content of network packets. Cyberattacks in ICSs
an be classified into the following groups [26]:

Denial of Service (DoS) is an attack on a computer system or net-
work that causes a service or resource to be inaccessible to legitimate
3

users. It usually results in the loss of network connectivity by excessive
bandwidth consumption or overloading the computational resources of
the attacked system. Examples of such attacks include SYN flood, UDP
flood, ICMP flood, Ping of Death or low-rate DoS attacks.

Reconnaissance attack is a process or set of attacks that aims to
collect information about devices on a network. Information such as
network topology, IP addresses, device names, open ports, etc. can be
obtained. Reconnaissance attacks can be performed passively or ac-
tively. Examples of attacks include information gathering attacks such
as passive reconnaissance (e.g., eavesdropping, passive fingerprinting,
sniffing) and active reconnaissance (e.g., nmap, active fingerprinting).

Man-in-the-Middle (MitM) attack allows to an attacker sit in the
middle of a communication. The attacker is able to intercept communi-
cation packets in order to read, modify, inject commands or interrupt
communication flows.

Injection attack refers to the use of techniques through which an
attacker, impersonates a different entity by injecting falsified data in
a communication. For example, an attacker could inject false sensor
reading or control commands from a compromised device. Examples
of attacks include IP spoofing, MAC flooding, ARP spoofing, data
injection, command injection or packet alteration attacks.

Replay attack consists of retransmitting a packet previously seen
on the network. For example, an attacker could retransmit lower or
higher temperature readings to prevent safety systems from alerting ICS
operators. Such attacks are often difficult to detect.

Physical Process attacks aim to alter the industrial process by
performing attacks that physically affects ICS components. Examples
of such attacks include link destruction, stealth attacks by introducing
small perturbations into the system process and direct damage attacks.

2.2. Cybersecurity demands in ICSs

Industrial networks are built upon heterogeneous and diverse net-
work devices and protocols that support traffic filtering or access
control protocols, as well as physical redundancy in order to en-
able network survivability. Several aspects related to cybersecurity
requirements in ICS are detailed below.

2.2.1. Redundancy and network survivability
A resilient system has to be flexible enough to withstand changes or

modifications and return to a stable mode of operation after an incident
occurs. In order to achieve high availability and guarantee the delivery
of all packets in an industrial communication, network redundancy
becomes the most accepted technique. Network redundancy consists of
maintaining alternative communication paths in case the primary one
fails, reconfiguring the network by selecting an alternative path and
avoiding an interruption.

There are several protocols that enable redundancy control and
which differ from each other in the supported topologies and in the
recovery time [27]. Rapid Spanning Tree Protocol (RSTP, IEEE 802.1w)
supports different types of topologies, but the failover time depends
on the location of the failure and different vendors individual im-

plementation and does not guarantee a deterministic failover time.
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Another well-known protocol in the industrial domain is the Media
Redundancy Protocol (MRP, IEC 62439-2). It provides a deterministic
failover behavior and the recovery time is usually lower than RSTP,
but it is only supported in ring topologies. In addition to these two
mentioned protocols, it is worth to mention the Parallel Redundancy
Protocol (PRP) and the High Availability Seamless Redundancy (HSR),
both defined in IEC 62439-3. They provide a zero recovery time in case
a failure occurs.

2.2.2. Timeliness and predictability
Industrial control network traffic is by nature repetitive and pre-

dictable, since most of the traffic is generated by automated pro-
cesses [28,29]. Timeliness requirements in ICSs depend entirely on each
individual application and the latency, timing, synchronization and pre-
dictability of network traffic may vary for each use case. As an example,
closed-loop industrial control applications often require a deterministic
communication, with a low-delay and an acceptable jitter value. In
addition, time synchronization is critical for ICS security as is useful
for log correlation, quality of service and authentication/authorization
mechanisms (NIST SP 1500-201 [30]). Network Time Synchronization
(NTP, RFC 5905) and Precision Time Protocol (PTP, IEEE 1588) can
provide time synchronization among industrial devices. In order to
prevent malicious modifications of network time, it is recommended
the use of the secure versions of NTP (RFC 8915) and PTP (enabling
’time, length and value’ integrity checking as defined in IEEE 1588).

2.2.3. Network monitoring and management
Network visibility and traffic management are fundamental con-

cepts to monitor unexpected behaviors and avoid undesired interrup-
tions in an industrial network. In ICS networks, monitoring capabilities
are typically implemented through the use of Switch Port Analyzer
(SPAN), also called port mirroring, a technique that copies incoming
Ethernet frames on a switch and forwards them through an outgoing
port (NISTIR-8219 [31]). There are other alternatives that offer more
advanced network monitoring capabilities [32]. Protocols such as the
encrypted and authenticated Simple Network Management Protocol
version 3 (SNMPv3, RFC 3410) can be used to gather real-time basic
network usage data such as bandwidth as well as device readings
such as CPU load or memory usage. For a more comprehensive and
specialized network traffic reporting solution, NetFlow can be used
as a packet aggregator into flows, for further processing and analysis
(e.g., incident detection, network performance or quality of service
verification). However, NetFlow is a widely used Cisco-only proprietary
network protocol and in response, Internet Protocol Flow Information
Export (IPFIX, RFC 7011) was created as a common, open and universal
standard of network flow information export. Another open technology
worth mentioning is sFlow (RFC 3176), which enables exporting net-
work packets in a mandatory sampling mode, but does not contain a
packet-to-flow aggregator itself.

In addition to monitoring protocols mentioned above, network man-
agement can be achieved via NETCONF (RFC 6241) protocol, which
is an advance over vendor-specific proprietary configuration platforms
and tools. NETCONF enables to manipulate and install network devices
configurations on top of a Remote Procedure Call (RPC) layer [33].

2.2.4. Incident and fault detection
Compared to IT systems, ICS network traffic is deterministic by

nature and this can be leveraged to support network monitoring for
unexpected behavior or fault detection. Understanding the normal state
and operation of an ICS network is often a prerequisite for many
Intrusion Detection Systems (IDSs) [14]. Signature-based IDSs monitors
all packets traversing the network and compares them against a ruleset
of attack signatures of known malicious threats. The main advantage
of signature-based IDSs is the high accuracy, fast pattern matching
and low false positive ratio. The main disadvantage is the lack of
ability of zero-day attacks detection. If the signature of an attack is not
4

registered, the attack will not be detected. Some industrial equipment
vendors have already incorporated signature-based IDSs for a many
industrial protocols such as DNP3 or Modbus TCP.1 Another approach
to detect incidents are the anomaly-based IDSs, where thresholds are
defined to determine whether a monitored behavior is licit or illicit.
The main advantage of an anomaly-based IDS is the ability to detect
zero-day or previously unseen attacks. Concerning to detection rate,
anomaly-based detection techniques result in more false positives than
signature-based ones and the efficiency depends on the precision in
defining thresholds. For an in depth analysis of the performance of
different Machine Learning (ML) approaches (supervised, unsupervised,
semi-supervised and reinforcement learning) in ICS, refer to the work
by Umer et al. [34].

2.2.5. Incident prevention and mitigation
Network architectures play a fundamental role in preventing secu-

rity issues in ICSs. Network separation between IT and OT systems, as
detailed in industry-recognized architectures such as the Purdue model
or the IEC 62443 standard, is difficult to achieve with new emerging
trends such as Industrial Internet of Things (IIoT) or cloud comput-
ing [35]. As an example, sensor data can be retrieved in the lowest
level of the ICS and directly sent to the cloud for further processing
(e.g., predictive maintenance), not complying with segmentation rules
defined in previously mentioned reference architectures. Apart from
authentication, authorization and integrity checking mechanisms, ICS
security relies on enforcing physical and logical access restrictions to
cyber-components [36]. On the one side, network segmentation can be
achieved by physically using different switches or logically implement-
ing Virtual Local Area Network (VLAN, IEEE 802.1Q) configurations.
On the other side, network isolation can be implemented by using
Access Control Lists (ACLs), firewalls or Deep Packet Inspection (DPI)
devices. Network isolation devices can be configured to enforce policies
permitting only allowed flows or packets and blocking everything else.

Network segmentation and isolation does not protect against all
ICS threats and manually handling network incident alerts may not
be the most efficient way. Intrusion Prevention Systems (IPSs) that
automatically deploy countermeasures to mitigate attacks can cause a
disruption in the network and an extensive testing and validation work
is required before the deployment into mission-critical networks.

2.3. Shortcomings of traditional ICS protocols and tools

In most cases, industrial control networks are deployed and man-
aged using pre-configured static policies to meet high availability and
reliability needs. Often, to satisfy previously mentioned ICS security de-
mands, low-level manual configurations are required by using vendor-
specific configuration and management tools. Moreover, with the evo-
lution of industrial networks into dynamic and increasingly intercon-
nected heterogeneous devices [37,38], those security requirements are
difficult to achieve without centralized network management tools.
Because of this, SDN is becoming a promising technology for the
operation and development of tailored industrial security tools [12,39],
providing a global view over the entire network, increasing network
programmability and allowing a dynamic and centralized network
management.

3. Software-defined networking

Software-Defined Networking (SDN) refers to a new approach for
network programmability, that is, the capacity to initialize, control,
change, and manage network behavior dynamically via open interfaces
(RFC 7426). SDN enables the central and intelligent management and

1 https://github.com/digitalbond/Quickdraw-Snort.

https://github.com/digitalbond/Quickdraw-Snort
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Table 3
Traditional networking vs. Software-Defined Networking.

Criteria Traditional networking Software-Defined Networking

Control and data planes Coupled Decoupled
Control plane Decentralized Centralized
Network supervision Limited view Global view
Network management Changes implemented separately at each device Easier with the help of the controller
Network programmability Low High
Extensibility Static and inflexible High
Maintenance cost Higher Lower
control of individual hardware components with the help of soft-
ware [40,41]. For this purpose, the control plane is detached from
the network devices and centralized in an external entity. The data
plane, on the other hand, remains in the network devices and its
function is reduced to packet forwarding. Within the operation of SDNs,
an ecosystem of platforms, protocols and applications can be found.
Currently, the Open Networking Foundation (ONF) is in charge of
promoting SDN and its adoption, as well as standardizing and managing
the OpenFlow [42,43] standard. As represented in Fig. 1, the SDN
architecture is divided into three different planes [44].

Data plane. Implements forwarding decisions made by the control
plane. It is composed of traffic forwarding and processing devices
(e.g., switches, routers). These devices use specific protocols that allow
communication with controllers to establish flow rules and share traffic
statistics. The most widely used protocol in SDN is OpenFlow, although
there are some others such as NETCONF (RFC 6241).

Control plane. It is used to grant logic to the data plane. In
the control plane, SDN controllers can be found. The ecosystem of a
controller can be divided into three areas:

Northbound interface: It is used for the interaction between exter-
nal user-developed applications and the controller. Programmers can
create, modify or delete flow entries and retrieve network statistics.

Controller core: Also known as the SDN controller, it is responsible
for the interaction between the southbound and northbound interfaces.
Applications can be developed that offer functionalities.

Southbound interface: Composes the lowest layer of the stack of an
SDN controller and is used to interact with the forwarding devices in
the data plane. Controllers typically support multiple protocols for the
southbound interface, including the OpenFlow protocol.

Application plane. Consists of end-user business applications that
use SDN services through the northbound interface. Allows services
and applications to simplify and automate the tasks of configuring,
provisioning and managing new services in the network.

3.1. SDN for securing ICSs

Traditional network architectures are not optimized to meet current
and future networking requirements of ICSs that demand more flexibil-
ity, heterogeneity and interoperability in dynamic environments [12].
In traditional networking, to make any kind of change (topology, rules,
protocols, etc.), the network administrator must manually configure
each of the devices, increasing complexity and possible errors in the
network operation. Because of this, network architectures are evolving
towards dynamic and programmable topologies such as SDN. The main
differences between traditional networking and SDN are highlighted in
Table 3. From a ICS network security, reliability and interoperability
point of view, SDN technology brings benefits mainly due to the
following characteristics:

• Network-wide visibility allows users and applications to collect
traffic information or monitor network status in real-time. This
information can be used to develop applications to detect and re-
spond to attacks, as well as to define security policies or to ensure
high availability of the industrial process avoiding interruptions.
5

Fig. 1. SDN architecture.

• Network programmability allows developing and integrating
applications that interact with the network. A centralized con-
trol plane and well-defined communication interfaces, make the
network operation more dynamic and scalable.

• Dynamic flow control allows to decide the behavior of the
network traffic in a centralized way. Among many other things,
it is possible to modify the traffic route, decide whether to drop
or forward packets, etc.

Next, the potential applications of SDN in ICS are discussed, with a
focus on network monitoring, security, timeliness, reliability, interop-
erability and management. A summary of the main topics discussed in
this section is provided in Table 4.

3.1.1. Network monitoring and security
From a network monitoring perspective, the global view over the

network offered by SDN provides detailed understanding of what
is happening in the network at any given moment. The controller,
among many other things, is capable of monitoring and handling
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Table 4
Summary of how SDN covers different ICS needs.

Monitoring and security

- Network traffic and status monitoring through a network-wide visibility.
- Network-wide intrusion detection using gathered traffic and network status data (real-time or offline mode).
- Intrusion response due to a dynamic, real-time and centralized decision-making.
- Network-wide intrusion prevention with security policy enforcement (e.g., access control, network segmentation, software-defined firewalls).

Timeliness and reliability

- In advance backup flow rules definition in flow tables to avoid table-misses and delay introduction.
- Network interruption identification by querying the data plane or handling port status changes notifications from switches.
- Topology-agnostic, fast and deterministic recovery mechanisms to avoid unexpected interruptions and fulfilling high availability requirements (e.g., OpenFlow Fast-Failover
groups, control plane-based network reconfiguration).
- Dynamic flow control to meet real-time and quality of service related requirements (e.g., load balancing, avoid overloaded devices or links, priority traffic routing).

Interoperability and management

- Abstraction layer in the data plane homogenizing low-level and vendor-specific network configuration interfaces and tools.
- Ease the interoperability between different ICS ecosystems by using open protocols to manage forwarding tables.
- Improves manageability and allows faster innovation cycles.
- Support for multiple industrial network traffic types, topologies and protocols.
switches ports and links status changes, handling table-misses (packets
that have not matched any flow rule), querying flow rules statis-
tics (e.g., packet/byte count, flow rule duration) or sending network
packets to the controller by encapsulating them into Packet-In packets
before or during a forwarding decision is made at the data plane [45].
Intrusion detection can be developed leveraging monitoring strategies
mentioned above. As an example, network packets can be sent to the
controller for attack signature matching, anomaly detection or deep
packet inspection before the forwarding is made. For a non-real-time
intrusion detection, packets can be mirrored to the controller for further
packet-by-packet analysis or packets-to-flows aggregation.

Compared to previously analyzed traditional network isolation or
segmentation techniques, SDN can provide static and dynamic traffic
filtering rules enforcement to prevent and/or mitigate attacks [46].
Whitelisting has been advocated by industry as an effective method for
securing industrial networks (NIST SP 800–82) and SDN can be used
to easily install, update and remove static filtering policies allowing
only authorized or whitelisted communications. This way, limiting
communications to only authorized ones, ICS attack surface is reduced.
In addition to static filtering, leveraging different monitoring strategies
mentioned above for a constant network checking, a centralized intru-
sion detection and flow management, the network can be dynamically
reconfigured to mitigate attacks in SDN. An automated intrusion re-
sponse could cause adverse consequences in the operation of ICS and
an extensive testing is often required before the deployment of these
systems into production networks.

3.1.2. Network timeliness and reliability
From a network resilience point of view, an SDN controller can offer

failure response by installing pre-defined forwarding rules that serve as
backup in case a network reconfiguration is needed. For this, network
monitoring modules can be developed on top of the controller to gather
network status data (e.g., ports or links status) in order to detect failures
and reconfigure the network by using predefined backup forwarding
rules or by installing new ones [47]. Instead of the controller querying
the data plane to obtain information about the state of the network,
network switches can be configured to notify ports and links status
changes to the controller, allowing to the controller react and avoid
end-to-end connectivity failures. For a faster recovery time, a feature
available since OpenFlow version 1.1 named OpenFlow Fast-Failover
groups [48], can be used to detect and overcome port failures. The
motivation of Fast-Failover groups is that the reconfiguration process
occurs in the data plane by predefining a list of port monitoring and
actions buckets, preventing the controller from querying the data plane
or handling status changes. Apart from self-healing, OpenFlow groups
can be leveraged for different purposes such as load-balancing by using
the OpenFlow Select group or to improve the performance avoiding
6

forwarding rules duplication for a set of similar flows by using the
OpenFlow Indirect group.

Compared to traditional redundancy control protocols, SDN can
provide topology-agnostic network recovery mechanisms, as opposed
to MRP which only supports ring topologies. Moreover, SDN can also
implement deterministic and faster recovery times than RSTP by lever-
aging network-wide awareness and in advance flow rules definition.

3.1.3. Network interoperability and management
SDN overcomes low-level vendor-specific network configuration in-

terfaces by introducing an abstraction layer for the data plane, enabling
network operation via open interfaces and the support for multiple in-
dustrial topologies and protocols. The use of open protocols to manage
forwarding tables and a centralized control plane eases the interop-
erability between different ICS ecosystems, improving manageability
and allowing faster innovation cycles compared to traditional legacy
industrial networks. However, a major challenge is the interoperability
of legacy ICS devices within the SDN ecosystem. ICS components life-
time is usually longer compared to IT systems and the transition from
traditional industrial networking to SDN may not always be possible
due to availability requirements and lack of support for required pro-
tocols. Authors in [49] analyze different hybrid SDN approaches that
combine legacy forwarding devices and programmable SDN switches in
networks that a fully SDN deploy is not possible.

3.2. Security issues in SDN

Like any other network technology, the protocols, devices and
applications participating in an SDN network can be the target of an
intentional security attack or an accidental incident due to miscon-
figuration or misuse [50]. Although SDN can offer several security
related advantages over traditional networking, potential SDN vul-
nerabilities must be addressed to meet ICS security requirements. In
fact, the ONF presented a manuscript [51] that analyzes different SDN
related security issues and proposes guidelines for designing secure
SDN solutions capable of withstanding threats. All layers and com-
munication interfaces of the SDN architecture represented in Fig. 1
are susceptible to specific security attacks or vulnerabilities introduced
due to configuration or operation errors. As the different planes of the
SDN architecture are interconnected through communication interfaces
(northbound and southbound interfaces), an attack launched in one of
the planes can affect other parts of the architecture. The following is an
overview of the main vulnerabilities that can be found in the different
planes of the SDN architecture [15]:

Application plane vulnerabilities. Vulnerable or buggy applica-
tions, lack of applications authentication and authorization, malicious
applications deployment.
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Fig. 2. Taxonomy of SDN-based intrusion response strategies in ICSs used the survey.
Control plane vulnerabilities. Single point of failure due to con-
trol plane centralization, vulnerable SDN controllers, vulnerable or
buggy applications, SDN controller overload, malicious control packet
injection, lack of network devices authentication/authorization.

Northbound and Southbound interfaces vulnerabilities. Most of
the vulnerabilities occur due to the use of communications that are
vulnerable to attacks such as the use of unencrypted communications,
vulnerable protocols or errors in the configuration.

Data plane vulnerabilities. Vulnerable or legacy ICS protocols,
vulnerable network devices, devices overload, malicious traffic injec-
tion, lack of network devices authentication and authorization.

4. SDN-based intrusion response in ICSs

Dynamic network behavior modification, continuous monitoring
and centralized decision-making capabilities are recurrent resources
on many SDN security related research papers. The SDN architecture
provides tools to develop new security mechanisms in a more effective
way, enhancing programmability and knowledge gathering capabilities
compared to traditional networking. In the field of ICS security, the
applicability of SDN has focused mainly on the development of different
intrusion detection and response solutions. Focusing on intrusion re-
sponse, this section provides a review of the state-of-the-art in the field
of SDN-based intrusion response in ICSs. Fig. 2 defines the taxonomy
followed in this review, whereby publications are classified based
on the intrusion response strategy followed. The intrusion response
strategies can be categorized into the following three groups:

1. Dynamic traffic filtering: Compared to traditional networking,
SDN eases the dynamic definition of security policies by using
traffic statistics or network status information. These approaches
implement different detection techniques (e.g. deep packet in-
spection, signature pattern matching, anomaly detection, Ma-
chine Learning) and leverage SDN to dynamically drop packets
or block network flows to avoid reaching the destination device.

2. Network survivability: Consists of maintaining network operation
when one or more network components fail or suffer an attack.
Leveraging the global view of the network that SDN provides,
network status monitoring modules are developed to detect a
failure and reconfigure the network to avoid an interruption.

3. Cyber deception: The main goal of cyber deception techniques is
to confuse attackers by providing false information on network
resources, increasing their uncertainty in the decision-making
and allowing knowledge gathering by the defender. Cyber de-
ception approaches in SDN-based ICSs can be classified into two
groups:

(a) Moving Target Defense: The network configuration is ran-
domized over time (e.g. IP addresses, network paths), re-
ducing the attack surface and providing false information
to the attacker.
7

(b) Honeypot-based response: Fake industrial processes and
devices are deployed so that attacks strike these systems
instead of production ones. Keeping the attack active on
fake systems allows intelligence to be gathered without
affecting production systems.

Following this taxonomy, the section has been divided into three
subsections, each one corresponding to a different intrusion response
strategy. Table 6 summarizes, compares and classifies all SDN-based
intrusion response approaches for ICS analyzed in this section. It in-
cludes:

• Intrusion response section by including:

– Cyber-threats against the proposed solutions are tested
during the experimental phase.

– The adopted Response approach based on different re-
sponse strategies defined in Table 5.

• The SDN Controller used in the solution.
• The industrial Protocol considered in the solution.
• Deployment section by including:

– A tick if NFV is used in the solution.
– Equipment, tools and technologies that are used for Testbed

deployment.
– Intrusion Detection modules deployment location based on

the SDN architecture planes.
– Intrusion Response modules deployment location based on

the SDN architecture planes.

4.1. Dynamic traffic filtering

To prevent malicious network traffic from reaching its destination,
traffic filtering becomes a very effective technique. Sainz et al. [52]
present a solution for detecting and mitigating payload alterations. In
the experiment, a bottle filling plant is simulated in which the SCADA
server and the PLC communicate through the Manufacturing Message
Specification (MMS) protocol. No forwarding rules are installed on
the switches, forcing all packets to go through the SDN controller. A
machine is placed between the PLC and the SCADA server. The request
packages from the SCADA server are intercepted by this machine and
the payload altered. The entire payload signature matching process
is performed on the SDN controller and the malicious packets are
dropped to prevent from reaching the PLC. The main drawback of the
proposed solution is that the signature matching process is only made
with control packets flowing from the SCADA server to the PLC. Sensor
readings flowing from the PLC to the SCADA server are not considered
in the attack detection process. Moreover, processing all packets in the
SDN controller can lead to controller overload problems. In addition to
packet alteration mitigation mechanism, ICMP traffic rate is limited in
order to mitigate ICMP flood attacks. Physical industrial equipment is
used in conjunction with Emulab [76] for testbed deployment.
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Table 5
Categorization of different intrusion response strategies of the literature.

Intrusion response category Response approach Short identifier Description

Dynamic traffic filtering Drop packet DROP-PKT Packets are dropped according to rules or matches.
Block flow BLOCK-FLOW Flows are blocked according to rules or flow matches.

Network survivability
Path reconfiguration PATH-RECONF Change flow path in order to avoid an interruption.
Limit traffic rate RATE-LIMIT Limit traffic rate to avoid network resources overload.
Packet sanitation SANITIZE-PKT Replacing network packets affected by an attack.

Cyber deception
IP randomization IP-RAND Proactively or reactively randomize IP addresses.
Path randomization PATH-RAND Proactively or reactively randomize flow paths.
Send to honeypot SEND-HONEY Send traffic to a honeypot or honeynet.
Table 6
Classification of SDN approaches for intrusion response in ICS.
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Dynamic filtering Survivability MTD Honeypot

Cyber-threats
Denial of Service ■ □ ■ ■ □ ■ □ ■ ■ □ □ □ □ □ □ □ □ ■ □ □ □ ■
Reconnaissance □ □ ■ ■ ■ □ □ ■ □ □ □ □ □ □ ■ □ □ ■ □ □ □ □
Man-in-the-Middle ■ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ ■ □ □ ■ □
Injection ■ ■ ■ ■ □ ■ □ ■ □ □ □ □ □ □ □ □ □ ■ □ □ ■ □
Replay □ □ □ □ □ □ □ ■ □ □ □ □ □ □ □ □ □ ■ □ □ □ □
Physical □ □ □ □ □ □ □ □ □ ■ ■ ■ ■ □ □ □ □ □ □ □ □ □
Not specified □ □ □ □ □ □ ■ □ □ □ □ □ □ ■ □ ■ ■ □ ■ ■ □ □

Response approach
DROP-PKT ■ ■ ■ ■ ■ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □
BLOCK-FLOW □ □ ■ ■ ■ ■ ■ ■ ■ □ □ □ □ □ □ □ □ □ □ □ □ □
PATH-RECONF □ □ □ □ □ □ □ □ □ ■ ■ ■ ■ □ □ □ □ □ □ □ □ □
RATE-LIMIT ■ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □
SANITIZE-PKT □ ■ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □
IP-RAND □ □ □ □ □ □ □ □ □ □ □ □ □ ■ □ □ ■ □ □ □ □ □
PATH-RAND □ □ □ □ □ □ □ □ □ □ □ □ □ □ ■ ■ ■ □ □ □ □ □

Intrusion
response

SEND-HONEY □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ ■ ■ ■ ■ ■

OpenDaylight ■ □ ■ □ □ □ □ □ □ □ □ □ ■ □ □ □ □ □ ■ □ □ □
ONOS □ □ □ □ □ ■ □ □ ■ □ □ ■ □ □ □ □ □ □ □ ■ □ □
RYU □ □ □ □ □ □ ■ ■ □ □ □ □ □ ■ □ □ □ □ □ □ □ □
POX □ ■ □ □ □ □ □ □ □ □ ■ □ □ □ ■ ■ □ □ □ □ □ □
Other □ □ □ □ ■ □ □ □ □ ■ □ □ □ □ □ □ □ □ □ □ □ □

Controller

Not specified □ □ □ ■ □ □ □ □ □ □ □ □ □ □ □ □ ■ ■ □ □ ■ ■

MMS ■ □ □ □ □ □ □ □ □ □ □ □ ■ □ □ □ □ □ □ □ □ □
Modbus □ □ ■ ■ □ ■ □ □ □ □ □ □ □ □ ■ ■ □ □ □ □ ■ □
EtherNet/IP □ ■ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ ■ □ ■ □ □
OPC UA □ □ □ □ ■ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □ □
DNP3 □ □ □ □ □ □ □ ■ □ □ □ □ □ □ □ □ □ □ □ □ □ □

Protocol

Not specified □ □ □ □ □ □ ■ □ ■ ■ ■ ■ □ ■ □ □ ■ □ ■ □ □ ■

NFV □ ■ ■ □ □ □ □ □ □ □ ■ □ □ □ □ □ □ □ ■ □ □ □

Testbed
Physical equipment ■ □ □ □ □ □ ■ □ ■ □ ■ □ □ □ □ □ □ □ □ □ □ □
Mininet □ □ □ ■ □ ■ ■ □ ■ ■ ■ □ ■ ■ ■ ■ □ □ □ ■ ■ □
MiniCPS □ ■ □ □ □ ■ □ □ □ □ □ □ □ □ □ □ □ ■ □ ■ □ □
Virtual machines □ ■ ■ □ ■ □ □ □ □ □ □ □ □ □ □ □ ■ □ ■ ■ □ □
Other ■ □ □ □ □ □ ■ □ □ □ □ ■ □ □ □ □ □ □ □ □ □ □
Not specified □ □ □ □ □ □ □ ■ □ □ □ □ □ □ □ □ □ □ □ □ □ ■

Detection module
Application plane □ ■ ■ ■ □ □ ■ ■ □ □ □ □ □ □ □ □ □ □ ■ ■ □ □
Control plane ■ □ ■ □ ■ □ □ □ ■ ■ □ ■ ■ □ □ □ □ □ □ □ □ □
Data plane □ □ □ ■ □ □ □ □ □ □ ■ □ □ □ □ □ □ □ □ □ □ □
No detection □ □ □ □ □ ■ □ □ □ □ □ □ □ ■ ■ ■ ■ ■ □ □ ■ ■

Response module
Application plane □ □ □ □ □ □ □ ■ □ □ ■ □ □ □ □ □ □ □ □ □ □ □
Control plane ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ □ ■ ■ ■ ■

Deployment

Data plane □ □ □ ■ □ □ □ □ □ □ □ □ □ □ □ □ □ ■ ■ ■ ■ ■
8
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Piedrahita et al. [53] present an SDN based incident response
approach in ICS. The authors describe a scenario where the SDN
controller is used together with an IDS deployed in a NFV infrastructure
to mitigate attacks launched from a compromised water level sensor.
The IDS receive a copy of the measurements made by the sensor,
identifying differences between actual and estimated values by using a
mathematical model. If the difference is greater than a given threshold,
the IDS notifies the SDN controller, deploying response actions. The
SDN controller discards anomalous measurements by exchanging them
for estimated measurements, ensuring the continuous operation of the
real industrial process. The results show that the system is capable
of detecting and mitigating attacks early, ensuring the safe operation
of the process. This work extends MiniCPS emulation software [77]
in order to include a SDN/NFV incident response mechanism. Based
on the previously mentioned work, same authors [54] presented a
variant where the IDS is deployed in a cloud-based infrastructure. In
addition to mitigating attacks launched from compromised sensors,
attacks launched from compromised PLCs and SCADA servers are also
considered. This mechanism is also based on the analysis of sensor and
control packets, replacing them with expected values if an attack is
detected by the IDS.

Brugman et al. [55] present a cloud-based IDPS to detect and
mitigate threats in ICS by using SDN. The architecture is composed
of three security modules. First, the SDN controller acts as a firewall,
filtering traffic based on IP address and protocol. Second, a signature-
based IDPS deployed on a cloud server using NFV. Finally, a deep
packet inspector also deployed in the cloud with NFV. When a packet
arrives to a switch, it is forwarded to the cloud for analysis. If an
intrusion is detected, the traffic is dropped. Otherwise, the traffic is
forwarded to its destination. The architecture is tested in a virtual
energy management system.

The need to not negatively affect the real-time performance of the
ICSs makes it necessary to dynamically apply and update filters directly
on the forwarding devices. Ndonda et al. [56] present an SDN-based
two level IDPS for ICS networks. The first level is implemented using
P4 [78] programming language on top of network switches and consists
of an allowlist-based filter for the Modbus protocol. If a packet is not
matched against any allowlist entry, it is forwarded to the second
level of the IDPS. The second level is a security engine running on a
dedicated host that performs Deep Packet Inspection (DPI) with the
packet analyzer tool Bro [79]. If an intrusion is detected at the second
level, the allowlist of the first level is updated, so that next time the
intrusion will be detected in the first one.

Tsuchiya et al. [57] propose an SDN-based firewall designed for se-
curing ICSs. The traffic filtering approach is divided into three modules:
transparent firewall, temporal filtering and spatial filtering modules.
Firstly, transparent firewall consists on forwarding or blocking flows
in the data plane based on IP and Ethernet header fields values by
installing rules on the forwarding devices. Secondly, temporal filtering
consists of using the Trema [80] SDN controller to keep the access
rules updated on the switches, dropping packets that do not match
those rules. Finally, spatial filtering consists of rewriting the access
rules based on the OPC UA application level authorization. First, OPC
UA access control server requests OPC UA applications about their trust
list and network interfaces. After that, an access control list is generated
and the SDN controller updates the forwarding rules of the switches.

Several articles focus on making security policies definition easier
for network administrators. Melis et al. [58] base their proposal in the
usage of four security modules developed on top of the SDN controller
that help network administrators implementing security policies in
industrial networks for mitigating attacks. The first two modules called
‘‘Live Capture’’ and ‘‘Packet inspector’’, allow the network adminis-
trator to decide to accept or reject a packet flow. The third module
called ‘‘Reachability’’ is used to verify the security actions taken by
the network administrator. This is performed by using the NetPlumber
9

policy checking tool [81]. Finally, the ‘‘To WayPoint’’ module consists
of verifying the communication between two nodes.

Rivera et al. [59] propose a security mechanism for defending
robotics systems. The architecture is composed of two main modules.
First, an anomaly detection engine deployed outside the SDN controller
that performs a pattern matching process to detect network attack flows
and logs. Second, the policy engine, an abstraction layer deployed in
the SDN controller translates domain specific policies to SDN under-
standable language. This module allows users to define rules based on
source and destination fields. By default, allow, drop, log, and copy
actions are implemented. The performance of the architecture is tested
in a physical and in an emulated environment using Mininet [82] and
the Gazebo [83] robot simulator.

Some articles implement Machine Learning (ML) models to predict
attacks or anomalous behavior in the network traffic data in order to
respond to attacks. In the approach presented by Radoglou et al. [60]
an intrusion detection and mitigation for a DNP3 SCADA system is
presented. The proposed system is divided into two blocks, one module
for the attack detection and another module for the attack mitigation,
both developed using the northbound interface of the SDN controller.
The IDPS is composed of two ML models. First, a supervised ML model
for detecting whether a DNP3 flow is related to a specific DNP3 attack.
Second, an unsupervised ML model, trained only with attack-free flow
data, that consists of a deep neural network with an encoder/decoder
architecture called auto-encoder. Finally, the response module notifies
the SDN controller to drop a flow in case an attack is detected.

Similarly, Holik et al. [61] present an ICS protection system based
on network traffic filtering with two feed-forward neural networks, the
first one for layer 3 protocols and the second one for layer 4. The neural
networks, deployed in the SDN controller, analyze the incoming flow
characteristics and assigns a flag to each network flow indicating the
response to apply. The system is tested with ICMP DoS, TCP DoS and
UDP DoS attacks, showing that the use of neural networks for traffic
filtering in ICS is a feasible and effective solution. In [62], the same
authors provide a more detailed explanation of the development and
internals of the neural networks.

4.2. Network survivability

To ensure the survivability of ICSs and avoid unexpected outages,
network reconfiguration becomes an effective way to guarantee avail-
ability and end-to-end communications in industrial networks. Genge
et al. [63] present an SDN-based network optimization solution for ICS
that reconfigures the network topology when a link failure occurs. As
shown in Fig. 3, network status is constantly monitored (e.g., switch
port status) in order to detect changes in the network. In response to
these changes, a new flow distribution is calculated according to the re-
sults given by an optimization problem. The new network configuration
is implemented with the SDN controller by installing static forwarding
rules on the switches. The solution is tested in single and multi-domain
SDN networks using the FloodLight [84] SDN controller.

Sándor et al. [64] design an attack detection algorithm and an
optimal intervention strategy that meet the communication and secu-
rity needs of industrial applications. The detection algorithm performs
an anomaly detection process. With continuous flow monitoring and
anomaly detection data, a localization algorithm is used for identifying
the affected segments of the network. For isolating the critical seg-
ments, a new network configuration is calculated and later notified to
the SDN controller that installs new forwarding rules on the switches.
The architecture is tested in a physical robotic control system and in
an emulated environment, demonstrating that the solution can be used
in ICSs, enabling survivability.

Network reconfiguration techniques are also widely applied in smart
grids to avoid undesired interruptions. Jin et al. [65] propose the

utilization of the SDN controller for dynamic self-healing in smart grids.
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Fig. 3. Example of SDN-based network reconfiguration.

The goal of the proposed architecture is to ensure critical communica-
tions when switches or links are compromised. For the test scenario, the
SDN controller is used to create forwarding rules for communication
between the control center and the energy storage device. A simulated
link destruction attack is performed between the control center and
the energy storage device. Each time the network topology is modi-
fied, an update interruption arrives to the SDN controller. Realizing
the compromise of the link, a new shortest path is calculated with
Dijkstra’s [85] algorithm. DSSnet [86] is used to emulate the network
and evaluate the solution.

Similarly, Aydeger et al. [66] present a solution for avoiding service
interruption in smart grids when a wired link fails. In order to solve
the problem, wired and wireless connections are combined. When a
wired connection fails, an event is triggered in the SDN controller. This
event performs a change from the wired connection to the wireless
one, ensuring the correct operation of the network. The test scenario
is deployed with Mininet in combination with the ns-3 [87] network
simulator.

4.3. Cyber deception

Cyber deception techniques are designed to mislead, disrupt, induce
uncertainty and gather information about an attack [88]. In the field of
SDN-based ICS, cyber deception techniques can be classified into two
groups: (1) Moving Target Defense and (2) Honeypot-based response.

4.3.1. Moving target defense
The static nature of ICS networks gives an advantage to attackers,

allowing to explore vulnerabilities before performing the attack [89].
Due to this problem, an approach named Moving Target Defense (MTD)
has emerged as a solution for static systems. Although there is no
standard definition of MTD, it can be defined as a constantly changing
system that moves or reduces the attack surface making it difficult for
attackers to exploit. As detailed in MTD-related surveys [90–92], SDN
has become a powerful framework to develop novel MTD techniques.
Research has focused on developing techniques that attempt to make
a network unpredictable by randomizing some industrial network at-
tributes or configurations over time. There are three techniques: (1) IP
randomization, (2) Path randomization and (3) Hybrid approaches.
10
Fig. 4. SDN-based IP-Hopping in SCADA-PLC communication. The real IPs (rIP) remain
unchanged on the devices, whereas the virtual IPs (vIP) are randomly assigned to each
device and translated into rIP before reaching their final destination.

IP randomization: Also known as IP-hopping, is a defense strategy
that consists of modifying the IP addresses of network packets ran-
domly. This makes it difficult for an attacker to see and identify active
network devices, distorting the results of the reconnaissance phase of
an attack. Almusaher et al. [67] aim to demonstrate the feasibility of
applying MTD to ICS. For this purpose, IP randomization technique
is implemented in an emulated industrial environment. This method
assigns each device a new random virtual IP every certain fixed time
intervals, without modifying hosts configuration and being transparent
to them. The SDN controller is the responsible for installing forwarding
rules on the network switches in order to perform IP translations. Fig. 4
shows an implementation example of the IP randomization framework
in a simple SDN-based industrial network. In terms of performance,
the work concludes by demonstrating the feasibility of applying IP
randomization in ICS.

Path randomization: Also known as route mutation or multipath
routing, was first proposed in the 1970s and has been successfully
applied in different types of networks [93]. This security mechanism
consists of varying and changing the flow routes, making the attack sur-
face more difficult to predict. The article published by Silva et al. [68]
propose a defense strategy based on path randomization to improve
ICS security. To prevent all traffic from going down the same path,
their strategy disperses traffic over multiple paths to defend against
unauthorized traffic interceptions. This traffic dispersal is done by
programming OpenFlow switches and installing static and dynamic
forwarding rules. The dynamic rules are based on the hard-timeouts
offered by the OpenFlow protocol, allowing the expiration of the rules
after a certain period of time. With this as a basis, traffic is sent
from a particular path until the dynamic rule expires. A new dynamic
rule is then assigned so that the traffic continues along a different
path. The major drawback of this solution is that when a rule expires,
before continuing forwarding traffic, the switch has to notify the SDN
controller to install a new flow rule, generating latency spikes.

Following and extending the approach presented by Silva et al. [68],
Ndonda et al. [69] propose to use the priority field of the flow rules to
solve the latency spikes. When installing flow rules for communication
between A and B, two rules r1 and r2 are installed. The second rule r2
has a hard-timeout twice that of rule r1 and a lower priority. Thus, rule
r1 will be the one that the packets match. When rule r1 expires, rule r2
becomes the main one with the highest priority. On the expiration of
rule r1, a flow-removed message is sent to the SDN controller, causing
the controller to install a third rule r3. With this method, there are
always two rules installed on the switches, with one of them prevailing.
This method reduces latency because traffic does not have to wait for
the controller to install new forwarding rules on the switch.

Hybrid approaches combine various network attribute random-
ization techniques. Chavez et al. [70] implements a host level Port-
hopping and SDN-based IP-hopping and route-mutation for CIs. On the
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one hand, the IP randomization is implemented in the switches, being
transparent to hosts. When the traffic arrives to a switch, the source and
destination pair are validated and the installed forwarding rules apply
a randomization of IP addresses. The duration of these forwarding rules
can be fixed or variable. On the other hand, a route randomization
is performed in a configurable period of time. When two endpoints
communicate, a random path is selected by the SDN controller.

4.3.2. Honeypot-based response
A honeypot, better known as a ‘‘trap system’’ or ‘‘decoy’’, is located

in a network or computer system with the objective to face possible at-
tacks. There are systems that can simulate the real behavior of a system,
making attackers believe that they have entered a real environment,
and that it is easy to take control. Honeypots are more commonly found
in IT environments, but with the increasing number of attacks in ICS,
the incorporation of honeypots in these environments is becoming more
common in order to detect and mitigate possible attacks [94,95]. The
use of SDN technology in conjunction with honeypots has resulted in
more sophisticated security solutions. These solutions can be classified
into two groups:

SDN within the honeypot for its dynamic management and con-
figuration. The first attempt of using SDN and honeypots in ICS is
the one presented by Antonioli et al. [71]. In their proposal, a high
interaction water treatment plant honeypot is proposed where an SDN
controller is deployed and used inside the honeypot. The SDN controller
allows an easy management of the honeypot, extending functionalities,
deploying new services or modifying traffic flows dynamically inside
the honeypot.

SDN outside the honeypot for attack traffic redirection and mit-
igation. Petroulakis et al. [72] propose a service chaining function
architecture for SDN/NFV enabled industrial network. The author de-
ploys multiple intrusion detection services such as firewalls and IDSs
using NFV. The SDN controller defines several function chains that
combine one or more deployed services, so that they can be used
for different traffic types. If an intrusion is detected in any of the
chains, the malicious traffic is forwarded to a honeynet. The testbed
is deployed using Proxmox [96] virtualization environment. Another
similar proposal is the one presented by Salazar et al. [73], where the
malicious traffic is forwarded to a fake industrial network identical
to the original one. In this approach, all the traffic is mirrored to
the IDS to avoid introducing delays in the industrial network. The
SDN controller receives notifications from the IDS in case an attack
is detected and forwards the malicious traffic to the honeypot by
installing new forwarding rules on the switches.

Bernieri et al. [74] present an ICS honeypot called MimePot. The
honeypot is composed of two modules, one to simulate the interaction
of PLCs with physical processes and the other to simulate a SCADA
workstation. A data integrity attack is simulated where the SDN con-
troller redirects the malicious traffic to the honeypot. Du et al. [75]
focus on mitigating DDoS attacks in a SDN-enabled industrial scenario.
A new attack type is presented, where the attacker identifies the honey-
pot in the network and disables it. To overcome this, a game-theoretic
pseudo-honeypot approach is developed to model interactions between
attackers and defender and offer optimal strategies. The testbed show
that the proposed framework defends against DDoS attacks.

5. Discussion

We have conducted a study on different strategies to respond to
intrusions in ICSs using SDN. These strategies can be used to mitigate
(reactively) or prevent (proactively) malicious actions. This section
provides a review of SDN-based intrusion response techniques summa-
rized in Table 6. The motivation and evolution of these techniques are
discussed with a special focus on the application in ICSs. In Table 7
shortcomings for each analyzed SDN-based intrusion response strategy
for ICSs are identified.
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5.1. Intrusion response trends

The main objective of an industrial intrusion response system is
to mitigate the adverse effects that an attack may cause on an ICS.
The initial SDN-based intrusion response approaches use network flow
statistics or deep packet inspection techniques to detect possible attack
attempts or malicious activities in the network. When an intrusion
is detected, response measures are deployed reactively by blocking
network flows or dropping packets according to rules or matches.
From the intrusion detection point of view, a wide variety of detection
methods are used, signature-based IDSs being the most common among
the solutions analyzed in the state-of-the-art. The major drawback of
these approaches is the risk of disrupting the network operation when
network traffic is blocked or dropped. Delegating the security of an
ICS to an IDS/IPS that makes decisions autonomously may cause inter-
ruptions or an undesired behavior in the system. Availability is one of
the most important features in ICSs and dropping or blocking network
traffic due to a wrong decision of an IDPS can lead to unexpected
outages. Because of this, authors in [53,54] are the only ones that
propose a solution to overcome this problem, replacing dropped packets
by others with estimate values.

The use of encrypted industrial protocols or VPNs can hinder rout-
ing or forwarding decisions in SDN by using network packet payload
information. As defined in its protocol specification [48], OpenFlow
only provides network traffic engineering capabilities for layers 2,
3 and 4 (L2-L4). There are two different approaches that support
application layer-based traffic forwarding or routing: (1) to extend
the OpenFlow protocol to support different application layer protocols
(as proposed in [97]) or (2) to forward or mirror network packets to
the SDN controller or an external host/entity with application layer
processing capabilities, as done in all approaches cited in the survey
that use DPI for attack detection and response. With encrypted commu-
nication protocols or VPNs, access to the payload of the packets would
be severely limited, and in most cases the network administrator would
only have the packet header information to make forwarding or routing
decisions. As a result, the use of DPI techniques or payload information
for intrusion detection and response in ICS would not be feasible. In the
literature, different traffic analysis techniques have been proposed for
detecting attacks in encrypted communications, including in SDN [98].

As availability is a priority in ICS, new attack response systems were
developed in order to enable survivability by reconfiguring the network
when needed. Leveraging the network-wide visibility that SDN offers,
these approaches continuously monitor the industrial network status
to locate critical points where an outage may occur (e.g., overloaded
network devices, link or port status changes). With this information,
the network is reconfigured to avoid interruptions and to prevent the
attack from affecting the operation of the industrial network. Assigning
alternative routes to network traffic is the most used network recon-
figuration technique in SDN-based ICSs, which consists of ensuring
that network traffic does not flow through paths affected by an at-
tack. For this, network interruption events are handled by the SDN
controller, reconfiguring the network to ensure survivability. Network
monitoring for fault detection is always the first step in designing and
implementing network reconfiguration techniques to avoid interrup-
tions in industrial communications. For example, in a site-to-site VPN
connection, if a VPN endpoint is compromised, the SDN controller
must be notified that the VPN endpoint has been compromised, so
that it can react to changes in the network. With this information,
SDN allows us to dynamically change the behavior of network flows.
Network traffic could be routed through alternative paths preventing
the traffic from flowing through the compromised VPN endpoint, thus
minimizing the effects of the attack. As the detection occurs in the data
plane and the reconfiguration in the control plane, additional delay is
introduced due to information exchange between the data and control
planes. A network reconfiguration solution implemented in the data

plane, such as OpenFlow Fast-Failover groups where fault detection
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Table 7
Summary of objectives and shortcomings of different SDN-based intrusion response strategies for ICSs.

Intrusion response
strategy

Objectives Shortcomings

Dynamic traffic
filtering

Prevent attack traffic reaching its destination by blocking
flows or dropping packets.

The effectiveness depends on the accuracy of the IDS. May cause disruptions
in the network.

Network
survivability

Ensure network operation avoiding interruptions. Enable
network survivability and ensure end-to-end communications.

Real-time systems performance may be affected. Control plane-based
reconfiguration introduces additional delay in the recovery time.

Moving Target
Defense

Move or reduce the attack surface by constantly changing the
network configuration. Increase the cost of launching attacks.

Long randomization intervals reduces the effectiveness. Short randomization
intervals increase network overhead. Difficult to set an optimal randomization
interval time. Security through obscurity.

Honeypot-based
response

Redirect attack traffic for knowledge gathering and avoiding
attacks to target production systems.

Can be fingerprinted. Complexity is added to the network design. A vulnerable
honeypot can be used by the attacker to launch attacks against other systems.
and reconfiguration occurs in the data plane (without consulting the
controller), a quicker convergence time is guaranteed.

The next great qualitative leap in the development of SDN-based
intrusion response strategies for ICS begins by proposing proactive
solutions for mitigating attacks. A proactive response consists of dy-
namically and continuously changing the attack surface, regardless of
whether the network is under attack or not. In the state-of-the-art, MTD
solutions are the only ones that follow a proactive response approach by
modifying the network configuration at certain defined time intervals.
Without relying on the effectiveness of IDSs or network monitoring
modules for decision-making, the probability of causing a network
outage in ICS is minimized. A major challenge that time-based MTD
solutions face is the definition of the optimal time interval at which
the network configuration will be modified or randomized. On the one
hand, if the time interval is too long, an attacker may have enough time
to scan and compromise the system, resulting in a security breach. On
the other hand, if the interval is too short, the MTD is triggered even
when the system is not under attack, wasting defense resources and
degrading network performance. Furthermore, strategies that base their
security on preventing an attacker from discovering possible attack
vectors by hiding the configuration, services or devices available on the
network can be considered as a security through obscurity solution. NIST
00–160 Volume 2 recommends the use of security through obscurity
echniques as a complementary security layer for secure by design and
esilient systems.

In addition to MTD strategies, honeypot-based cyber deception
rovides a framework for reactive attack mitigation. State-of-the-art
olutions leverage SDN to dynamically detect and redirect attack traffic
nto honeypots, maintaining the attack active and enabling threat-
ntelligence gathering. A disadvantage of honeypots is the fingerprint-
ng, an attacker could identify the identity of the honeypot by analyzing
he behavior of the system. Furthermore, with the deployment of
oneypots, complexity is added to the network design, increasing the
ttack surface. By keeping the attack active instead of blocking it,
here is always the risk of an attacker compromising the honeypot and
aunching attacks against other systems.

Although there is a wide variety of techniques to respond to in-
rusions, a complete solution for securing SDN-based ICSs involves
ombining different security approaches. Reactive and proactive intru-
ion responses complement each other and together can create a more
omprehensive security solution.

.2. Intrusion response testbeds

To validate whether the results of the proposed solutions are sat-
sfactory or not, each analyzed solution deploy and adapts a test
nvironment according to the need of the problem that is being solved.
he wide variety of network types and sizes poses a problem when com-
aring different state-of-the-art intrusion response approaches. Most of
he analyzed articles deploy simple and small-scale networks, consisting
f a few network devices and a single SDN controller responsible for
anaging the entire network. Although these types of networks are
12
very practical for evaluation purposes, the applicability and suitability
of these solutions in real and different scale ICS networks remain to
be validated. Even though the variety of testbeds is large, we can
classify them into three groups: (1) Emulated, (2) Virtualized and (3)
Physical testbeds. These environments may also include some simulated
industrial processes or components.

Emulated testbeds. Mininet is the most popular emulation tool
used to prototype SDN networks, allowing in a quick and easy way to
emulate switches, links and hosts in a single machine. MiniCPS is also
a widely used tool for evaluating solutions designed for the industrial
domain, extending the functionality of Mininet to add real-time simu-
lation of CPSs, physical processes and control devices. These emulation
tools allow to quickly deploy networks of different scales, providing
easy replicability and a framework for integrating user-developed SDN
applications that interact with the network.

Virtualized testbeds. Regarding virtualized environments, virtual
machines are used to prototype the evaluation networks. This technique
allows making deployments in a single machine or to divide the net-
work among different computers. Similar to emulated testbeds, the use
of virtual machines allow deploying networks of different scales.

Real/Physical testbeds. The use of real ICS equipment is a step
forward compared to emulated and virtualized testbeds. The main
advantage is that the behavior of the network is closer to a real
industrial environment, providing results that are more representative
and closer to a real system. The main drawback of physical testbeds is
the low replicability they offer due to the uniqueness of the equipment
and specific use cases of the state-of-the-art proposals. In addition, due
to the cost of having many industrial devices to deploy large-scale
networks, small networks with a limited number of devices are the most
common in physical testbeds. Only four [52,59,61,64] analyzed articles
use physical equipment for evaluation purposes.

5.3. Intrusion response architectures

As represented in Table 6, most of the intrusion response solutions
heavily relay on the SDN controller or the application plane to im-
plement intrusion detection and response mechanisms. Solutions that
focus on implementing the detection system in the application plane,
capture data from the data plane and transmit detection results to the
SDN controller which installs mitigation flow rules in the data plane
through the southbound interface. Other solutions, leveraging global
view, centralized control and computational resources of the SDN con-
troller, deploy detection and mitigation algorithms in the control plane.
These architectural designs can limit the scalability and performance
of different intrusion response strategies. Most of the state-of-the-art
solutions use the data plane only to implement forwarding or filtering
decisions made in the control plane, delegating all responsibility for
intrusion detection and mitigation to external applications deployed in
the application plane or to a centralized SDN controller. This could lead
to undesired delays in network traffic, overhead and possible single
points of failure in the network. Proposals [56,64] are the only ones
that leverage the data plane to implement detection and mitigation
modules, providing a lower impact on communication latencies.
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Single point of failure due to control plane centralization is a
well-known SDN vulnerability in architectures where redundant or
distributed SDN controllers are not available. On the one side, single
controller architectures refer to a single SDN controller responsible for
controlling all forwarding devices in the network. On the other side,
multi-controller architectures divide the network into domains each
controlled by an SDN controller. During the analysis of state-of-the-art,
we realized that the proposal presented by Genge et al. [63] is the only
one that considers single and multi-controller scenarios for intrusion
response.

Regarding the SDN controllers, the variety of available controllers is
diverse and there is no preference for any of them. ODL and ONOS are
best suited to the needs of industrial networks, offering features such
as control plane scalability, high performance and high availability for
critical operation networks. However, for research purposes, Ryu [99]
and POX [100] controllers remain a popular option, offering an easy
and highly programmable frameworks, but their design is not intended
for industrial use.

6. Future research directions

This section identifies open research issues and suggests future work
directions based on the insight gathered from Sections 4 and 5. The
section is divided into three categories, each mapping with a future
research line: (1) towards proactive and adaptive intrusion response
(2) more scalable and reliable intrusion response architectures and (3)
evaluation methodologies and datasets.

6.1. Towards proactive and adaptive intrusion response

Throughout this study, we have observed that the defense of an
SDN-based industrial network can be approached from a reactive or
proactive perspective, with reactive response being the most
widespread technique in this research area. Next, we propose the
development of new proactive responses to intrusions as one of the
challenges for future research. It also emphasizes the need for the
development of adaptive intrusion response techniques in ICS.

Proactive intrusion response. Reactive intrusion response ap-
proaches, currently the most common response method, use intrusion
detection systems in order to decide when to apply response actions so
that the attack can be mitigated. In industrial networks where an outage
is not acceptable and high availability is required, deploying response
actions on false-positive alerts due to a wrong decision of the IDS could
lead to outages or unexpected behavior. With the evolution of technol-
ogy and the development of increasingly sophisticated attacks, reactive
intrusion response may not be sufficient to ensure reliability and
security of critical operations. To address these problems, it is necessary
to develop preventive solutions rather than techniques that base their
strategy on detecting and responding to attacks. Because of this, the
field of proactive intrusion response is becoming a promising research
field in the industrial domain and requires an extensive research in the
development of proactive techniques capable of responding current and
future ICS threats. In the field of proactive intrusion response, MTD
solutions, in conjunction with SDN paradigm, have become leading
techniques in adopting a proactive approach. Although most proactive
SDN-based MTD solutions are limited to performance testing and do
not offer dedicated testing to mitigate specific industrial attacks, in
the IT domain, multiple proactive MTD solutions have been proposed
to mitigate different attacks. As an example, header randomization
solutions [101,102] that hide header identifiers (e.g. IP address, TTL
value, MAC address, TCP/UDP port number, etc.) by replacing them
with random values.

Adaptive intrusion response. Adaptive intrusion response is a
technique that consists of adapting the response actions based on the
attack patterns, attacker behavior or the security status of the network.
The main objective of adaptive responses is to dynamically adapt and
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deploy the optimal security measures for dealing with attacks. For
this, the defense solution requires advanced detection and learning
capabilities by the defender. The ability to learn about the attackers
behavior and the security status of the network becomes vital for the
defenders decision-making and the development of adaptive responses.
The design of intrusion response mechanisms that consider attacker
capabilities to design optimal intervention strategies for mitigating
threats represents a challenging research line in the industrial domain
and studies are needed in this field. Looking to the IT domain, adap-
tive intrusion response techniques have been proposed that represent
promising for the development of adaptive intrusion response in ICS.
As an example, by assuming that attackers and defenders behave ratio-
nally, game theory can be used to model interactions between attackers
and defenders to adaptively mitigate DDoS attacks [103,104].

6.2. More scalable and reliable intrusion response architectures

For developing intrusion response solutions in SDN industrial in-
frastructures, reliability and scalability are essential goals for network
management software and devices. For a more reliable and scalable
intrusion response solutions, several architectural designs are proposed
below that could help to achieve reliability and scalability goals in the
industrial domain.

Stateful data plane. Delegating all processing to a centralized
entity such as the SDN controller can lead to bottleneck problems,
overhead or delay in the network and increase the risk of DoS attacks.
For this, stateful data plane is proposed to offload the logics from the
control to the data plane, allowing network switches to implement
some logic to reduce network and controller overhead [105]. This
can be achieved by well-known protocol independent packet proces-
sor programming language P4 [78], which enables packet processing
without any match fields limitation (as opposed to OpenFlow that
contains a limited number of match fields) and a full integration with
SDN control protocols such as OpenFlow. There are other alternative
programming languages to P4 such as the ones presented in [106,107].
Taking into account available computational resources, these program-
ming languages can be leveraged to develop some threat detection and
mitigation modules on top of forwarding devices.

Data and control planes collaboration. Some intrusion response
strategies may require high computational resources that forwarding
devices are unable to provide, making a fully stateful data plane imple-
mentation not possible. As an example, implementing ML algorithms
or MTD solutions that require a network-wide coordination on top
of forwarding devices is not a realistic approach. Usually, advanced
algorithms with high computational requirements such as ML algo-
rithms, MTD solutions or optimization algorithms are deployed in the
controller whereas simpler procedures such as attack signatures pattern
matching or traffic filtering can be implemented in the data plane.
Instead of sending all flows to the SDN controller, authors in [108]
perform a lightweight anomaly detection for suspicious flows detection.
If an anomalous flow is detected, the forwarding device sends to
the controller for a more comprehensive deep learning-based attack
detection. After that, the controller installs forwarding rules in the data
plane for mitigating detected attack. As shown in this approach, the
collaboration between data and control planes can reduce controller
overhead and delay introduced in the network.

Distributed control plane deployment. A single SDN controller
managing the entire network can lead to bottlenecks in control plane-
intensive intrusion response solutions. Multi-controller architectures
are gaining ground by enabling efficiency, scalability and high avail-
ability compared to centralized control plane deployments [109]. De-
veloping intrusion response strategies on top of multi-controller ar-
chitectures will need new modules to coordinate controllers actions
without introducing any problem in the operation of the network and
minimizing the risk of outage. There are two types of multi-controller
architectural designs [110]; (1) a fully distributed flat design (2) a
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hierarchical design. In flat multi-controller architectures the network
is divided into domains, each managed by an SDN controller. Con-
trollers communicate each other to get the global view of the network
and coordinate management operations, requiring advanced and extra
control mechanisms to guarantee a consistent control. To overcome
this problem, hierarchical multi-controller designs use two types of
controllers layers: domain controllers that manage its own network
domain and a root controller to manage domain controllers in order
to get a global view of the network. The hierarchical architecture
facilitates the management of distributed controllers through the root
controller but can still introduce bottlenecks or single points of failure
in the network. Authors in [111,112] propose DDoS attack mitigation
strategies in non-industrial multi-controller SDN networks. A multi-
controller SDN deployment can provide a more scalable architecture,
minimize the risks of a single point of failure and reduce overhead by
spreading computation across different controllers.

6.3. Evaluation methodologies and datasets

The comparison of different intrusion response techniques becomes
a difficult task due to the wide variety of existing evaluation procedures
in the literature. While conducting this study, we realized that there
is not a standardized methodology for evaluating intrusion response
approaches. Each research work uses its own evaluation procedure,
metrics and network architectures that are not standardized in a con-
trasted methodology. A common methodology would facilitate the
assessment process and help making comparisons of different intrusion
response approaches. Regarding evaluation metrics, a wide variety and
diverse metrics are used to measure the effectiveness and performance
of the presented solution. As an example, some MTD solutions evaluate
the performance of the network by using Round Trip Time (RTT) metric
whereas others use the jitter or packet loss value. Similarly, solutions
that use ML models for intrusion detection, accuracy, precision or F1-
score are widely used to validate the detection effectiveness. These
differences make it difficult to compare the different solutions in the
literature.

Focusing on the deployment of evaluation architectures, networks
of all types and sizes can be found in the literature. As an example,
publications using tools such as Mininet or MiniCPS, deploy different
sizes and varying numbers of devices architectures. Similarly, solutions
using virtual machines or real industrial equipment make replicability
and comparability difficult due to the diverse number of devices used
tailored for each specific use case. The standard is to use small scale
networks with a limited number of devices that facilitate the evaluation
process.

Finally, having varied, diverse and high quality data is a very
important resource for developing detection algorithms, implementing
attack response approaches and evaluating the applicability of different
response techniques in industrial environments. In [113,114], non-
industrial SDN datasets are presented for developing and evaluating
detection algorithms, both containing legitimate and attack traffic.
The lack of industry-specific SDN datasets demonstrates the need to
collect realistic traffic in industrial SDN environments that contains
both legitimate traffic and multiple types of attack traffic. This is an
important step for developing and evaluating intrusion detection and
response algorithms in the industrial SDN domain.

7. Conclusion

Software-Defined Networking (SDN) is an emerging technology that
provides numerous benefits for dynamically managing networks. The
adoption of this paradigm for intrusion detection and response pur-
poses represents a step forward compared to traditional networking.
Although the effectiveness of SDN in responding to attacks has already
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been demonstrated, it is necessary to dedicate research effort in the
development of new SDN-based intrusion response solutions for the ICS
domain.

This work reviews SDN-based intrusion response solutions for ICS,
classifying them based on different response strategies. A discussion of
different approaches covering topics such as intrusion response trends,
testbeds and architectural characteristics is also conducted. Finally,
open research areas are discussed, and the most promising future
research directions suggested.

The study highlights the need of SDN-based intrusion response
solutions for ICSs. First, proactive and adaptive intrusion response
strategies represents a promising research area for the development of
ICS defense solutions. Second, the need for scalable and reliable SDN
architectures for intrusion response in ICS is identified. Finally, the lack
of methodologies for the development of intrusion response solutions
hinders the evaluation process and the comparison between different
intrusion response techniques.
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