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Resumen

El objetivo principal de esta tesis doctoral consiste en encontrar una modulación de capa física capaz de proporcionar robustez y fiabilidad suficientes a sistemas de comunicaciones inalámbricas industriales. Esto supone un desafío, dadas las adversas condiciones del canal inalámbrico propias de entornos industriales. Además, dicha modulación deberá presentar una alta compatibilidad con las técnicas de Radio Cognitiva, debido al potencial de éstas para mejorar la fiabilidad de las comunicaciones inalámbricas.

Basándonos en la bibliografía, concluímos que las soluciones presentes en el estado del arte actual cubren una amplia variedad de escenarios dentro de las comunicaciones inalámbricas industriales, pero no todas. Para los escenarios con canales altamente dispersivos y requerimientos de tiempo especialmente estrictos, no existe ninguna solución en la industria ni dentro de la bibliografía científica.

En esta tesis doctoral nos centramos en tecnologías incipientes como la Radio Cognitiva y las modulaciones multi-portadora con bancos de filtros para 5G para tratar de buscar nuevas soluciones al problema anteriormente descrito. Por lo tanto, analizamos algunas de las técnicas multi-portadora con bancos de filtros presentes en la bibliografía científica y las evaluamos basándonos en su robustez frente a canales altamente dispersive y su compatibilidad con la Radio Cognitiva.

Basándonos en dicha evaluación, proponemos WCP-COQAM como posible candidata a modulación industrial compatible con Radio Cognitiva. Además de la propia técnica de modulación, presentamos métodos de sincronización y estimación de canal para la misma que no se encuentran presentes en el estado del arte.
The main goal of this doctoral thesis is to find a physical layer modulation able to provide high enough robustness and reliability levels for wireless industrial communications systems. Considering the harsh wireless channel conditions of industrial environments, that goal implies a considerable challenge. Besides, this modulation should be highly compatible with Cognitive Radio techniques, due to their potential to improve the reliability of wireless communications.

Based on the bibliography, we conclude that the existent solutions in the current state of the art cover a wide range of wireless industrial communications scenarios, but not all of them. There is no solution, neither in the industry nor in the scientific bibliography, for those scenarios involving highly dispersive wireless channels and particularly stringent timeliness requirements.

In this doctoral thesis, we focus on upcoming technologies such as Cognitive Radio and multi-carrier modulations based on filter banks for 5G, in order to search new solutions for the aforementioned problem. Therefore, we analyse some of the multi-carrier modulations based on filter banks of the scientific bibliography and we evaluate them in terms of robustness against highly dispersive channels and in terms of compatibility with Cognitive Radio.

In this doctoral thesis we propose the modulation WCP-COQAM as possible candidate for industrial wireless modulation and compatible with Cognitive Radio. In addition to the modulation technique itself, we also introduce some synchronization and channel estimation techniques which are not present in the state of the art.
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Chapter 1

Introduction

In this chapter we explain the context in which this thesis has been carried out. First of all, the main problems which motivate this research are introduced; secondly, the aims and scope of the research are defined and the objectives of this thesis are detailed. Then, the methodology followed to get these objectives is described; and last, we present the outline of this doctoral thesis report.

1.1 Motivation

Wireless communication technologies play an important role in our daily life. This fact seems to be obvious considering the amount and the diversity of wireless devices available: mobile phones, Wi-Fi routers, remote controls, television, radio, etc.

The key of wireless communications’ success lies on two principal factors: user’s convenience and cost reduction. That is because users can do without any cable and development, establishment and maintenance are cheaper in wireless systems than in wired ones. There is an increasing interest in wireless communications for industrial applications in the market nowadays. Wireless communications between the devices within an industrial plant would provide more flexibility concerning physical distribution and deployment, allowing to reach otherwise inaccessible points such as rotatory elements or particularly difficult to reach cavities. Besides, they would reduce costs derived from the establishment and maintenance of wiring.

However, establishment of wireless communications in industrial environments carries some challenges, among which the most remarkable one is achieving sufficiently robust communications. Wireless communications are more vulnerable than wired ones, due to Radio Frequency Interference (RFI) and channel phenomena such as scattering, path loss, fading and shadowing. Besides, reliability and robustness requirements in industrial wireless networks are more stringent
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than the ones in common WLANs at home or offices. The reason for this is that channel conditions in industrial environments are particularly hostile comparing to homes, offices or other similar environments. The large and numerous metallic machines, the electromagnetic fields inducted by high electrical currents, increased temperatures, vibrations, etc. enlarge the RFI and the aforementioned channel phenomena, making industrial wireless channels specially hostile. For this reason, robustness and reliability are two of the main challenges in the deployment of industrial wireless communications.

In addition to the aforementioned harsh environmental conditions, there is another remarkable inconvenient regarding the deployment of wireless communications in industrial automation scenarios, an it is related to the data traffic characteristics of industrial communications. Several industrial automation applications are characterized by their stringent requirements in terms of synchronism, timeliness and latency. Reaching the narrow time margins required by some critical industrial applications, such as closed-loop control systems, demands certain throughput and capacity from a wireless communication system, and that might suppose a challenge. Considering the timeliness and latency issues and the harsh environmental and channel conditions described until now, there is no wireless communication standard which provides sufficient reliability and robustness in the current state of the art.

The relevance of reliability and robustness in industrial wireless communications comes from the very nature of those production processes which are carried out within industrial plants. Most of those processes work on real-time, so that any loss or delay in data reception and processing may lead to production process failure. This is specially relevant if we consider mission critical applications, in which such failures may cause non affordable losses or even jeopardize staff safety. Avoiding this sort of potentially hazardous situations is the main reason why communications in automation processes must be robust and highly reliable.

1.2 Scope of the research

The main goal of this doctoral thesis consists on finding a Physical (PHY) layer modulation technique able to provide high enough robustness and reliability levels for wireless communications in industrial automation applications. In addition to the robustness property, this modulation should also be compatible with Cognitive Radio (CR) techniques, due to their potential to improve the reliability of wireless communications in frequency bands with high occupation. In this sense, CR gets special relevance because the industrial wireless communications addressed in this thesis are supposed to work in the free and highly occupied Industrial, Scientific and Medical (ISM) bands. However, before continuing with the aims of this thesis,
we must specify some concepts and contextualise the research work we introduce in this work.

Wireless industrial communications are a very wide concept and they comprise a great variety of research areas: Wireless Sensor and Actuator Networks (WSANs), topologies and devices deployment; Medium Access Control (MAC) layer techniques and protocols; PHY layer modulations, channel estimation, synchronization, coding and other techniques; characterization of industrial scenarios; etc. These are some research areas that wireless industrial communications involve, remarkable due to their presence and number of related works in the bibliography.

To begin with, industrial environments may differ significantly one from another, in terms of physical characteristics, such as size, space distribution or equipment and its deployment; and also in terms of production activity. From the point of view of wireless communications these factors have certain implications. Thus, depending on the physical properties of the industrial scenario the wireless channels in it will present different characteristics, while depending on the production activity, industrial applications and requirements will be different. Regarding industrial automation classification two main classes are identified: Factory Automation (FA) and Process Automation (PA). PA typically refers to chemical industry scenarios such as oil refineries, petrochemical, paper and pulp factories, etc. On the other hand, FA refers to production lines with numerous and intense mechanical elements and activity. From the point of view of wireless communications both scenarios present very different requirements. PA applications do not carry a major challenge in terms of latency and timeliness and state of the art solutions already address them. On the contrary, current state of the art solutions are not capable of addressing the stringent real-time requirements of FA applications along with the harsh environmental conditions of such scenarios.

Plenty of technologies and techniques address the issue of wireless industrial communications in scenarios where requirements and channel conditions are moderately challenging. Industrial Wireless Sensor and Actuator Network (IWSAN) technologies based on conventional MAC protocols and standard PHY layer modulations cover many of these industrial applications. However, for more stringent and harsh environmental conditions of FA applications, new technologies and techniques must be contemplated.

In this sense, emerging technologies such as CR and Filtered Multi-Carrier (FMC) modulations, such as the ones used in 5th Generation (5G), might be promising solutions. A CR communication system consists on knowing certain information about its environment and actuating depending on it. Thus, in variable environments, such as industrial wireless channels, MAC techniques based on CR are expected to provide higher throughput and robustness due its adaptability. A FMC modulation, on the other hand, consist on a Multi-Carrier Mod-
ulation (MCM) system whose sub-carriers are filtered in order to provide lower Out Of Band (OOB) radiation. Thus, these FMC modulations provide narrower sub-carriers and more efficient spectrum usage than the conventional Orthogonal Frequency Division Multiplexing (OFDM).

It is worth mentioning that this doctoral thesis is part of a collaborative research project between the Signal Theory and Communications research group of the Electronic and Computer Science department of Mondragon University and IK4-Ikerlan. It has been partly supported by the projects CIIRCOS and CWITRACC of the Basque Government and the Spanish Ministry of Economy and Competitiveness, respectively. This whole research project comprises two main different but related parts: one part is this doctoral thesis and focuses on PHY layer modulations for wireless industrial communications; the second is formed by the doctoral thesis of Pedro Manuel Rodriguez, which focuses on MAC protocols based on CR techniques [1-4].

1.3 Objectives of the thesis

In this context, we focus on researching FMC modulations for FA scenarios. Regarding FMC modulations, on the one hand, their restrained spectrum might provide higher flexibility in frequency domain and a greater compatibility with CR systems than OFDM; on the other hand, since they are MCM techniques as OFDM, they might share robustness against the multipath characteristic of wireless industrial channels. We analyse the FMC modulation techniques Filter Bank Multi-Carrier - Offset Quadrature Amplitude Modulation (FBMC-OQAM), Generalized Frequency Division Multiplexing - Offset Quadrature Amplitude Modulation (GFDM-OQAM) and Windowed Cyclic Prefix-Circular Offset Quadrature Amplitude Modulation (WCP-COQAM) and we evaluate their suitability for wireless industrial communications in terms of robustness, CR compatibility and timeliness.

Considering all the aforementioned, we have defined the following main goals for this doctoral thesis:

- To evaluate the aforementioned FMC modulation techniques in terms of robustness, CR compatibility and timeliness, and choose the most suitable one for FA applications.
- To propose time-frequency synchronization and channel estimation techniques for the previously chosen FMC modulation system, in order to address characteristic impairments of actual communication systems and provide more realistic simulations, results and conclusions.
1.4 Hypotheses

In this doctoral thesis we analysed several modulation schemes; related techniques such as synchronization and channel estimation; and channel characterization models of the state of the art. Based on the preliminary results we obtained from the analysis and evaluation of some of the FMC modulations and their related techniques, we state the following hypotheses:

- **FBMC-OQAM** cannot match the performance of block-wise FMC modulations with Cyclic Prefix (CP) extension in terms of Bit Error Rate (BER) and Spectral Efficiency (SE), under highly dispersive channel conditions and FA timeliness requirements.

- Block-wise FMC modulations with CP extension can match the performance of OFDM in terms of BER, under equal channel conditions and assuming equal Guard Interval (GI).

- Pilot-aided channel estimation based on High Resolution-Frequency Domain Equalization (HR-FDE) for WCP-COQAM outperforms the pilot-aided channel estimation based on Low Resolution-Frequency Domain Equalization (LR-FDE) for FBMC-OQAM and Generalized Frequency Division Multiplexing (GFDM) explained in the bibliography, under time varying and highly dispersive channel conditions.

1.5 Methodology

In order to get the main results and contributions of this thesis, we try to prove the hypotheses stated above. The research strategy we follow for this task consists on computer simulations run in Matlab. By means of these simulations we evaluate and compare the performance of OFDM, FBMC-OQAM, GFDM-OQAM and WCP-COQAM in terms of BER against $E_b/N_0$ ratio. On the other hand, we evaluate the time-frequency synchronization and channel estimation techniques that we propose in this thesis in terms of Mean Square Error (MSE) against $E_b/N_0$ ratio. In order to calculate these error rates we run Monte Carlo iterations, which are configured so that we provide confidence intervals between 1 and 2 orders ($10^{-1}$ - $10^{-2}$) below the error rate given at a confidence level of 99.9%.

Considering the special relevance of the environment and the context this thesis focuses on, i.e. wireless communications in industrial scenarios, characterization of such environments in the aforementioned simulations has been a vital issue during this research. In order to characterize the corresponding channel conditions we employ the native Rayleigh fading channel object in Matlab. We get the configuration
parameters for this Matlab channel object, such as the Power Delay Profile (PDP) and the Doppler spectrum, from different wireless channel and industrial wireless characterization models in the bibliography. Although there is not any standard industrial wireless channel model, we pick the parameters so that the whole model behaves as close to an actual industrial channel model as possible. During the simulations, we employ the same channel model to run a whole cycle of Monte Carlo iterations but different channel realization at each iteration.

More specific considerations about simulation criteria are explained in their corresponding sections along with their respective results.

1.6 Outline

Next, we enumerate the chapters introduced in this doctoral thesis report and we give a brief description of them:

- **Chapter 2, Background and related work:** In Chapter 2 we take into consideration several aspects and research fields related to our investigation. Before introducing the main contributions of this doctoral thesis, we provide a general analysis of the state of the art and some theoretical background related to the work introduced in this thesis.

- **Chapter 3, Evaluation of WCP-COQAM, GFDM-OQAM and FBMC-OQAM for Industrial Wireless Communications with Cognitive Radio:** In Chapter 3 we analyse the following FMC modulations in depth: FBMC-OQAM, GFDM-OQAM and WCP-COQAM. Besides, according to the ultra-reliability and low latency requirements of industrial communications, we simulate the aforementioned modulations in low-band transmissions through large indoor spaces and severe multipath channels, emulating industrial halls. Based on these results, we aim at providing a notion about the suitability of FMC modulation schemes for industrial wireless communications based on CR.

- **Chapter 4, CFO and STO synchronization and channel estimation techniques for WCP-COQAM:** In Chapter 4 we address the issues of Carrier Frequency Offset (CFO) and Symbol Time Offset (STO) synchronization and time varying channel estimation for WCP-COQAM. We analyse CFO and STO synchronization techniques for GFDM and OFDM available in the bibliography and we adapt them in order to propose synchronization techniques for WCP-COQAM. The simulation results we present here show that the proposed synchronization techniques can be suitable solutions for the CFO and STO in WCP-COQAM systems. Additionally, we also propose
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a robust and low-latency pilot-based channel estimation technique for short WCP-COQAM transmissions. The simulation results we present here show that the channel estimation technique we introduce provides significantly higher robustness against time-variant and highly frequency selective channels than the solutions from the bibliography. Furthermore, we also show the overall performance of WCP-COQAM under more realistic conditions, due to the simulation of actual impairments such as time-frequency offset and channel estimation.

- **Chapter 5. Conclusions and future work:** In Chapter 5 we state the conclusions we obtained from the whole research carried out during this doctoral thesis. We also state the scientific contributions we made during the development of this doctoral thesis. Finally, we make an analysis on the works and research that might derive from the results and contributions provided in this doctoral thesis.
Chapter 2

Background and related work

In this chapter we take into consideration several aspects and research fields related to our investigation. Before introducing the main contributions of this doctoral thesis, in this chapter we provide a general analysis of the state of the art and some theoretical background related to the work introduced in this thesis.

First of all, we start defining the characteristics of industrial wireless scenarios and the requirements that wireless communications must fulfil in industrial automation applications. Next, we analyse the existing state of the art solutions for wireless industrial communications and the requirements they can and cannot fulfil. In addition to the already existing wireless industrial communications, we analyse what the 5th Generation (5G) of communications is expected to contribute to wireless industrial communications and we also introduce the background of the fundamental modulation techniques which are expected to form the 5G standards. Last, we introduce some basics about CR paradigm and analyse its benefits for wireless industrial communications. To conclude the chapter, we introduce a discussion about the analysis of the state of the art and we state its scarcities concerning the scope of our investigation.

2.1 Wireless communications requirements in industrial environments

Industrial environments significantly differ from the well-known office and home environments. Besides the challenges on technologies and systems due to harsh environmental conditions, such as increased temperatures or vibrations, they are remarkably different in terms of wireless systems deployment. Mainly with respect to two aspects: the industrial traffic characteristics and the industrial wireless channel. Moreover, these problems make harder for wireless communications to cope with the already stringent requirements in timeliness and reliability of
industrial applications.

When characterizing industrial wireless scenarios, it is worth bearing in mind that each industrial environment may present very specific wireless channel characteristics. Hence, there is no generic industrial wireless channel model available in the bibliography. In this section the typical requirements for industrial communication applications are analysed.

The major challenge for currently employed industrial wireless communication systems are the high requirements of industrial automation applications regarding latency, synchronism and reliability [5]. The capability of a communication system to match all these requirements will make it suitable or not for such applications. These requirements differ considerably depending on the kind of industrial application, so that timeliness and real-time parameters can vary from less than tens of milliseconds up to hundreds of milliseconds from one application to another [6]. In this section, the requirements for two kinds of industrial automation environments are defined: Process Automation (PA) and Factory Automation (FA). PA typically refers to chemical industry scenarios such as oil refineries, petrochemical, paper and pulp factories, etc. On the other hand, FA refers to production lines with numerous and intense mechanical elements and activity.

2.1.1 Communication requirements in Process Automation

Although there is some overlap of wireless communications applications between PA and FA, they are considerably different environments. The specifications targeting industrial PA tend to have more tolerance for network latency than what is needed for FA. Most applications in PA are representatives of the class of soft real-time. Existing WSAN in typical PA spaces, such as oil refineries, usually employ communication protocols with low data rates, up to 250 kbps range [7]. Moreover, non-critical closed-loop applications have a latency requirement that can be as low as 100 milliseconds but open-loop controls are tolerant of latencies above 1 second [8].

The aforementioned requirements do not carry a major challenge in terms of latency and timeliness. This fact, along with the relatively low throughput requirement, can suppose a good chance for a wireless communication system to fulfil the reliability requirements for industrial PA applications. Current state of the art already provide solutions for this kind of PA scenarios. There exist several WSAN standards, such as WirelessHART, ISA 100.11a and Wireless Networks for Industrial Automation - Process Automation (WIA-PA), which are widely extended in the industry [9].
2.1 Wireless communications requirements in industrial environments

2.1.2 Communication requirements in Factory Automation

The current state of the art solutions for wireless automation do not consider closed-loop control applications, a class of field level applications which present particularly hard challenges on the real-time behaviour of their associated communication system [10][11]. When classifying FA applications with respect to their real-time characteristics, closed-loop control applications belong to the class of hard real-time, i.e. given temporal deadlines have to be strictly met, or isochronous real-time, i.e. hard real-time plus additional constraints on the jitter.

Table 2.1 enumerates characteristic use cases of field level applications and some of their requirements. Both the requirements for manufacturing cell application (which comprises, for instance, the control of robot arms) and for sensor-actuator application are fulfilled with state of the art narrowband wireless systems such as Bluetooth, Wireless Interface for Sensors and Actuators (WISA) or Wireless Sensor and Actuator Network for Factory Automation (WSAN-FA) [12]. In contrast, closed-loop control applications [13] require shorter transmission delays (in the order of 100 $\mu$s device-to-device transmission times) as well as higher data rates. In other words, the aforementioned wireless technologies present significant limitations for closed-loop control applications due to their challenging requirements as listed in Table 2.1.

Besides, it is worth bearing in mind that all given use cases of Table 2.1 require Packet Loss Rate (PLR) $< 10^{-9}$ on application level, which is mandatory for field level applications in FA. Therefore, in addition to real-time requirements, reliability, high degree of synchronism and high availability in time and space, represent the other major challenges for wireless industrial communication systems.

<table>
<thead>
<tr>
<th>Application example</th>
<th>Payload [Bytes]</th>
<th>Cycle time [ms]</th>
<th>Jitter [$\mu$s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturing cell</td>
<td>$&lt; 16$</td>
<td>$50$</td>
<td>$500$</td>
</tr>
<tr>
<td>Sensor-actuator</td>
<td>$&lt; 20$</td>
<td>n.s.</td>
<td>n.s.</td>
</tr>
<tr>
<td>Closed-loop control</td>
<td>low</td>
<td>n.s.</td>
<td>20</td>
</tr>
<tr>
<td>- Machine tools</td>
<td>50</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>- Printing machines</td>
<td>30</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>- Packaging machines</td>
<td>15</td>
<td>5</td>
<td>20</td>
</tr>
</tbody>
</table>
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In industrial environments, the noise that communication devices suffer can be significant due to the high operating temperatures, strong vibrations and excessive electromagnetic noise caused by large coils, motors, etc. Interferences from other wireless systems transmitting on the same frequency band might also be present. Moreover, the signal might be exposed to heavy multipath propagation caused by multiple reflections from large and metallic obstacles within the propagation channel. The random/periodic movement of people, robots, trucks, and other objects may also cause time varying channel conditions. All these propagation impairments reduce the reliability of wireless communications, so that mission-critical communications in industrial applications can result in important losses in terms of safety, time and money.

Knowledge of the propagation channel is needed to successfully design and evaluate robust wireless communications for industrial applications. However, there are limited works in the bibliography dealing with industrial multipath propagation. In this section we introduce the multipath propagation, noise and interference models that we have employed in our simulations during the development of this doctoral thesis.

One of the main problems that the wireless propagation implies is the dispersion of the transmitted signal. The received signal is not only coming directly from the transmitter, but from the combination of reflected, diffracted and scattered “copies” of the transmitted signal. This dispersion phenomena distorts in a great deal the received signals.

Figure 2.1: Wireless propagation in dispersive channels.

Reflection occurs when the transmitted signal “hits” a surface where part of
that signal’s energy is reflected. Diffraction occurs when the signal is obstructed by a sharp object which derives secondary waves. Finally, scattering occurs when the signal impinges on a rough surface or between numerous small objects and it is reflected several times. Thus, the receiver gets the transmitted signal along with other “copies” of it, but with different phase and energy [14]. Figure 2.1 shows a graphical scheme of these phenomena.

Figure 2.1: A graphical scheme of the dispersion phenomena.

Since this thesis is aimed at dealing with industrial environments, it must be taken into account that the aforementioned dispersion phenomena imply more serious issues in such environments than in typical indoor offices or halls. Industrial environments consist of numerous heavy and metallic elements which act as reflectors within the propagation channel. Besides, since many surfaces are metallic, it is usual the reflected signal’s energy to be higher than in other kind of environments (see Figure 2.2).

Considering all the aforementioned aspects, a variety of potentially suitable highly dispersive channel models are analysed in next sections.

2.2.1 IEEE 802.15.4a channel models

In [16] a discussion of the IEEE 802.15.4a channel modelling subgroup is introduced. It provides channel models for the following frequency ranges and environments:

- Ultra Wide Band (UWB) channels covering the 2-10 GHz frequency range, it covers indoor residential, indoor office, industrial, outdoor, and open outdoor
environments (with a distinction between Line Of Sight (LOS) and Non Line Of Sight (NLOS) properties).

- A model for body area networks in the 2-6 GHz frequency range.
- A model for indoor office-type environments in the 100-900 MHz frequency range.
- A narrowband model for a 1 MHz carrier frequency.

The document also provides Matlab programs to simulate these channel models. For this thesis, only the first case (UWB channels covering the 2-10 GHz frequency range) for industrial environments is taken into account. Besides, it must be taken into consideration that this is an UWB channel model, so that it does not fit the scope of our research considering that it is aimed at ISM bands.

The IEEE 802.15.4a channel modelling subgroup develops stochastic channel models derived from measured real data. The main goal of these channel models, is to provide the chance of comparing different communication system proposals over these very channels. So that it must be borne in mind that they are not intended to provide information of absolute performance of those proposals over these channels. That is because the number of available measurements of real data on which the models are based, is insufficient for that purpose. Specific measurements for the industrial environment model were extracted from the campaign described in [17].

The aforementioned measurement data is used in order to estimate the parameters for the channel generation. On the other hand, the generic channel model is defined as

$$h_{\text{discr}}(t) = \sum_{l=0}^{L} \sum_{k=0}^{K} a_{k,l} e^{j\phi_{k,l}} \delta(t - T_l - \tau_{k,l}).$$

(2.1)

All the calculations for parameter estimation and generation of the channel model have been omitted in order to make the reading lighter and more clear, for details about those aspects refer to [16].

### 2.2.2 TGn channel models

In [18] a set of geometric ray-tracing based channel models applicable to indoor Multiple Input Multiple Output (MIMO) WLAN systems are proposed. Some Single Input Single Output (SISO) WLAN channel models are also proposed in this study. However, considering the scope of this doctoral thesis, only the SISO approach has been taken into consideration during the revision of the state of the art. Next, the overall procedure to develop one of these channel models is explained:
In these models distinct clusters are identified first. The number of clusters varies from 2 to 6, depending on the model, this finding is consistent with numerous experimentally determined results reported in the bibliography.

Then the power of each tap in a particular cluster is determined.

Next Alpha Stable ($\alpha_S$), Angle of Arrival (AoA), and Angle of Departure (AoD) values are assigned to each tap and cluster (using statistical methods) that agree with experimentally determined values reported in the bibliography. Cluster $\alpha_S$ was experimentally found to be in the 20 to 40 range, and the mean $\text{AoA}$ was found to be random with a uniform distribution.

With the knowledge of each tap power, $\alpha_S$, $\text{AoA}$ and $\text{AoD}$ for a given antenna configuration, the channel matrix $H$ can be determined.

The channel matrix $H$ fully describes the propagation channel between all transmit and receive antennas. If the number of receive antennas is $n$ and transmit antennas is $m$, the channel matrix $H$ will have a dimension of $n \times m$. However, as aforementioned, in this revision of the state of the art only SISO models have been considered, so that the channel matrix $H$ will have a dimension of 1x1.

The model can be used for both 2.4 GHz and 5.1 GHz ISM frequency bands, since the experimental data and published results for both bands were used to develop this channel model.

The implemented models can be classified in six of them, from the model A to model F. Each one of these models differs from the others in aforementioned tap and cluster parameters, so that each one of them may be assigned to a certain physical environment. These are some examples:

- Model A for a typical office environment, NLOS conditions, and 0 ns rms delay spread.
- Model B for a typical large open space and office environments, NLOS conditions, and 15 ns rms delay spread.
- Model C for a large open space (indoor and outdoor), NLOS conditions, and 30 ns rms delay spread.
- Model D, same as model C, LOS conditions, and 50 ns rms delay spread (10 dB Ricean K-factor at the first delay).

$^1$cluster may refer to the group of rays/taps reflected on a “scatterer”/“reflector” (according to the terminology used in the previous sections) element within the wireless channel.
- Model E for a typical large open space (indoor and outdoor), NLOS conditions, and 100 ns rms delay spread.

- Model F for a typical large open space (indoor and outdoor), NLOS conditions, and 150 ns rms delay spread.

This has been an overall explanation about TGn group’s WLAN channel modelling, all the calculations for parameter estimation and generation of the channel model have been omitted in order to make the reading lighter and more clear. For further information and details about those aspects refer to [18].

**TGn channel model’s time variability**

In the TGn channel models indoor wireless channels are assumed, where transmitter and receiver are stationary and people are moving in between. Those people moving around are the cause of channel’s variation over time. As a result, a function $S(f)$ is defined for that indoor environment in order to fit the Doppler power spectrum measurements. $S(f)$ can be expressed as (in linear values, not dB values):

$$S(f) = \frac{1}{1 + A \left(\frac{f}{f_d}\right)^2}, \quad (2.2)$$

where $A$ is a constant, used to define $S(f)=0.1$, at a given frequency $f = f_d$, so that $A = 9$. The Doppler spread $f_d$ is defined as

$$f_d = \frac{\nu_o}{\lambda},$$

where $\nu_o$ is the environmental speed determined from measurements that satisfy (21), and $\lambda$ is the wavelength defined by

$$\lambda = \frac{c}{f_c},$$

where $c$ is the light speed and $f_c$ is the carrier frequency. The value for $\nu_o$ is proposed equal to 1.2 km/h.

Figures 2.3 and 2.4 show the principal results of the Doppler spectrum model defined by Equation (2.2). In Figure 2.3 just the theoretical Doppler spectrum is shown, while in Figure 2.4 this theoretical Doppler spectrum is compared to the measured values it is based on.
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Figure 2.3: TGn’s time varying channel model’s “Bell” shape Doppler power spectrum [18].

Figure 2.4: Measured Doppler power spectrum for a single delay tap vs. theoretical “Bell” shape fitting function [18].

2.2.3 WINNER channel models

The work in [19] presents WINNER II channel models for WLAN, Wireless Metropolitan Area Network (WMAN), and Wireless Wide Area Network (WWAN) communication systems. The models have been evolved from the WINNER I channel models described in [20] and WINNER II interim channel models described in deliverable D1.1.1. The implemented channel model scenarios are indoor office, large
indoor hall, indoor-to-outdoor, urban micro-cell, bad urban micro-cell, outdoor-to-indoor, stationary feeder, suburban macro-cell, urban macro-cell, rural macro-cell, and rural moving networks. This revision of the state of the art is focused on the large indoor hall scenario, since it may be the one which most approximates to an industrial environment characteristics. In fact, some of the measurements for the data corresponding to this scenario were carried out in an industrial hall \[21\], see Figure 2.5.

![Figure 2.5: WINNER’s large indoor hall measurements scenario \[21\].](image)

The generic WINNER channel model follows a geometry-based stochastic channel modelling approach. The channel models are antenna independent, so that different antenna configurations and element patterns can be inserted. The channel parameters are determined stochastically, based on statistical distributions extracted from channel measurement. Those distributions are defined for, delay spread, delay values, angle spread, shadow fading, and cross-polarisation ratio. For each channel snapshot (or sampling moment), the channel parameters are calculated from those distributions. Channel realisations are generated by summing contributions of rays/taps with specific channel parameters like delay, power, AoA and AoD. Different scenarios are modelled by using the same approach, but different parameters.

WINNER’s channel models are scalable from a SISO or MIMO link to a multi-link MIMO scenario including polarisation among other radio channel dimensions. The models can be applied not only to WINNER II systems, but also any other
wireless system operating in 2-6 GHz frequency range with up to 100 MHz bandwidth.

Figure 2.6 shows the layout of a generic WINNER channel model. According to that scheme, a number of rays constitute a cluster or a path, both terms are equal as far as WINNER terminology concerns.

On the other hand, Equation (2.3) represents the analytical definition of the WINNER’s generic channel model.

\[
H_{u,s,n}(t; \tau) = \sum_{m=1}^{M} \begin{bmatrix} F_{rx,u,V} (\varphi_{n,m}) \newline F_{rx,u,H} (\varphi_{n,m}) \end{bmatrix}^T \begin{bmatrix} \alpha_{n,m,VV} & \alpha_{n,m,VH} \newline \alpha_{n,m,HV} & \alpha_{n,m,HH} \end{bmatrix} \begin{bmatrix} F_{tx,s,V} (\phi_{n,m}) \newline F_{tx,s,H} (\phi_{n,m}) \end{bmatrix} \times \cdots \times e^{j2\pi \lambda_0 (\tau_{n,m} - \tau_{rx,u})} \cdot e^{j2\pi \nu_{n,m} t} \cdot \delta(\tau - \tau_{n,m}),
\]

where \( F_{rx,u,V} \) and \( F_{rx,u,H} \) are the antenna element \( u \) field patterns for vertical and horizontal polarisations respectively, \( \alpha_{n,m,VV} \) and \( \alpha_{n,m,VH} \) are the complex gains of vertical-to-vertical and horizontal-to-vertical polarisations of ray \( n, m \) respectively (where \( n \) refers to a cluster/path and \( m \) to a ray/tap within that cluster/path). Further \( \lambda_0 \) is the wave length of carrier frequency, \( \varphi_{n,m} \) is AoD unit vector, \( \phi_{n,m} \) is AoA unit vector, \( \tau_{rx,u} \), and \( \tau_{rx,s} \), are the location vectors of element \( s \) and \( u \) respectively, and \( \nu_{n,m} \) is the Doppler frequency component of ray \( n, m \). If the radio channel is modelled as dynamic, all the above mentioned small scale parameters are time varying, i.e. function of \( t \).
This has been an overall explanation about WINNER’s generic channel model, all the calculations for parameter estimation and generation of the channel model have been omitted in order to make the reading lighter and more clear. For further information and details about those aspects refer to [19] [21].

**WINNER channel model’s time variability**

For WINNER’s time varying channel modelling, the most important feature to be taken into account is the mobile reflectors. In WINNER’s project the channels with moving scatterers are referred as *nomadic channels*. These are the main steps to generate a WINNER time-varying channel:

1. Generate initial channel parameters (delays, powers, AoA/AoD etc.).

2. Assign which scatterers (or clusters in the WINNER terminology) are moving.

3. Calculate the Doppler frequencies for all moving rays in all the clusters containing movement (note that all or only part of the rays are moving in those clusters).

4. Generate the channel coefficients for each channel *segment* (see Figure 2.7).

![Figure 2.7: Winner model’s time evolution scheme, transitions between channel segments](image)

Figure 2.7 shows the scheme of the WINNER’s channel’s time variation. During that variation some scatterers remain stationary, others keep changing their
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Industrial wireless communications have been used for more than one decade. During this period, the use of wireless communications in industrial automation has been constantly increasing and they also have gained great scientific interest [22-26]. As in other fields, wireless technology can provide important benefits to industrial communications, such as devices layout flexibility and cost reduction in cable installation and maintenance. On the other hand, they also present significant drawbacks regarding communications robustness. The main challenge for current industrial wireless solutions are the high requirements of industrial automation applications concerning latency, synchronism and reliability.

Wireless communications for industrial automation typically consist on a set of sensors and actuators connected via wireless known as IWSAN. Their main task is to gather information about the industrial environment and make the elements within that network to act according to the collected data [27-30]. IWSANs are mostly used in monitoring and loop control applications [31-34]. Most of these technologies are based on existing standards like IEEE 802.11 (WLAN), IEEE 802.15.1 (Bluetooth) or IEEE 802.15.4 (ZigBee) and additionally proprietary protocol extensions are applied over them [35-39]. Some of the most extended industrial wireless solutions are WirelessHART, ISA 100.11a, WIA-PA, WISA, WSAN-FA and some solutions based on the IEEE 802.11 standards [40,41].

In this section the aforementioned industrial wireless communication systems are introduced. For each of them, an overall description along with their main characteristics are provided. They are classified depending on the standard their PHYs are based on.

2.3.1 Systems based on IEEE 802.15.4

In this section the characteristics of the most extended IWSANs based on the IEEE 802.15.4 (ZigBee) are introduced: WirelessHART [42], ISA 100.11a [43] and WIA-PA [44]. Unlike other non-standard proprietary solutions, these ones are recognised as industrial wireless communication standards by international organisms. Thus, WirelessHART is defined as the IEC 62591 standard by the
International Electrotechnical Commission \(\text{(IEC)}\); the ISA 100.11a is a standard defined by the International Society of Automation \(\text{(ISA)}\) and WIA-PA is defined as the IEC 62601 standard.

The IEEE 802.15.4 standard \[45\] has become a communication standard for low data rate, low power consumption and low cost Wireless Personal Area Network \(\text{(WPAN)}\). The protocol focuses on very low cost communication, which requires very little or no underlying infrastructure. The basic framework supports a communication range of \(\leq 10\) m. The capacity of the system varies depending on the selected data rate of 20, 40, 100, and 250 kbps. The protocol provides flexibility for a wide variety of applications by effectively modifying its parameters. It also provides real-time guarantees by using a Guaranteed Time Slot \(\text{(GTS)}\) mechanism for time sensitive applications. Hence, two kinds of network configuration modes are provided in the IEEE 802.15.4 standard. The beacon enabled mode, where a Personal Area Network \(\text{(PAN)}\) Coordinator periodically generates beacon frames after every Beacon Interval \(\text{(BI)}\). In the non beacon enabled mode, all nodes can send their data by using an unslopped Carrier Sense Multiple Access - Collision Avoidance \(\text{(CSMA-CA)}\) mechanism which does not provide any time guarantees to deliver data frames.

The \text{PHY} Layer is responsible for transmission and reception of data using a selected radio channel according to the defined modulation and spreading techniques. The spreading in all frequency bands is based on Direct Sequence Spread Spectrum \(\text{(DSSS)}\). The different modulation schemes are Binary Phase-Shift Keying \(\text{(BPSK)}\), Amplitude Shift Keying \(\text{(ASK)}\) and Offset Quadrature Phase-Shift Keying \(\text{(OQPSK)}\). The choice of a modulation scheme depends on the desired data rate.

The IEEE 802.15.4 \text{MAC} layer provides features like: beacon management, channel access, GTS management, frame validation, acknowledgement frame delivery, association, and disassociation. In the beacon enabled mode, the \text{PAN} Coordinator uses a superframe structure in order to manage the communication between its associated nodes. The superframe structure is defined by means of two parameters: Beacon Order \(\text{(BO)}\) and Superframe Order \(\text{(SO)}\). The active period (Superframe Duration \(\text{(SD)}\)) is divided into 16 equally sized time slots for data transmission. Within the active period two medium access coordination functions are defined in IEEE 802.15.4: a mandatory Carrier Sense Multiple Access \(\text{(CSMA)}\) mechanism for the contention access period and an optional GTS mechanism for the Contention-Free Period \(\text{(CFP)}\). The contention access phase shall start immediately after the beacon and complete before the beginning of the CFP on a superframe slot boundary. The CFP shall start on a slot boundary immediately after the Contention Access Period \(\text{(CAP)}\) and it shall complete before the end of the active period of the superframe. The CFP can be activated by a request sent
from a node to the PAN coordinator.

- **CSMA**: Two versions of CSMA-CA are defined, the unslotted for the non beacon-enabled mode and the slotted CSMA-CA for the beacon-enabled mode. For both versions it is based on back-off periods.

- **GTS**: GTS provides real time guarantees for time sensitive applications. GTS can be activated by the request sent from a node to the PAN coordinator. At the reception of this request, the PAN coordinator checks whether there are sufficient resources available for the requested node in order to allocate requested time slot. Maximum of 7 GTSs can be allocated in one superframe.

Regarding the application fields of these systems, it is worth mentioning that they are specified for PA (e.g. chemical industry, oil refineries, paper factories, etc.) environments. Their characteristics make them unsuitable for FA applications. More details about this issue in Section 2.1.2.

**WirelessHART**

WirelessHART was developed by the Highway Addressable Remote Transducer Protocol (HART) Communication Foundation in 2007 [46] and in 2010 the IEC adopted it as the IEC 62591 standard [47]. The standard is defined as a simple, reliable and secure solution for WSAN. The network is formed by a number of field devices, gateways, a network manager and a security manager; as shown in Figure 2.8. The field devices are connected to process or plant equipment, and it can be connected in either star or mesh topology. Handheld devices and adapters to connect HART devices to WirelessHART networks are also allowed. The gateway connects the field device network with host applications. It buffers large sensor data, event notifications, and diagnostics and command responses. The network manager configures the networks, scheduling, communications between devices, managing message routes and monitoring network health. The network manager may be integrated into the gateway or host application. Finally, the security manager collaborates with the network manager in order to avoid intrusions or attacks against the network.

Field devices use an IEEE 802.15.4 transceiver, which transmits in the 2.4 GHz ISM band. DSSS and channel hopping are employed in order to ensure a secure and reliable communication. Latency is ensured through a Time Division Multiple Access (TDMA) with a timeslot of 10 ms. Each slot may be reserved to be used by a specific node or shared by several nodes which use CSMA-CA. The slot allocation is carried out by the network manager.
The ISA 100 standards committee, which is part of the non-profit International Society of Automation (ISA) organization, developed the ISA 100.11a standard. It enables wireless industrial applications, such as process automation and FA. An ISA 100.11a network is composed of end devices and gateways, see Figure 2.9. Some of the end devices, which can be both sensor and actuator, are also in charge of routing functionalities. One or several gateways are in charge of providing connection between the WSAN and the user application, and it may provide security and network managers. Furthermore, the gateways also support connection with other standards.

The PHY is based on the IEEE 802.15.4 standard, but some additional features are included. The ISA 100.11a supports frequency hopping and also blacklisting to increase robustness against interference, being TDMA the access method used by the nodes. Some flexibility in the configuration of the TDMA mechanism is allowed: since timeslot size is configurable. As a result, it is possible that two ISA 100.11a devices may not be able to communicate. Every link in the network is associated to one or more slots in the TDMA frame. ISA100.11a also defines network and transport layers, based on 6LoWPAN, IPv6 and UDP.
WIA-PA

WIA-PA is the Chinese standard GB/T26790.1-2011, for measuring, monitoring and open loop control of production processes [49]. It was developed by the Shenyang Institute of Automation (SIA) and it was standardised by the IEC as the standard IEC 62601 [50].

WIA-PA adopts a hybrid mesh and star network and supports end devices, routers and gateways. Routers and gateways form a mesh network, and end devices construct a star network. Each star network is a cluster managed by a router. An example of a WIA-PA network is shown in Figure 2.10.

Physical layer in WIA-PA is based on IEEE 802.15.4 and MAC layer is com-
compatible with it. Some extensions to the MAC layer have been done to satisfy the industrial requirements. The contention-free period of the IEEE 802.15.4 MAC is used to carry out the communication between devices and cluster heads, while the nodes use the contention period to join the network. The inactive period can be used to sleep or for inter-cluster and intra-cluster communications.

2.3.2 Systems based on IEEE 802.15.1

In this section, the characteristics of the most extended WSANs based on the IEEE 802.15.1 (Bluetooth) are introduced: WISA and WSAN-FA. Unlike the industrial wireless communication standards introduced in Section 2.3.1, these ones are proprietary solutions. Thus, WISA is a proprietary solution developed by ABB and WSAN-FA was developed by the Profinet user organization (PNO).

The IEEE 802.15.1 standard [51] specifies the PHY and the MAC sublayer of the well-known Bluetooth technology and it operates in the 2,4 GHz ISM band. A typical application for the 802.15.1 would be for instance a connection between a cell-phone and a headset or a headphone and an audio device. However, the system is also attractive for the use in industry applications, since its medium access method allows a deterministic data delivery.

According to 802.15.1 every physical channel used, is called a piconet consisting of one master, and up to seven slaves. The master device within a piconet coordinates the traffic within a piconet and starts the connection setup procedure. Furthermore, the wired and the wireless network are connected via the master device. The other devices are called slave devices. These are only able to directly communicate with their master. Slave devices within a piconet are either in an active or inactive operation mode. An active slave device communicates with the master device, inactive devices are in an energy saving state and only start a communication upon a wake up call by the master device.

Piconet traffic is based on TDMA with a duplex scheme, allowing the master to communicate in odd-numbered time slot. The slaves are only permitted to reply in time slots which are even-numbered and after they have been polled by the master. The channel access is divided into slots, each of 625 µs length. A data transmission may occupy the channel for 1, 3 or 5 consecutive slots. A Frequency Hopping Spread Spectrum (FHSS) modulation with 79 different 1 MHz channels is used to deal with the ISM band requirements. In order to avoid problems with the coexistence to other technologies, an Adaptive Frequency Hopping (AFH) can be used to render occupied frequencies.

The MAC protocol is mainly divided into Synchronous Connection Oriented (SCO) and Asynchronous Connectionless frames. The SCO transmission is attractive for industrial usage. The SCO transport mechanism reserves time slots on the
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physical channel. It is therefore able to provide Quality of Service (QoS) guarantees. The transmission of an SCO packet takes $366 \mu s$ and typically transmits data with a rate of $64 \text{ kb/s}$. This is done by reserving periodic slots for a specific communication between the master and a slave device. An extension to the SCO data transmission is the eSCO data transmission. It also uses reserved time slots and has the advantage that it can deal with different, but still static, transmission rates and is able to transport non voice data. Nonetheless, in most cases, it is necessary to have more than one piconet, because of the existing slave limitation to seven.

As for the application fields of these systems, it is worth mentioning that they are specified for FA (e.g. assembly line production) environments. Their characteristics regarding timeliness and latency make them more suitable than systems based on the IEEE 802.15.4 for FA applications. More details about this issue in Section 2.1.2.

WISA

The WISA system [52] [53] is a proprietary solution developed by Asea Brown Boveri (ABB) and is targeted at typical FA applications. Its PHY is based on the standard IEEE 802.15.1-2005. It has been designed to cover wireless communication as well as wireless power supply. This enables truly wireless connected sensors and actuators without having the need for a separate power supply.

In a system that needs to achieve the delivery of messages with a very high probability of success and high number of devices, the medium access is important. The medium access in WISA are TDMA, Frequency Division Duplex (FDD) and Frequency Hopping (FH). The WISA frequency hopping scheme guarantees that the frequencies used in successive frames are widely spread. The downlink transmission from the base station to the wireless devices is always active, for the purpose of establishing frame and slot synchronization for the devices, but also to send acknowledgements and data.

In order to save power, uplink transmissions from a sensor only occur when it has data to send. The requirement of wireless real-time communication combined with a need for a high number and high density of devices, makes efficient use of the available bandwidth very important. A number of input modules (base stations) can be distributed in the plant, with short-range communication to local sensors/actuators. The input modules (base stations) are connected to the control network via any field bus and communicate with the local wireless devices. A sophisticated input module (base station) ensures that the complexity resides in the input module rather than in the wireless sensors or actuators. One input module can handle up to 120 devices (sensors) or 13 wireless sensor input/output pads. Since in typical applications only sensor and actuator devices are targeted
the capacity of the system is very limited. It is possible to exchange only a few bytes of payload.

**WSAN-FA**

The WSAN-FA was developed by the PNO and is partly based on the previously introduced WISA system. It also uses the PHY layer of IEEE 802.15.1-2005 and provides a combination of frequency hopping and TDMA as medium access technique. The whole system is specifically designed for the sensors and actuators on the field level. WSAN-FA is able to address up to 120 wireless nodes in the system, targeting applications of real-time class 2. The reliability is achieved by allowing up to four retransmissions on different frequencies. In this case the update time must be decreased. Moreover, a blacklisting of certain channels is provided to minimise interference with other system. However, the capacity of the system is limited due to the same reason as for WISA.

### 2.3.3 Systems based on IEEE 802.11

In this section the characteristics of some systems based on the IEEE 802.11 (WLAN) and which are used in industrial wireless communications are introduced: Wireless Networks for Industrial Automation - Factory Automation (WIA-FA) and Real-Time (RT)-WiFi. WIA-FA is defined as IEC/PAS 62948 by the IEC and RT-WiFi is a MAC protocol based on IEEE 802.11 PHY that aims to provide real-time data delivery.

In todays IEEE 802.11 systems only DSSS and OFDM based modulation types are relevant. In the DSSS the data symbols are spread over the full bandwidth of a devices transmitting frequency. The data signal at the sending station is combined with a higher data rate bit sequence, or chipping code, that divides the user data according to a spreading ratio. The chipping code is a redundant bit pattern for each bit that is transmitted, which increases the signals resistance to interference. OFDM is a multi-carrier modulation that splits the radio signal into multiple smaller sub-signals that are then transmitted simultaneously at different frequencies to the receiver. OFDM is used in all recent standard amendment 802.11a/g/n/ac due to the increased robustness especially in environments with many interferers. It can be used with different modulation schemes and Forward Error Correction (FEC) code rates ranging from BPSK with a code rate of 1/2 to 256 Quadrature Amplitude Modulation (QAM) with a code rate of 5/6.

As for the application fields of these systems, it is worth mentioning that they are used in FA (e.g. assembly line production) environments. Their characteristics regarding timeliness and latency make them more suitable than systems based on
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the IEEE 802.15.4 for FA applications. More details about this issue in Section 2.1.2.

**WIA-FA**

WIA-FA is the first wireless technology specification developed specifically for factory, high-speed, automatic, control applications. As it was developed by the SIA and currently is defined as IEC/PAS 62948 [54].

Access to the WIA-FA network is through one of the optionally redundant gateway devices, connected to one or several access devices. Multiple access devices may communicate with the field devices in parallel and form multiple, again optionally redundant, star topologies. Each access device forms a star topology with the field devices. These access devices have the same address and are transparent to the field devices.

WIA-FA network protocol defines the PHY, MAC and Application Layer (AL) layers. MAC layer are based on multiple access devices: TDMA, Frequency Division Multiple Access (FDMA), retransmission and aggregation, while the PHY layer is based on the IEEE 802.11-2012 standard [55].

WIA-FA MAC layer is designed to guarantee real-time, reliable and secure communication between WIA-FA field devices and access devices by:

- Adopting a TDMA data-transport mechanism based on the “superframe” concept. Superframes are used to avoid transmission collisions between frames, and ensure reliability and real-time performance of transmission, while supporting frame aggregation/disaggregation, etc.

- MAC layer management functions include defining device joining, leaving, time synchronization, remote attribute get/set, etc. WIA-FA superframe is a collection of timeslots cyclically repeating at a constant rate. Though the length of a timeslot is configurable, each timeslot is only used for transmitting one frame. A WIA-FA superframe timeslot, together with the radio channels, are assigned to a link with each individual device link specified by a timeslot and a channel. The default superframe consists of beacon timeslots used by a field device to join the network, management timeslots, and data timeslots.

Each WIA-FA network has only one Network Manager (NM), which resides in the gateway device where it implements the network management function. The WIA-FA network management performs the following functions:

- Allocating the unique 8-bit or 16-bit short address for all devices in the network.
- Constructing and maintaining the redundant star topology.
- Allocating communication resources for communications of WIA-FA devices.
- Monitoring the status of the WIA-FA network, including device status and channel condition.

**RT-WiFi**

RT-WiFi is a MAC protocol based on IEEE 802.11 physical layer and aims to provide real-time data delivery for a wide range of wireless control systems from low-speed industrial process control to high-speed mechanical device control [56].

The core of the RT-WiFi protocol is the TDMA based MAC layer. Since there is no centralized channel access controller of a regular WiFi network, it adopts CSMA-CA to avoid collision. This mechanism helps to improve the network throughput but is not feasible for supporting high-speed real-time traffic with stringent timing requirements. Since only one node can access a certain channel in a given time slot, RT-WiFi provides collision free and deterministic communication.

There are three key components in the RT-WiFi MAC protocol to ensure real-time communication: a timer for maintaining global synchronization among all RT-WiFi nodes and triggering timing events; a link scheduler for coordinating the access to shared media, and executing the dedicated event at scheduled time points; and a flexible channel access controller which dynamically configures the hardware parameters for executing the timing event according to the target application behaviour. These components allow to adjust design trade-offs including sampling rate, real-time performance, communication reliability, and compatibility to existing Wi-Fi networks.

**Other works about IEEE 802.11 in industrial communications**

In addition to the already introduced RT-WiFi and WIA-FA, the use of the IEEE 802.11 standard family in the automation industry, in general, has been a relevant research topic for more than a decade. There is an extensive bibliography about this subject, of which some examples are given next.

Few years after the standardization of the IEEE 802.11, the authors in [57] presented results of bit error measurements taken with an IEEE 802.11-compliant radio modem in an industrial environment and draw some conclusions for the design of MAC protocols. In [58] the authors show the results of some experiments in which wired fieldbus application layers are tested over the IEEE 802.11 PHY layer. [59] addresses the problem of supporting soft-real-time traffic over IEEE 802.11-based WLAN in the presence of competing non-real-time traffic within an
industrial environment, by means of a middleware located between the MAC and the network layers. In [60], an analysis of the RT performance that can be achieved in QoS-enabled 802.11e networks is carried out, particularly oriented to soft-real-time industrial applications. [61] introduces two rate adaptation techniques for IEEE 802.11 devices to combat the Signal to Noise Ratio (SNR) reduction typical in industrial wireless scenarios. Contrary to what has been exposed up to now, the IEEE 802.11ah amendment is analysed as a candidate for PA applications, and not for FA in [62,63] (along with other application fields). Finally, in [64,65] the benefits that the characteristics introduced in the IEEE 802.11n amendment (for both, PHY and MAC layers) might provide are analysed and assessed.

2.4 Cognitive radio

A CR communication system consists on knowing certain information about its environment and actuating depending on it [66]. For example, based on that information, a CR system could conveniently switch between different bands, avoiding occupied bands and taking advantage of other underused bands of the spectrum. Thus, a CR system could even use licensed bands belonging to other services while these bands are not being used. The advances in Software Defined Radio (SDR) promote the opportunity of developing the paradigm of CR. That is because SDR allows to change the communication parameters of a radio system during execution time by software (microprocessors) or dynamic reconfiguration (Field Programmable Gate Array (FPGA) devices).

As for the interaction methods with the medium of the CR there are two possibilities [67]: overlay mode and underlay mode. Overlay consists on the CR system accessing a certain band without interfering with the legitimate users of this band (primary users). Underlay mode, on the other hand, consists on transmitting even along with a primary user in its band, as long as the power of the interference caused by the CR system does not exceed a certain threshold.

In order to obtain the information about its medium, a CR system employs spectrum sensing techniques. Thanks to the information obtained by spectrum sensing the CR system will be able to establish the optimal configuration.

The MAC techniques based on CR are supposed to provide better performance than the conventional ones because they have certain intelligence. Also, in variable environments, such as industrial wireless channels, MAC techniques based on CR are expected to provide higher throughput and robustness due its adaptability.
2.4.1 Physical layer in Cognitive Radio systems

For years, multi-carrier modulations have been considered strong candidates for PHY layers of CR communication systems [68]. The main reason for this, is the flexibility that multi-carrier systems can provide to a CR system. If a multi-carrier CR system knows the state of the spectrum, it can configure the PHY layer so that only sub-carriers corresponding to free spectrum spaces are activated or even conveniently allocate different power levels for each sub-carrier [69, 70]. Figures 2.11 and 2.12 represent this idea, only sub-carriers which do not affect the primary users are employed.

Figure 2.11: Spectrum sensing and spectrum shaping in OFDM systems [71].

Figure 2.12: Primary users identification [72].

In [71, 72] the authors analyse OFDM as PHY layer for CR systems. The main advantage of OFDM is its adaptability due to the possibility to configure sub-
carriers and other parameters such as modulation order, coding rate and power of each sub-carrier.

However, besides the well known drawbacks of OFDM like its sensitivity to non lineal distortion and to synchronization errors, it presents another principal disadvantage which supposes an additional problem when used in CR systems. The sidelobes generated by the OFDM sub-carriers could interfere with adjacent bands belonging to primary users. This phenomenon is represented in Figures 2.11 and 2.12.

Although nowadays OFDM is the predominant multi-carrier scheme in the industry, a lot of research have been done on FMC schemes in order to overcome the aforementioned OFDM’s problems [73,74]. The main features that these FMC schemes provide are waveform flexibility and narrower spectrum of the sub-carriers. For this reason, FMC modulations are promising options for the PHY layer of CR systems.

The PHYDYAS project is an example of the relevance of employing FMC modulation schemes with more restrained spectrum than OFDM in CR systems. PHYDYAS was a European research project within the 7th Framework Programme (FP7) and its main goal was researching on the impact of FMC modulation techniques on CR [75]. The conventional OFDM scheme is a block processing technique, which lacks waveform flexibility and makes an inefficient use of the spectrum. In contrast, a FMC technique offers efficient spectrum usage and can provide independent sub-channels, while maintaining or enhancing the high data rate capability.

More efficient spectrum usage of FMC modulations is accomplished by using longer and spectrally well-shaped prototype filters. Because of that, the sidelobe levels are considerably lower than in the case of OFDM as can be seen in Figure 2.13. Here the spectrums of an OFDM sub-carrier and prototype filter designed by PHYDYAS are compared. In this way, a good spectral containment for all the sub-channels can be obtained and this also results in a good resistance against narrowband interference. In fact, any sub-channel overlaps significantly only with its neighbouring sub-channels. Then, in order to make two multi-carrier signals independent, it is sufficient to leave an empty sub-channel between them, providing better flexibility and SE than OFDM for CR applications.

Among the different options of FMC techniques, in the PHYDYAS project FMC schemes based on the OFDM Offset Quadrature Amplitude Modulation (OQAM) model were considered, which is the most extended model in the bibliography. In the aforementioned PHYDYAS project FBMC-OQAM is used to denote the filter bank based MCM adopting the model of OFDM-OQAM.

In this thesis we analyse some of these FMC techniques and we evaluate them taking into consideration their suitability for CR systems, besides other criteria
too. Some of those FMC systems are introduced in Section 2.5.1 and the most relevant ones for the development of this thesis are analysed more in detail in Chapter 3.

2.5 Filtered Multi-Carrier modulations in industrial communications

Filtered Multi-Carrier (FMC) modulations have been gaining interest for both science and industry. From the point of view of our investigation, we already introduced their potential for CR applications. However, we also have to analyse their suitability for harsh environmental and stringent timeliness and latency conditions. Looking at the bibliography, FMC modulation techniques might be considered upcoming technologies within 5G communications as replacement to the more extended OFDM modulation.\textsuperscript{[76–79]} 5G is aimed at covering a wide range of application fields. Services and applications such as autonomous vehicle, drone-based delivery, smart home and factory, remote surgery, and artificial intelligence based personal assistant are some examples of the use cases and needs that 5G communications will have to cope with.\textsuperscript{[80]} Among the whole set of services that 5G is meant to cover, requirements in terms of latency, reliability, throughput, scalability and energy-efficiency may differ considerably from one application to another. In accordance with this variety of scenarios and use cases, the International Telecommunication Union (ITU) defined three representative service categories: Enhanced Mobile Broadband (EMBB), Massive Machine-
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Type Communication (MMTC) and Ultra-Reliable and Low-Latency Communications (URLLC) [81] (see Figure 2.14).

![Diagram of 5G service categories]

Figure 2.14: 5G service categories [82].

Each one of these categories comprises a set of use cases that share some similarities regarding their requirements. EMBB addresses the human-centric use cases for access to multi-media content, services and data. The eMBB service category is expected to bring new application areas and improve the already existing mobile broadband applications in terms of throughput, performance and user experience. MMTC use cases, on the other hand, are characterized by a very large number of connected devices typically transmitting a relatively low volume of data with no latency restrictions. For this kind of applications, devices are usually required to be low cost and battery efficient. Finally, and more accordingly to the scope of our research, URLLC use cases, also referred to as Critical Machine-Type Communication (CMTC), have stringent requirements regarding characteristics such as reliability, latency and availability. Some examples of URLLC use cases include wireless control of industrial automation processes, remote medical surgery, distribution automation in a smart grid, transportation safety, etc.

Considering the scope of our research, among the aforementioned service categories of 5G, our interest lies on URLLC and CMTC, and specially on wireless communications for FA among the use cases comprised in these service categories (see Figure 2.15). Such applications require very high reliability to minimize the error rate; availability to ensure wireless connectivity and coverage; and very low latency to enable real-time control. In order to achieve these characteristics, al-
though the average volume of data transported to and from devices may not be large, wide instantaneous bandwidths and high throughputs might be useful in order to meet reliability and latency requirements. On the other hand, other, still not mentioned characteristics, such as low device cost and energy consumption, are not as critical as for MMTC applications.

Enhancements and enablers for EMBB and MMTC are already in the scope of current standardization both in 3rd Generation Partnership Project (3GPP) and Institute of Electrical and Electronics Engineers (IEEE). URLLC on the other hand, is still in the early-standardization phase of 5G New Radio (NR). However, the application of 5G communications to URLLC use cases such as industrial automation has gain great scientific interest from both the academic field and the industry.

2.5.1 Filtered Multi-Carrier modulation candidates for 5G

Considering that the scope of this doctoral thesis focuses on PHY layer modulations for industrial wireless communications and the use of 5G for future URLLC applications such as industrial FA, we analyse the bibliography related to modulation techniques aiming at 5G applications. The main characteristics of the modulation techniques which are considered for 5G applications are the multi-carrier structure and the filtering of their sub-carriers for efficient spectrum usage and waveform flexibility. Although this principles are common for all the 5G candidates, many variations and schemes exist, which provide different properties more or less appropriate depending on the application they are meant for. In this section, we briefly introduce the main and most elemental 5G waveform candi-
FBMC

Filter Bank Multi-Carrier (FBMC) waveform consists in a set of parallel data that are transmitted through a bank of modulated filters \[84\text{–}86\]. The prototype filter, parametrized by the overlapping factor \(K\), can be chosen to have very low adjacent channel leakage. One may differentiate between two main variants of FBMC: one based on complex QAM signalling, referred to as Filtered Multi Tone (FMT), and another based on real valued QAM symbols, referred to as FBMC-OQAM. The latter ensure orthogonality in real domain to maximize spectral efficiency. The first variant FMT is currently employed in standards like Telecommunication Equipment Distribution Service (TEDS), and achieves orthogonality among subcarriers by physically reducing their frequency domain overlapping, thus reducing the SE in a similar proportion as OFDM.

FBMC-OQAM, on the contrary, is able to achieve the maximum SE by imposing the orthogonality in the real domain only. Given the SE optimality of FBMC-OQAM, this variant is universally considered as the baseline FBMC modulation \[88\text{–}92\]. Multiple alternative ways of implementing FBMC-OQAM in a computationally efficient manner are existing, although the most important are Polypahse Network (PPN) and Frequency Spreading (FS) implementations. In PPN architecture, QAM symbols feed an Fast Fourier Transform (FFT) of size \(NFFT\) and then into a PPN. The receiver applies matched filtering before a FFT of size \(NFFT\) and multi-tap equalization is performed in a per carrier basis. We address the topic of the computationally efficient FBMC-OQAM implementation in Section 3.2.

In Frequency Shift - FBMC (FS-FBMC), QAM symbols are filtered in frequency domain. The result then feeds an Inverse Fast Fourier Transform (IFFT) of size \(K \cdot NFFT\), followed by an overlap and sum operation. At the receiver side,
a sliding window selects $K \cdot NFFT$ points every $NFFT/2$ samples [18]. A FFT of size $K \cdot NFFT$ is applied followed by filtering by the prototype matched filter.

**GFDM**

GFDM waveform is based on the time-frequency filtering of a data block, which leads to a flexible, non-orthogonal waveform [93–95]. A data block is composed of $K$ carriers and $M$ time slots, and transmits $N = KM$ complex modulated data. In this paper, we consider that the data is cyclic filtered by a Root Raised Cosine (RRC) filter that is translated into both frequency and time domains as it is customarily done. To avoid Inter-Symbol Interference (ISI), a Inter-Carrier Interference (ICI) is added at the end of each block of symbols. To further improve the spectral location, a windowing process can be added in the transmitter.

Several receiver architectures have been investigated in the literature for GFDM and we consider in this paper a matched filter receiver scheme: each received block is filtered by the same time and frequency translated filters as in the transmission stage. As the modulation is non-orthogonal, it is necessary to implement an intrinsic interference pre-cancelling scheme, which improves the performance but severely increases the complexity of the receiver. More recently, OQAM was also considered in GFDM to allow the use of less complex linear receivers.

**UFMC**

Universal Filtered Multi-Carrier (UFMC) waveform is a derivative of OFDM waveform combined with post-filtering, where a group of carriers is filtered by using a frequency domain efficient implementation [96, 97]. This sub-band filtering operation is motivated by the fact that the smallest unit used by the scheduling algorithm in frequency domain in 3GPP Long Term Evolution (LTE) is a resource block, which is a group of 12 carriers. The filtering operation leads to a lower OOB leakage than for OFDM. The UFMC transmitter is composed of $B$ sub-band filtering that modulate the $B$ data blocks. The transmitted signal uses no CP but there is still a spectral efficiency loss due to the time transient (tails) of the shaping.
2.6 Critical review of the state of the art

In this section we introduce a critical review and a discussion about the state of the art resources we analysed during our research. Thus, we give a summary and the conclusions we obtained from the analysis introduced in this chapter.

As far as industrial automation scenarios concern, in this work we distinguish between two subtypes based on a classification shown in the bibliography: PA and FA. In this sense, according to the scope of our investigation, we must clarify and establish that the environments and industrial applications we focus on correspond to FA scenarios explained in Section 2.1.2 due to their harsh environmental and stringent timeliness and latency conditions. In Section 2.5 we also make reference to another classification shown in the bibliography, which is based on the application fields of 5G. The URLLC or CMTC category of this classification comprises mission-critical, highly reliable and low-latency communication. Hence, as for the connection between FA, URLLC and CMTC, we consider URLLC and CMTC as more general categories which comprise FA scenarios.

Regarding the characterization of industrial environments, as discussed in Section 2.2, differences from one scenario to another might be significant. Besides, there is no standard wireless industrial channel model for the ISM bands. These
facts make it more difficult to carry out a rigorous wireless industrial channel characterization. From the channel models we analysed in Section 2.2, we chose the TGn channel models for our simulations, because it fits the ISM bands our research focuses on. On the other hand, WINNER presents channel models with several scenarios and a wide range of modelling options. However, considering the features we employ from these channel models, WINNER does not provide any significant advantage over TGn, while this one results a simpler, more extended and computationally more efficient option. As aforementioned, there is no specifically industrial wireless channel model, and TGn is not so either. However, we employ the most frequency dispersive models of TGn in our simulations, in order to emulate low-band transmissions (below 6 GHz and a bandwidth of several MHz) in large indoor spaces with strong multipath effect.

In Section 2.3 we analyse the current state of the art solutions for wireless industrial communications. As aforementioned, PA applications do not carry a major challenge in terms of latency and timeliness and state of the art solutions. For instance, schemes based on the IEEE 802.15.4 (ZigBee), can already address them. On the contrary, current state of the art solutions are not capable of addressing the stringent real-time requirements of PA applications along with the harsh environmental conditions of such scenarios. As discussed in Sections 2.1.2 2.3.2 and 2.3.3, some applications in PA are addressed by current state of the art solutions based on IEEE 802.15.1(Bluetooth) or IEEE 802.11 (WiFi). However, the most critical applications like the closed-loop controls cannot be addressed by these technologies. A lot of research has been carried out on the enhancement of these techniques, but still there is no wireless communication solution for the most challenging PA applications. Therefore, new techniques and technologies must be proposed in order to definitely address the wireless communications issue in PA scenarios.

Among the upcoming technologies, FMC modulations and CR might be promising solutions for wireless industrial communications in PA. As aforementioned, CR might be specially useful considering that industrial wireless communications are meant to work in the unlicensed and highly occupied ISM bands. We already discussed the compatibility of FMC modulations and CR which is an important factor to consider in our research. Moreover, the robustness of these FMC modulation schemes against highly frequency selective industrial wireless channels must be taken into consideration in order to decide if these are suitable solutions. In this sense, considering that these FMC schemes are modulation candidates for 5G, which comprises URLLC and CMTT scenarios as discussed before, bibliography suggests that they might be suitable options as PHY layer modulations for wireless communications in PA. It is worth mentioning that we carry out an in depth analysis of some FMC modulations and we evaluate their suitability for highly
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dispersive channels in Chapter 3
MCM schemes are widely adopted in wireless communication systems, being OFDM the most extended one among them. Despite the features and benefits that OFDM offers in wireless communications, it also presents significant drawbacks such as high OOB radiation. Considering this fact and the upcoming applications and needs in wireless communications, a lot of research, specially on new waveforms for the PHY communication layer of 5G has been carried out in order to overcome OFDM’s limitations [98–100]. As a result, several pulse-shaping techniques exist which allow sub-carrier filtering in MCM systems in order to get better frequency localization. We refer to these filtered MCM systems as Filtered Multi-Carrier (FMC) modulations. These techniques provide good frequency localization and reduce the OOB radiation. The most extended FMC schemes in the bibliography are FBMC-OQAM and GFDM.

In Section 2.5 we discuss, based on the bibliography, the possibilities that 5G might provide to URLLC applications such as wireless communications in FA. Moreover, in Section 2.4 we discuss, based on the bibliography too, the compatibility between CR and 5G FMC modulation candidates. Considering the conclusions we obtain (see Section 2.6), in this chapter we evaluate the possible suitability for wireless industrial communications of some of the 5G FMC modulation candidates. Specifically, in this chapter we analyse FBMC-OQAM, GFDM-OQAM and also
C.3 Evaluation of WCP-COQAM, GFDM-OQAM and FBMC-OQAM for Industrial Wireless Communications with Cognitive Radio

WCP-COQAM modulation systems. Although WCP-COQAM is not as extended as the other two schemes in the bibliography, it shares several similarities and properties with both, FBMC-OQAM and GFDM-OQAM, which make it an interesting FMC scheme to be analysed. Besides analysing WCP-COQAM, we provide some additional details with respect to the bibliography about its orthogonality against multipath channels and SE.

Among the industrial environment characteristics discussed in Section 2.2, in this chapter we focus on severe multipath effect, so that we evaluate the performance of the aforementioned FMC systems in terms of BER, Power Spectral Density (PSD) and SE under highly dispersive channels. We compare these results with OFDM and we use the SE to represent the cost of using CP extensions, sub-carrier filtering and windowing schemes in the analysed FMC systems. Based on those analysis and results, we aim at providing a notion about the suitability of these FMC modulation schemes for industrial wireless communications based on CR.

From the analysis and the assessment of the aforementioned FMC systems we provide the following contributions:

1. This chapter complements the work in [101–103] by bringing additional details about how windowing affects the protection against multipath channels and the SE in WCP-COQAM. We state the conditions to provide full orthogonality in multipath channels and we show how windowing reduces SE in WCP-COQAM compared to GFDM-OQAM. We explain all these details in Section 3.1.3, 3.1.4 and 3.3, while in Section 3.4.3 we give an example with some specific results and we discuss them.

2. While most research about the aforementioned FMC modulations is focused on Mobile Broadband (MBB) communications, here we simulate and assess some of these modulation schemes under different conditions. We simulate low-band transmissions through large indoor spaces and severe multipath channels in order to model some of the industrial wireless characteristics. Under these conditions and by means of BER, PSD and SE analysis, we evaluate the suitability of the aforementioned FMC systems for wireless industrial communications based on CR.

The chapter is organised as follows: in Section 3.1 we explain the theoretical background of the FMC systems we are going to analyse; in Section 3.2 we introduce an efficient implementation scheme for the analysed FMC systems; in Section 3.3 we give more detailed explanations about WCP-COQAM and make some clarifications with respect to the bibliography; in Section 3.4 we present the results obtained from our simulations, based on which we compare and discuss the per-
formance of the considered FMC systems; in Section 3.5 we state the conclusions we obtained from our research.

3.1 Filtered Multi-Carrier modulations

The FMC systems we analyse are based on OQAM instead of classical IQ modulations (e.g., N-PSK, N-QAM). The reason why we focus on OQAM based schemes is that FMC systems cannot simultaneously keep good Time-Frequency Localization (TFL), Nyquist symbol rate and orthogonality between transmitted symbols if conventional IQ modulations are used, as it is stated by the Balian-Low Theorem (BLT) [107]. According to BLT [107], ISI and ICI introduced by the prototype filters of these FMC systems make it impossible to achieve perfect reconstruction of complex valued symbols transmitted at Nyquist rate. Consequently, in case matched filter receivers are used, FBMC and GFDM perform worse than OFDM in terms of BER. One solution to overcome the constraints defined by the BLT is to send alternately real and imaginary valued symbols at twice the Nyquist rate instead of complex symbols. This technique is known as OQAM. This strategy allows the filtered data symbols to remain orthogonal and keep both good TFL and Nyquist symbol rate, all at the same time.

Hence, we first introduce the OQAM technique and next we explain the rest of the FMC schemes.

3.1.1 OQAM

OQAM consists, basically, in splitting one complex symbol into two semi-symbols, one real and one imaginary. After this operation, the whole OQAM symbol’s duration remains equal to the duration of the original complex symbol, while the duration of each semi-symbol is half the whole symbol, as shown in Figure 3.1. This symbol structure implies an oversampling by two with respect to the original sampling rate of the complex symbol. It is worth mentioning that this oversampling does not carry any change in the total bandwidth of the transmitted signal when OQAM is used in MCM systems. As we explain in Section 3.1.2 when the multi-carrier OQAM signal is serialized its symbol rate is the same as it would be in a conventional IQ modulation.

\[ \begin{align*}
    a + bj \\
    \frac{1}{2} & \rightarrow \frac{1}{2} \\
    a & \rightarrow \frac{1}{2} \\
    bj & \rightarrow \frac{1}{2}
\end{align*} \]

Figure 3.1: Complex to pure real and imaginary operation.
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The OQAM scheme discussed up to now can reduce ISI caused by pulse shaping processes. Since imaginary and real semi-symbols are transmitted alternately, interference coming from adjacent semi-symbols can be ignored in the receiver (i.e., interference caused by a real semi-symbol to its adjacent imaginary semi-symbol can be ignored, as well as interference caused by a imaginary semi-symbol to its adjacent real semi-symbol can be ignored).

![Block diagram of the OQAM symbols arrangement in a multi-carrier system.](image)

Similarly in frequency domain, pulse shaping makes adjacent sub-carriers overlap with each other, thus causing severe ICI. If those sub-carriers are organised so that real and imaginary ones are alternated one next to the other, ICI from adjacent sub-carriers will be avoided because interference coming from them can be ignored in the receiver. Figure 3.2 shows the block diagram of a OQAM MCM system. Figure 3.3, on the other hand, shows the demodulation process to recover the original complex data symbols.

![Block diagram of the OQAM demodulation process in a multi-carrier system.](image)

More details about OQAM can be found in [91].
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3.1.2 FBMC-OQAM

FBMC consists in filtering each sub-channel in order to get well localized sub-carriers. Figure 3.4 shows the basic representation of a FBMC-OQAM transmultiplexer. The main blocks are the OQAM pre-processing or modulator block, the synthesis filter bank, the analysis filter bank and OQAM post-processing or demodulator.

![Figure 3.4: Basic representation of a FBMC-OQAM transmultiplexer.]

The key components of the FBMC-OQAM scheme are the Synthesis Filter Bank (SFB) and the Analysis Filter Bank (AFB), which are formed by one filter per sub-channel. We call SFB to the filter bank in the transmitter and AFB to the filter bank in the receiver. These filter banks are the set of filters defined as

$$g_m(n) = p(n)\exp\left(\frac{2\pi mn}{M}\right),$$

(3.1)

where \( m \) is the sub-channel index; \( p(n) \) is the prototype filter of length \( L_p \) and \( n = 0, \ldots, L_p - 1 \). The exponential factor corresponds to the \( m \)th sub-carrier, where \( M \) is the total number of sub-carriers.

Note that the FBMC-OQAM scheme works as a multi-rate system. Before filtering the \( x_m(k) \) OQAM data symbols they are up-sampled by \( M/2 \) using a zero padding process to get the oversampled signal \( a_m(n) \).

$$a_m(n) = \sum_{k\in\mathbb{Z}} x_m(k)\delta(n - kM/2), \quad n \in \mathbb{Z}.$$  

(3.2)

The reason why the up-sampling factor is \( M/2 \) and not \( M \) is that OQAM pre-processing already introduces an up-sampling factor of 2. Thus, the FBMC-OQAM signal can be expressed as

$$y(n) = \sum_{m=0}^{M-1} \sum_{l\in\mathbb{Z}} a_m(l)g_m(n - l), \quad n \in \mathbb{Z}.$$  

(3.3)
At the receiver side, the $\text{FBMC-OQAM}$ signal $y(n)$ is demodulated so that, in first place, each sub-channel is filtered in order to get only its corresponding signal.

$$\hat{a}_m(n) = \sum_{l \in \mathbb{Z}} y(l) g_m(n - l), \quad n \in \mathbb{Z},$$  \hspace{1cm} (3.4)

where $m = 0, \ldots, M - 1$.

Then, $\hat{a}_m(n)$ is sampled in the time domain, so that the estimation of the original OQAM signal $\hat{x}_m(k)$ is obtained.

$$\hat{x}_m(k) = \hat{a}_m(kM/2), \quad k \in \mathbb{Z}.$$  \hspace{1cm} (3.5)

If a non-ideal transmission channel is assumed, a LR-FDE must be performed at this point. That is,

$$\hat{x}_{eqm}(k) = \hat{x}_m(k) H_{m,k},$$  \hspace{1cm} (3.6)

where $H_{m,k}$ represents the channel frequency response at the $m$ sub-carrier and $k$ sub-symbol. We refer as LR-FDE to the Frequency Domain Equalization (FDE) performed for each sub-symbol $k$ with a single frequency point per sub-carrier, as it is done in OFDM.

It must be borne in mind that, since no CP is employed, this kind of equalization might present error floors caused by the IC and ISI introduced by the channel. In order to avoid this problem the number of sub-carriers must be sufficiently high to be narrower than channel’s coherent bandwidth.

### 3.1.3 GFDM-OQAM

In [101,102] the idea of GFDM-OQAM is introduced, although the authors refer to this scheme as Filter Bank Multi-Carrier - Circular Offset Quadrature Amplitude Modulation (FBMC-COQAM) or just as Circular Offset Quadrature Amplitude Modulation (COQAM). As shown in Figure 3.5 the structure of a GFDM-OQAM transmultiplexer is similar to the structure of a FBMC-OQAM transmultiplexer. GFDM-OQAM is also based on OQAM modulation and sub-channel filtering. The difference is that in GFDM-OQAM filtering is performed by a circular convolution instead of the linear convolution used in FBMC-OQAM. This way, the modulation system now adopts a block based signal structure, so that a CP can be added to provide orthogonality against multipath channels without affecting signals TFL.

We consider a GFDM-OQAM system with $M$ sub-channels and $K$ complex valued data symbols in each block (i.e. $2K$ OQAM symbols in each block). Thus, if we consider $y(n)$ as one GFDM-OQAM block, it can be expressed as

$$y(n) = \sum_{m=0}^{M-1} \sum_{l=0}^{MK-1} a_m(l) \tilde{g}_m(n - l + MK - 1),$$  \hspace{1cm} (3.7)
where \( n = 0, \ldots, MK - 1 \) and \( \tilde{g}_m \) filters are obtained by the periodic repetition of \( g_m \) filters defined in Eq. (3.1). So that

\[
\tilde{g}_m(k) = g_m[\text{mod}(k, MK)].
\] (3.8)

At the receiver side, if a non-ideal transmission channel is assumed, the GFDM-OQAM block \( y(n) \) is equalised so that,

\[
y_{eq} = \text{idft} \left[ \frac{\text{dft}(y, MK)}{H_{HR}} \right].
\] (3.9)

\( H_{HR} \) denotes the \( MK \) points High Resolution (HR) channel frequency response. This equalization is different from the one used in FBMC-OQAM or in OFDM. On the one hand, it is applied over a whole block with a channel frequency response of \( MK \) points, instead of over each sub-symbol and \( M \) points; on the other hand, it is performed prior to the inherent Discrete Fourier Transform (DFT) operation of the demodulation process. We refer to this kind of equalization as HR-FDE.

Once the GFDM-OQAM block is equalised, each sub-channel is filtered in order to get only its corresponding signal. Once again, the difference between FBMC-OQAM and GFDM-OQAM receivers consists on the circular convolution.

\[
\hat{a}_m(n) = \sum_{l=0}^{MK-1} y_{eq}(l)\tilde{g}_m(n - l + MK - 1),
\] (3.10)

where \( m = 0, \ldots, M - 1 \).

Then, \( \hat{a}_m(n) \) is sampled in the time domain, so that the estimation of the original OQAM signal \( \hat{x}_m(k) \) is obtained, just as it is shown in Eq. (3.5).

### 3.1.4 WCP-COQAM

WCP-COQAM is introduced in [103]. This technique can be considered as a GFDM-OQAM system with a windowing process, which improves the PSD with respect to GFDM-OQAM.
In WCP-COQAM both the CP and the windowing are related. The CP is divided in two parts: the GI and the Window Interval (WI) (referred as RI in [103]). So that the total length of the CP will be equal to the sum of the lengths of the GI and WI parts:

$$L_{CP} = L_{GI} + L_{WI},$$  \hspace{1cm} (3.11)

where GI is the part of the CP aimed at preventing against multipath channels and WI is the part which will be used for windowing.

Let us consider a GFDM-OQAM signal $s_G$ as a queue of several GFDM-OQAM blocks, each with its CP extension of length $L_{CP}$. Equally, we will consider $M$ to be the total number of sub-carriers and $K$ the number of symbols in each block.

Then the $l$th block of a WCP-COQAM signal is defined as

$$s_W(k) = \sum_{r=0}^{L_{WI}-1} s_G(k + rL_{WI})w(k - rQ),$$  \hspace{1cm} (3.12)

where $k = 0, ..., MK + L_{CP} - 1$; $Q = MK + L_{GI}$ and the window function $w(k)$ is defined by

$$w(k) = \begin{cases} 
\text{window coeff.}, & k = 0, L_{WI} - 1 \\
1, & k = L_{WI}, MK + L_{GI} - 1 \\
\text{window coeff.}, & k = Q, MK + L_{CP} - 1 \\
0, & \text{otherwise}. 
\end{cases}$$  \hspace{1cm} (3.13)

In our work we use a Hamming window for the window coefficients. Figure 3.6 shows the block diagram that represents this whole process.

It must be noted from Eq. (3.12) and (3.13) that the samples of the CP corresponding to the WI part and also the last $L_{WI}$ samples of the block are multiplied by the window coefficients and they are overlapped with the WI regions of the previous and next blocks, respectively. By overlapping the WI regions, these extra samples are prevented from reducing SE, as shown in Figure 3.7.

The receiver structure is depicted in Figure 3.8. It is worth noticing that, Figure 3.8 only shows the recovery process of one GFDM-OQAM block from a received WCP-COQAM signal. Once the GFDM-OQAM signal is recovered, the demodulation process is equal to GFDM-OQAM.

For this scheme, perfect synchronization and an ideal channel are assumed. So, in the first place, the first $MK + L_{GI}$ samples of one WCP-COQAM block are

\footnote{For the sake of readability, from this point on parameters corresponding to OFDM will be expressed with the sub-index $O$, parameters corresponding to GFDM-OQAM will be expressed with the sub-index $G$ and parameters corresponding to WCP-COQAM will be expressed with the sub-index $W$.}
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Figure 3.6: Block diagram of the cyclic prefix insertion and windowing operation for WCP-COQAM [103].

\[ s'_{GFDM-OQAM}(k) \rightarrow S/P \]

\[ \text{CP insertion} \]

\[ \downarrow \]

\[ w(0), w(1), \ldots, w(MK + L_{CP} - 1) \]

\[ s_{WCP-COQAM}(k) \]

Figure 3.7: Overlapping of adjacent WCP-COQAM blocks.

\[ s_{GFDM-OQAM}(k) \rightarrow S/P \]

\[ \text{CP} \]

\[ \downarrow \]

\[ w(MK + L_{CP} - 1) \]

\[ s'_{GFDM-OQAM}(k) \]

\[ \text{CP} \]

\[ \downarrow \]

\[ s_{WCP-COQAM}(k) \]

Next, the first \( L_{GI} \) (which correspond to the CP extension) samples are removed, while the last \( L_{WI} \) samples are left to process them within the next block. Finally, in order to get all the samples back to their original positions within the original GFDM-OQAM block, a cyclic shift is carried out, which can be expressed as

\[
s'_{G}(k) = s[mod(k + L_{WI}, MK)] , \tag{3.14}
\]

where \( k = 0, \ldots, MK - 1 \); \( s'_{G}(k) \) is the estimation of the original \( s_{G}(k) \) signal and \( s(k) \) is the signal after the removal of the windowing effect and the CP.

From this point on, the process continues the same as in GFDM-OQAM. At the receiver side, if a non-ideal transmission channel is assumed, the estimated GFDM-OQAM block \( s'_{G}(k) \) is equalised as in Equation (3.9).

Then, each sub-channel is filtered in order to get only its corresponding signal, like in Equation (3.10). Finally, \( \hat{a}_{m}(n) \) is sampled in the time domain, so that the estimation of the original OQAM signal \( \hat{x}_{m}(k) \) is obtained, just as it is shown in Equation (3.5).
3.2 Efficient implementation of FMC systems based on polyphase filters

In the previous section we explained the fundamentals of the analysed FMC systems from a theoretical point of view, giving the basic idea behind these modulation schemes and their corresponding analytical expressions. However, the fundamental and direct filtering and modulation schemes shown in Figures 3.4 and 3.5 are not computationally efficient structures for practical implementations. Filtering operations are performed at the high sampling rate, after the zero padding operations, leading to a high number of unnecessary calculations. Therefore, for practical FMC implementations different filter bank structures are used. In our simulations we employ the so-called polyphase filter bank structures. These polyphase structures consist of a filter bank section where the prototype filter and its coefficients are divided into several sub-filters, and a transform section implementing the modulation. Their main advantage is that they offer significant simplification because filtering operations are done at the lower sampling rate and no unnecessary calculations are performed. In this section, polyphase structures for SFBs and AFBs and their application in the analysed FMC systems are introduced.
3.2 Efficient implementation of FMC systems based on polyphase filters

3.2.1 Polyphase structure of synthesis and analysis filter banks

Figure 3.9 shows the graphical representation of a FBMC-OQAM transmitter based on a polyphase structure. The key point of this implementation scheme and the main difference with respect to the scheme shown in the previous section is the SFB. While the filter bank defined in Equation (3.1) consists on repeating the whole prototype filter and modulating it over every sub-carrier, in a polyphase filter bank the coefficients of the prototype filter are distributed among all the sub-filters \( g_m(k) \) and the modulation is previously performed by the IFFT. Thus, the sub-filters are defined as

\[
g_m(k) = \begin{cases} p \left( m + k \frac{M}{2} \right) & k \text{ even} \\ 0 & k \text{ odd} \end{cases}
\]  

where \( m \) is the sub-channel index, \( M \) is the total number of sub-carriers, \( p \) is the prototype filter of length \( L_p \) and \( k = 0, ..., \frac{2L_p - 1}{M} \).

![Figure 3.9: PHYDYAS polyphase structure of the synthesis filter bank.](image)

It is worth noting that the model shown in Figure 3.9 and the transmitter shown in Figure 3.10 and defined in Equation (3.3) are equivalents, as far as their response concerns. In fact, here we use the same nomenclature in order to represent and make visible that for certain \( c_m(l) \) input data symbols we get the same \( y(n) \) output for both transmitter models, regardless of the employed SFB structure.

As for the receiver, Figure 3.10 shows the graphical representation of a FBMC-OQAM receiver based on a polyphase structure. As it happens with the transmitter side, at the receiver the key point and the main difference with respect to the basic model explained in the previous section consists on the filter bank too. We refer to the filter bank of the receiver as AFB. The \( g_m(k) \) sub-filters of the
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AFB are defined as in Equation (3.15) and the demodulation is performed by the FFT.

![PHYDYAS polyphase structure of the analysis filter bank.](image)

Figure 3.10: PHYDYAS polyphase structure of the analysis filter bank.

The receiver model shown in Figure 3.10 and the one shown in Figure 3.4 and defined in Equations (3.4) and (3.5) are equivalents, as far as their response concerns. Again, here we use the same nomenclature in order to represent and make visible that for certain \( y(n) \) received signal we get the same \( \hat{x}_m(k) \) estimated OQAM symbols (and therefore, the same \( \hat{c}_m(k) \) complex data symbols too) for both receiver models, regardless of the employed AFB structure.

The filter bank structures shown until now correspond to a FBMC-OQAM transmultiplexer and they are based on the schemes provided by the PHYDYAS project [91].

### 3.2.2 Polyphase filter banks for GFDM-OQAM and WCP-COQAM

A transmultiplexer formed by the polyphase filter banks introduced in the previous section corresponds to a FBMC-OQAM system and this structure is not directly applicable to a GFDM-OQAM or WCP-COQAM system. As explained in Section 3.1.3, the key points and the main differences of GFDM-OQAM and WCP-COQAM with respect to FBMC-OQAM are the circular filtering and the block-wise signal structure. In this section we explain how to use the polyphase filter bank structures introduced above to implement efficient GFDM-OQAM and WCP-COQAM transmultiplexers.

In order to implement a GFDM-OQAM or WCP-COQAM transmultiplexer based on polyphase structure, on the one hand, we need to adapt the scheme introduced in the previous section to a circular filtering operation, which can be
carried out without modifying the SFB nor the AFB. On the other hand, a block-wise signal structure must be adopted instead of the continuous signal structure of FBMC-OQAM expressed in Equation (3.3). In our simulations of GFDM-OQAM and WCP-COQAM we take advantage of the polyphase SFB and AFB introduced in Section 3.2.1. In order to adapt them to the circular filtering we perform a tail-biting operation at the output of the polyphase filter banks. Performing a tail-biting operation over the output of a linear convolution is the equivalent of performing a circular convolution.

Next, we explain how the polyphase structure FBMC-OQAM transmultiplexer introduced above, is transformed to a GFDM-OQAM transmultiplexer based on polyphase filter bank structure. Note that, as explained in Section 3.1.4, the only difference between GFDM-OQAM and WCP-COQAM is their CP extension and the windowing; and that they share the same SFB and AFB regardless of whether they present a polyphase structure or not. Hence, the adaptations of the polyphase filter banks introduced below, are valid for both, GFDM-OQAM and WCP-COQAM.

In the first place, we assume a block-wise transmission. So we define Equation (3.16), which represents the FBMC-OQAM transmission of a complex data symbol block of length $K$,

$$y(n) = \sum_{m=0}^{M-1} \sum_{l=0}^{MK-1} a_m(l) g_m(n-l),$$

(3.16)

where $n = 0, ..., 2MK - 1$ and $g_m(n)$ is the filter bank defined in Equation (3.1). Since the analytical expression of Equation (3.16) and the polyphase SFB represented in Figure 3.9 are equivalent, we can consider the $y(n)$ signal as the output of the SFB assuming a complex data symbol block of length $K$ as the input.

Once the equivalent FBMC-OQAM signal $y(n)$ is obtained, tail-biting operation is performed at the output of the SFB as expressed in Equation (3.17), in order to apply the effect of circular filtering of GFDM-OQAM.

$$y'(l) = y(l) + y(l + MK), \quad l = 0, ..., MK - 1.$$  

(3.17)

Thus, we get the signal $y'(l)$ of length $MK$ which is equivalent to the GFDM-OQAM block defined in Figure 3.5 and Equation (3.7).

For a WCP-COQAM transmitter based on a polyphase structure, the first step is getting the $y'(l)$ signal, just as for GFDM-OQAM. Hence, the SFB stage is equal for both FMC systems. Once the $y'(l)$ GFDM-OQAM signal is obtained, the process to construct the WCP-COQAM signal is the same as described in Section 3.1.4.

At the receiver side, the tail-biting operation must be applied to the signal $\hat{x}_m(k)$ at the output of the AFB. Assuming a GFDM-OQAM block $y'(l)$ defined
in Equation (3.17) as the input of the AFB, after the downsampling, filtering and FFT operations, we get an estimated OQAM block \( \hat{x}_m(k) \) of length \( 4K - 1 \). At this point, tail-biting operation is performed at the output of the AFB as expressed in Equation (3.18), in order to apply the effect of circular filtering of GFDM-OQAM.

\[
\hat{x}_m'(l) = \hat{x}_m(l) + \hat{x}_m(l + 2K), \quad l = 0, \ldots, 2K - 1.
\]

(3.18)

Thus, we get the signal \( \hat{x}_m'(l) \) of length \( 2K \) which is equivalent to the estimated OQAM block \( \hat{x}_m(k) \) shown in Figure 3.5.

For a WCP-COQAM receiver based on a polyphase structure, the first step is getting the equivalent GFDM-OQAM block \( y'(l) \). The process to obtain the corresponding GFDM-OQAM block from the received WCP-COQAM signal is the same as described in Section 3.1.4. Once the equivalent GFDM-OQAM block \( y'(l) \) is obtained, the SFB stage is equal for both FMC systems.

### 3.3 Orthogonality condition and spectral efficiency analysis of WCP-COQAM

Several analysis on FMC modulation schemes are available in the bibliography, some of them even including WCP-COQAM modulation scheme [101–106]. However, for the best our knowledge, none of them addresses the implications of windowing in the WCP-COQAM waveform as we do here.

In this section, we contribute with some additional details regarding how windowing affects on the orthogonality against multipath channels and the SE in WCP-COQAM. Specifically, we state the condition that the GI region of the CP extension must fulfill in order to provide full orthogonality in the presence of multipath channels. Besides, we also compare WCP-COQAM and GFDM-OQAM (due to the similarities between both FMC systems) in terms of SE and we show that, in this aspect, the former is outperformed by the latter if equal multipath protection is assumed.

#### 3.3.1 Orthogonality condition

In WCP-COQAM multipath channel protection is directly related to the CP extension and also to the windowing process. In order to explain this fact, we show in detail the steps to form a WCP-COQAM block starting from a basic GFDM-OQAM block (as seen in Section 3.1.3).

Once a GFDM-OQAM block is formed the CP extension is added to it. Figure 3.11.a shows the details of this first stage in the construction of WCP-COQAM signal, where \( M \) is the total number of sub-carriers; \( K \) is the number of symbols.
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per block; WI is the region of length $L_{WI}$ devoted to windowing and overlapping; GI is the region of length $L_{GI}$ that protects against multipath channel effect; and the CP extension has a total length of $L_{CP} = L_{WI} + L_{GI}$. CP', WI' and GI' are those last samples of the block which are copied in order to form the CP extension. As it is represented in Figure 3.11a, before the windowing is applied, this signal can be considered as a GFDM-OQAM block with CP extension.

Figure 3.11b represents the WCP-COQAM block right after windowing is applied. As shown in Figure 3.7 and Eq. (3.12) and (3.13), the window function is applied on the first and the last $L_{WI}$ samples, so that these samples are somehow distorted. Because of that, CP, WI and GI are no longer equal to CP', WI' and GI' respectively.

![Figure 3.11: Windowing operation of a WCP-COQAM block. a) A WCP-COQAM block before windowing is equal to a GFDM-OQAM block with CP extension. b) The first and the last $L_{WI}$ samples of a WCP-COQAM block are distorted by the window.](image)

Since the last $L_{WI}$ samples are affected by the window, we define a new region for them which we call GI2’. Thus, now the original GI and GI’ regions are divided in GI1, GI2 and GI1’, GI2’ respectively, so that $WI \neq WI'$, GI1 = GI1’, GI2 ≠ GI2’. As for the length of these regions $L_{WI} = L_{WI'} = L_{GI2} = L_{GI2'}, L_{GI1} = L_{GI1'}$. Note that GI1 and GI1’ are now the only really redundant parts. Because of that, only GI1 and not the whole GI (as it is explained in [103]) acts as a real guard interval against multipath channels when FDE is performed. Hence, $L_{GI1} \geq L_{CH} - 1$ must be fulfilled in order to maintain full orthogonality through a multipath channel, where $L_{CH}$ is the transmission channel length. Thus, considering that $L_{GI2} = L_{WI}$...
and so $L_{GI1} = L_{GI} - L_{GI2} = L_{GI} - L_{WI}$, we can define the full orthogonality condition for WCP-COQAM as

$$L_{GI} \geq L_{CH} - 1 + L_{WI}. \quad (3.19)$$

It is worth mentioning that the FDE should be performed for samples between GI2 and GI1’, inclusive, because that is the section corresponding to the cyclic convolution between GI1 and GI1’ with the transmission channel.

### 3.3.2 Spectral efficiency analysis

Figure 3.12 shows how overlapping between adjacent blocks is performed in WCP-COQAM. Every windowed region is overlapped with the next or the previous block, so that the WI region of each block is overlapped with the GI2’ region of the previous block. Thus, the samples within WI regions do not suppose an overload and they do not affect the SE. Based on this fact, in [103] the authors claim that the use of the window function has no effect on SE. While it is true that the samples in WI have no effect on SE, claiming that the windowing does not affect the SE is not precise, at least if the orthogonality condition defined in Eq. (3.19) is to be fulfilled. Note that the use of the window function and overlapping of WI and GI2’ regions distort those samples in GI2’ region. This and the fact that FDE is performed between GI2 and GI1’, inclusive, implies that the GI2 region is necessary in order to recover those samples originally placed in the GI2’ region. At this point, we conclude that both GI1 and GI2 are essential parts within the GI region of WCP-COQAM.

Figure 3.12: Overlapping between adjacent WCP-COQAM blocks and CP extensions structure.

In order to make a fair analysis of SE in WCP-COQAM, we compare it to GFDM-OQAM because both modulation schemes only differ in windowing and overlapping processes. In order to maintain a homogeneous notation between
GFDM-OQAM and WCP-COQAM, we assume the following considerations:

\[ CP_G = GI_G = GI_{1G} \]

\[ CP_W = [WI_W, GI_W] \]

\[ GI_W = [GI_{1W}, GI_{2W}] \].

The criterion we applied for this comparison is to provide equal protection against multipath channels for both modulations, so that \( L_{GI_{1G}} = L_{GI_{1W}} \). Thus

\[ SE_G = \frac{MK}{L_{GI_G} + MK} = \frac{MK}{L_{GI_{1G}} + MK} \]

\[ SE_W = \frac{MK}{L_{GI_W} + MK} = \frac{MK}{L_{GI_{1W}} + L_{GI_{2W}} + MK} \].

From this analysis it is clear that if full orthogonality is to be maintained, the windowing process brings an extra GI\(_2\) region to the CP which has effects on the SE of a WCP-COQAM signal. In particular, SE is reduced by a factor of \( (L_{GI_{1}} + L_{GI_{2}} + MK)/(L_{GI_{1}} + MK) \) compared to a windowless system with equal multipath channel protection.

### 3.4 Simulation results and discussion

In this section we show and discuss the results obtained from the simulations of the systems previously described. Based on these results we assess the performance of the simulated systems in terms of BER, PSD and SE. In our analysis we prioritize robustness against highly dispersive channels, so that we use the BER of transmissions through Rayleigh fading multipath channels in order to assess the robustness of the FMC systems. In addition to BER, we also take into consideration the PSD of the transmitted signals, for it is an important factor when it comes to CR systems. Regarding SE, we use it to represent the cost of the CP extensions, windowing process and convolution tails caused by the prototype filters in FBMC-OQAM, so that we can obtain a fair comparison between different FMC systems.

Since we are evaluating MCM systems, we consider appropriate taking OFDM as the reference system in order to assess the modulation schemes we are analysed. Table 3.1 shows the configuration parameters we used in most of our simulations. We choose parameters suitable for low-band transmissions in ultra-reliable and low-latency indoor scenarios. For that, we consider aspects like sub-carrier bandwidth and transmission channel’s coherence bandwidth; data block duration and window length for PSD improvement.
Table 3.1: Basic simulation parameters

<table>
<thead>
<tr>
<th></th>
<th>OFDM</th>
<th>FBMC-OQAM</th>
<th>GFDM-OQAM</th>
<th>WCP-COQAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal bandwidth</td>
<td>20 MHz</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IQ modulation</td>
<td>QPSK</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M (sub-carriers)</td>
<td>512</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K (symbols/block; overlapping factor)</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>L_{CP} (samples)</td>
<td>32</td>
<td>-</td>
<td>32</td>
<td>224</td>
</tr>
<tr>
<td>L_{WI} (samples)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>96</td>
</tr>
<tr>
<td>L_{GI} (samples)</td>
<td>32</td>
<td>-</td>
<td>32</td>
<td>128</td>
</tr>
<tr>
<td>L_{GI1} (samples)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>32</td>
</tr>
<tr>
<td>L_{GI2} (samples)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>96</td>
</tr>
<tr>
<td>Prototype filter</td>
<td>-</td>
<td>PHYDYAS [91]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L_p (samples)</td>
<td>-</td>
<td>2048</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.4.1 Robustness against multipath channels

In this subsection we analyse the robustness of each MCM system against multipath channels. In order to make a fair comparison we simulate every system with equal protection against multipath channels, matching effective GI lengths ($L_{GI0}$, $L_{GI1}$, and $L_{GI2}$). These parameters are selected as shown in Table 3.1.

The equalization technique we use in our simulations is one tap Zero-Forcing (ZF) FDE for all the MCM systems. While block-wise modulation schemes OFDM, GFDM-OQAM and WCP-COQAM employ CP extensions to prevent from ISI caused by the transmission channel, FBMC-OQAM could be considered a special case in this aspect. It is not a block-wise modulation and it employs no CP extension like the other MCM systems. Therefore, a FBMC-OQAM transmission is not prevented against the ISI introduced by the channel. In such conditions, one tap FDE can be successfully performed only if the sub-carrier bandwidth is narrower than the channel’s coherence bandwidth (i.e. channel frequency response at each sub-carrier is considered to be flat). In this case, we employ a high number of sub-carriers, as stated in Table 3.1, with a bandwidth close to channel’s coherence bandwidth. Thus, we consider acceptable the use of one tap FDE also for FBMC-OQAM. An in-depth analysis about the doubly dispersive channels’ impact on FBMC systems is given in [108].

We simulated transmissions through a time invariant Rayleigh fading channel model with exponential PDP whose Root Mean Square (RMS) delay spread and channel length are $t_{rms} = 185$ ns and $L_{CH} = 22$ taps, respectively. Besides,
we simulate uncoded and coded communications, with turbo codes, soft decoding and a code rate of $1/3$. In Figure 3.13 we compare the BER vs. $E_b/N_0$ of the MCM systems over these channel models, assuming perfect synchronization and full Channel State Information (CSI). We got these BER curves by running simulations with a confidence interval of $\pm 1.8 \cdot 10^{-7}$ and a confidence level of 99.9% for the lowest BER given value.

![Figure 3.13: BER curves of the analysed MCM systems in a multipath channel.](image)

Here we show that, for uncoded transmissions, in terms of error rate, FBMC-OQAM performs slightly worse than the rest of MCM systems under the simulated conditions. While at low $E_b/N_0$ values every MCM system provides similar BER, an error floor appears at high $E_b/N_0$ values because of the lack of GI in FBMC-OQAM. On the other hand, although OFDM GFDM-OQAM and WCP-COQAM provide similar performance in terms of BER providing equal multipath effect protection, OFDM slightly outperforms the other two FMC schemes due to its perfect orthogonality.

Finally, it is worth noting that for coded transmissions all the simulated MCM systems present similar BER curves, so that they provide similar robustness against multipath channels in the described conditions.

3.4.2 Power Spectral Density analysis

PSD is a relevant characteristic in order to design a CR communication system suitable for scenarios with high spectrum occupation. In this subsection we compare the spectrums of the signals of the analysed MCM systems, in order to assess their potential suitability for CR based systems.
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Figure 3.14 shows the spectrums of OFDM, GFDM-OQAM, WCP-COQAM and FBMC-OQAM signals one on top of the other. For this test we only activate the 32 central sub-carriers, in order to make the power leakage into adjacent sub-carriers visible.

![Figure 3.14: PSD of the analysed MCM systems with some sub-carriers deactivated.](image)

As shown in Figure 3.14, the FMC systems carry significant reduction of OOB radiation compared to OFDM. However, even between these FMC schemes there is still a remarkable difference. In this sense, FBMC-OQAM outperforms both GFDM-OQAM and WCP-COQAM. On the other hand, thanks to the windowing, WCP-COQAM shows considerably lower OOB radiation than GFDM-OQAM. It is worth mentioning that the longer the WI region is, the narrower WCP-COQAM signal’s spectrum gets. Since extra samples within the GI region are needed for windowing, as described in Section 3.3 [PSD] improvement of WCP-COQAM over GFDM-OQAM comes at the cost of lower SE. More detailed analysis on SE is given in Section 3.4.3.

### 3.4.3 Spectral Efficiency analysis

In this subsection we analyse SE in order to evaluate the cost of obtaining higher robustness against dispersive channels and better PSD by means of CP extensions and windowing. For this analysis we consider the parameters defined in Table 3.1 so that effective multipath channel protection is equal for OFDM, GFDM-OQAM and WCP-COQAM. Eq. (3.22) shows the SE values of the three block-wise MCM system.
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\[ SE_{O} = \frac{MK_{O}}{L_{GI_{O}} + MK_{O}} = 0.9412 \]

\[ SE_{G} = \frac{MK_{G}}{L_{GI_{G}} + MK_{G}} = 0.9846 \]  \hspace{1cm} (3.22)

\[ SE_{W} = \frac{MK_{W}}{L_{GI_{W}} + MK_{W}} = 0.9412 \]

Here we show a particular case with some specific parameters. On the one hand, **GFDM-OQAM** presents higher SE than **OFDM** because its GI precedes \( K \) symbols, while in **OFDM** the GI precedes only one symbol. On the other hand, because of the windowing operation, the CP extension of **WCP-COQAM**, specifically the GI part, has \( L_{GI} \) extra samples with respect to **GFDM-OQAM** and that is the reason why **WCP-COQAM** also presents lower SE than **GFDM-OQAM**. However, under these conditions, with a high number of sub-carriers, we can conclude that the differences in the SE between **OFDM**, **GFDM-OQAM** and **WCP-COQAM** are not really significant.

Regarding **FBMC-OQAM**, once again, we consider it different from the rest of **MCM** systems because it is not a block-wise modulation and it uses no GI protection for multipath effect. So its SE depends on the length of the transmitted frames with respect to the convolution tails. For long data transmissions its SE will tend to 1 while for short data transmissions should tend to 0.5, assuming a minimum amount of data samples equivalent to a **GFDM-OQAM** or **WCP-COQAM** block. This calculation is simple if we introduce 4 complex data symbols (8 OQAM symbols) in Eq. \( 3.2 \)

\[ a_{m}(n) = \sum_{k=0}^{7} x_{m}(k)\delta(n - kM/2), \quad n = 0, \ldots, 8M/2 - 1 \]  \hspace{1cm} (3.23)

and we introduce this up-sampled data in Eq. \( 3.3 \). The resultant \( y(n) \) signal will contain 4095 samples, of which half will correspond to actual data and the rest to convolution tails from sub-carrier filtering.

Considering the low latency scenarios our research focuses on, SE might suppose a significant drawback for **FBMC-OQAM** comparing to **GFDM-OQAM** and **WCP-COQAM** during short data transmissions.
3.5 Summary and conclusions

In this chapter we make a comparison between three MCM modulation schemes and a reference OFDM system, in order to assess their suitability for industrial wireless communications based on CR. For that, we simulate low-band communications and highly dispersive indoor channel scenarios. Under these conditions, we show the performance and features of these MCM systems from different points of view.

Regarding robustness against multipath channels, we conclude that all the analysed MCM systems provide similar performance under the simulated conditions. Although for uncoded transmissions FBMC-OQAM presents an error floor at high $E_b/N_0$ values, this error floor is corrected when coding is used.

In terms of PSD and OOB radiation, these MCM schemes provide more restrained spectrum than OFDM. Specially FBMC-OQAM outperforms the rest of the modulation schemes in this aspect, so it could be a suitable candidate for the CR scenarios considered in our research. On the other hand, although not as good as FBMC-OQAM WCP-COQAM still has considerably better PSD than GFDM-OQAM, which only provides less than 10 dB of improvement in OOB radiation with respect to OFDM. Therefore, we conclude that circular filtering only is not sufficient and windowing must be applied in order to ensure more efficient use of the spectrum. Moreover, we consider that, due to its also restrained spectrum, WCP-COQAM might be another suitable modulation scheme for CR applications.

As for the SE analysis, as discussed in Section 3.4.3, the difference between OFDM, GFDM-OQAM and WCP-COQAM is not really significant for the parameters we used in our simulations. On the other hand, FBMC-OQAM might suffer from severe degradation of SE during short data transmissions in the low latency scenarios we consider in our research.
Chapter 4
CFO and STO synchronization and channel estimation techniques for WCP-COQAM

Synchronization has been one of the crucial research topics in OFDM because of its sensitivity to timing and frequency errors and it is also a relevant research area in FMC systems. A lot of research has been carried out about the aforementioned FMC systems assuming ideal CFO and STO conditions. However, in practical implementations, frequency offset arises from the frequency mismatch of the transmitter and receiver oscillators. As for time offset, due to the delay of the signal transmission between transmitter and receiver, it is likely for the latter to start sampling a new frame at the incorrect time instant. Besides, time offset is also caused by the sampling time mismatch between the transmitter and receiver clocks.

Along with CFO and STO synchronization, channel estimation is another crucial research field in wireless communications. In addition to ideal CFO and STO conditions, full CSI is commonly assumed in many researches, just as we do in Chapter 3. Regarding practical applications though, the transmission channel is usually unknown and it must be estimated at the receiver. Moreover, the transmission channel often varies through time, which causes Doppler effect on the received signal, thus distorting the signal and hindering its equalization. Channel estimation is usually performed either based on a preamble prior to the transmitted data or on pilot symbols transmitted scattered along with the data symbols. In this chapter we address the latter option due to its superior capacity to deal with channel variation and residual CFO.

In the following sections we address the issues of CFO and STO synchronization and time varying channel estimation for WCP-COQAM. We focus on WCP-COQAM due to the conclusions obtained from Chapter 3 where we con-
clude that it provides better PSD than GFDM-OQAM and fits more properly the low-latency requirements of FA applications than FBMC-OQAM. However, it is worth mentioning that the estimation techniques we show here for WCP-COQAM are totally compatible and applicable to GFDM-OQAM because both modulation schemes share the same symbol and filtering structure.

From the research we introduce in this chapter, we provide the following contributions:

1. We propose a CFO and a STO synchronization technique for WCP-COQAM, adapted from time-frequency synchronization techniques for GFDM and OFDM available in the bibliography. For the best of our knowledge this specific issue has not been addressed in the bibliography, so here we present simulation results that show that the synchronization techniques we propose in this chapter can be suitable solutions for the CFO and STO issue in WCP-COQAM systems.

2. In this chapter we propose a robust and low-latency pilot-based channel estimation technique for short WCP-COQAM transmissions. The simulation results we present here show that the channel estimation technique we introduce provides significantly higher robustness against time-variant and highly frequency selective channels than the solutions from the bibliography.

3. Based on the time-frequency synchronization and channel estimation techniques we propose in this chapter, we evaluate the overall performance of WCP-COQAM in terms of BER under more realistic conditions by simulating actual time-frequency offset and channel estimation impairments. For the best of our knowledge, there are no such results in the scientific bibliography.

In this chapter, beginning with Section 4.1 we explain the CFO and STO estimation methods that we apply on WCP-COQAM. First, we introduce the preamble structure we employ to perform the estimations. Then, we explain the procedures we follow to estimate the CFO on the one hand and the STO on the other hand. Afterwards, we show and discuss some simulation results in order to analyse the performance of the estimation techniques we are introducing. In Section 4.2 we introduce a pilot-based channel estimation method for WCP-COQAM in time-varying channels scenarios. Before giving the solution, we explain the inherent problems of pilot-based channel estimation in FMC systems based on OQAM and then we introduce our pilot-based channel estimation technique proposal. Afterwards we present the results obtained from our simulations and we discuss the performance of our channel estimation technique. To conclude the chapter, in Section 4.3 we state the conclusions we obtained from the CFO, STO and channel estimation techniques we present in this chapter.
4.1 Preamble based CFO and STO synchronization

In this section we introduce a preamble based time-frequency synchronization method for WCP-COQAM. Based on synchronization algorithms for OFDM [109] and GFDM [110], we adapt them in order to make them suitable for WCP-COQAM.

4.1.1 Preamble structure

We begin explaining how we construct the preamble we use in our simulations. It consists on a data-aided training sequence, so we employ an arbitrary IQ complex data symbol sequence. From this IQ sequence, the preamble is constructed as a WCP-COQAM signal, so that its waveform matches the one of the following data transmission. At the receiver, this preamble sequence is known. The preamble sequence is depicted in Figure 4.1.

![Figure 4.1: Magnitude of WCP-COQAM preamble in time domain.](image)

The preamble is formed by two blocks referred as \( p_1 \) and \( p_2 \), each of them with: \( M = 64 \) sub-carriers, \( K = 1 \) subsymbol per block, \( L_{CP} = 64 \), \( L_{GI} = 48 \) and \( L_{WI} = 16 \). It is worth mentioning that, unlike in WCP-COQAM ordinary data transmission, \( p_1 \) and \( p_2 \) do not overlap between them and neither do \( p_2 \) and the first transmitted data block. Thus, we keep preamble blocks independent in order to provide higher accuracy to the correlation operations for CFO and STO estimations.

First preamble block \( p_1 \) is aimed at estimating the CFO and performing the coarse STO estimation. Its repetitive structure allows to make these estimations by means of the autocorrelation of the received signal. We designed \( p_1 \) so that it
originally has 4 identical parts, which allows to estimate the CFO up to ±2 times the separation between contiguous sub-carriers, and the CP and window are added. Although the repetitions introduced by the CP do not count for the possibility of estimating wider CFO spans, the longer the repetitive sequence is, the more stable the autocorrelation will be, making CFO estimation more accurate.

Second preamble block \( p_2 \), on the other hand, is aimed at performing the fine STO estimation by means of the cross correlation between the received signal and the preamble training sequence known at the receiver. \( p_2 \), in addition to the structure already defined aimed at the cross correlation, contains \( M = 64 \) pilots which are also used to estimate channel’s frequency response. As we explain in Section 4.1.3, this channel estimation is not aimed at channel knowledge and equalization, but at providing more accurate STO estimation.

Note that this preamble, except for the windows, adopts the same signal structure as a GFDM-OQAM preamble. Therefore, this preamble would be valid for a GFDM-OQAM system too, even with the windows. In fact, windowing improves the PSD of the preamble and enhances the accuracy of the correlation operations performed for CFO and STO estimations. Hence, a windowed preamble would be feasible for a GFDM-OQAM system, just as it would for a GFDM system as shown in [110].

### 4.1.2 Time-frequency synchronization based on correlation metrics

In this section we explain how we use the preamble sequence defined above in order to perform the CFO and STO estimations.

At the receiver we take a sequence \( y(n) \) from the received signal. This sequence must contain the transmitted preamble, so the amount of collected samples must be chosen based on that criterion. In our simulations we take \( 3(M + L_{CP}) \) samples, which is the equivalent of one preamble sequence and a half in length. First of all, according to [110], we perform an autocorrelation of \( y(n) \) in order to detect the repetitive pattern of \( p_1 \) and thus the beginning of the preamble prior to the transmitted signal:

\[
r_{yy}(k) = \sum_{n=k}^{k+M/4-1} y(n)^*y(n + M/4),
\]

where \( k = 0, ..., M + L_{CP} - 1 \).

The greatest values of \( |r_{yy}| \) indicate the points where the autocorrelation operation went through the periodic section of the preamble \( p_1 \). Thus, it is possible to identify preamble’s starting point and to calculate the delay introduced by the STO. However, having more than 2 repetitive parts within \( y(n) \) creates a plateau
effect on the autocorrelation sequence $r_{yy}$. Hence, $r_{yy}$ on its own is an inaccurate metric. As done in [110], this ambiguity can be solved by summing the autocorrelation sequence $r_{yy}$ over $M + L_{CP}$, so that

$$
\mu_1(k) = \sum_{n=k}^{k+M+L_{CP}} r_{yy}(n),
$$

(4.2)

where $k = 0, ..., M + L_{CP} - 1$. This operation cancels the plateau region of $r_{yy}$ and gives a metric with a single highest point which approximately indicates the value of STO $\mu_1$ and the rest of the metrics explained below are graphically represented in Figure 4.2.

From the metric $\mu_1$ we make a coarse estimation of STO:

$$
\text{STO} = \arg\max_k [||\mu_1(k)||].
$$

(4.3)

On the other hand, we use the angle of $\mu_1(\text{STO})$ to estimate the CFO so that

$$
\text{CFO} = 2 \cdot \frac{\angle \mu_1(\text{STO})}{\pi}.
$$

(4.4)

Once we estimate the CFO we use it to correct the frequency offset of the received signal:

$$
y'(n) = y(n) \cdot \exp \left( -j2\pi \frac{\text{CFO}}{M} n \right).
$$

(4.5)

After correcting the CFO of the received signal, we perform a cross correlation between $y'(n)$ and $p_2$, known at the receiver, in order to carry out a fine STO estimation. Unlike in [110], our preamble contains a block which is not composed by repetitive parts and we take advantage of that sequence in order to get a more accurate metric by means of cross correlation. The calculation of this metric is expressed as

$$
\mu_2(k) = \sum_{n=k}^{k+M+L_{CP}-1} y'(n + M + L_{CP})^* p_2(n - k),
$$

(4.6)

where $k = 0, ..., M + L_{CP} - 1$.

Although $\mu_2$ already gives us an accurate estimation of the STO by means of strong peaks in the cross correlation sequence we multiply $\mu_1$ and $\mu_2$ in order to remove the side peaks caused by CP repetition within the preamble. Hence, we get the last metric

$$
\mu_3(k) = \mu_1(k) \cdot \mu_2(k).
$$

(4.7)
From the metric $\mu_3$ we make a fine estimation of $\text{STO}$:

$$\text{STO} = \arg\max_k ||\mu_3(k)||.$$  \hspace{1cm} (4.8)

Figure 4.2 shows a graphical representation of the metrics that we calculate during the STO and CFO estimation process.

![Graphical representation of $\mu_1$, $\mu_2$ and $\mu_3$ metrics for STO estimation in a flat channel scenario.](image)

Up to this point we focused only on the principles of CFO and STO estimations and we assumed flat channel scenarios. In real applications though, and specially in industrial environments, wireless channels are characterised by multipath effect, which means that the receiver will receive ”several copies” of the transmitted signal. These repetition of the same signal will affect the cross correlation defined in Equation (4.6) by generating several peaks instead of a single one. Figure 4.3 graphically represents this scenario.

At this point $\mu_3$ gives several peaks, caused by the multipath effect of the channel, among which one of them corresponds to the STO value. We have to bear in mind that the strongest peak should not necessarily correspond to the STO value, because the strongest channel path could be not the first one. So Equation (4.8) is no longer valid for multipath channel scenarios. In order to get the fine STO estimation, we must choose a threshold $\gamma$ and consider the first peak in $\mu_3$ above this threshold the one corresponding to the STO so that

$$\text{STO} = \arg\text{first}_k[||\mu_3(k)|| > \gamma].$$  \hspace{1cm} (4.9)

The threshold $\gamma$ must be low enough to avoid missing the peaks corresponding to the first channel paths and high enough to avoid taking a noise sample prior to
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![Graphical representation of metrics for STO estimation](image)

Figure 4.3: Graphical representation of \( \mu_1, \mu_2 \) and \( \mu_3 \) metrics for STO estimation in a multipath channel scenario.

In this section we introduce another fine STO estimation method. This estimation technique uses the channel impulse response in order calculate the STO and it is based on the idea introduced in [109]. We start applying this method from the coarse STO estimation defined in Equation (4.3). Remember that in actual channels \( \hat{STO} \geq STO \) due to the multipath effect. Then, assuming \( \hat{STO} \) as the actual STO, we perform the channel estimation.

We make the channel estimation in frequency domain. At the receiver, once frequency and coarse time synchronizations are performed, we extract the sequence corresponding to the second symbol of the preamble \( \hat{p}_2 \) from the received and synchronized signal \( y'(n) \).

\[
\hat{p}_2 = y'(\hat{STO} + L_{p1}), ..., y'(\hat{STO} + L_{p1} + L_{p2} - 1),
\]

(4.10)
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where \( L_{p1} \) and \( L_{p2} \) are the lengths of \( p_1 \) and \( p_2 \) respectively.

Then, the CP and the window effect are removed and, finally, the resultant sequence is divided by the second symbol of the actual and known preamble \( p_2 \) (after removing its CP and window) in frequency domain, in order to estimate the channel frequency response. This operation is represented in Equation (4.11).

\[
\hat{p}_2' = [\hat{p}_2(L_{GI}),...,\hat{p}_2(M + L_{GI} - 1)]
\]

\[
p_2' = [p_2(L_{GI}),...,p_2(M + L_{GI} - 1)].
\]

(4.11)

Thus, channel frequency response \( \hat{H} \) is estimated as

\[
\hat{H} = \frac{\text{dft}(\hat{p}_2, M)}{\text{dft}(p_2', M)}
\]

(4.12)

and channel impulse response \( \hat{h} \) is given by

\[
\hat{h} = \text{idft}(\hat{H}, M).
\]

(4.13)

We must bear in mind that we perform the channel estimation assuming the value of \( \hat{STO}' \) as the actual \( STO \). This will cause an offset in the taps of the estimated channel impulse response \( \hat{h} \). And this offset will correspond to the difference between \( \hat{STO}' \) and the actual \( STO \) value. These channel impulse response estimation and offset issues are graphically represented in Figure 4.4.

![Figure 4.4](image)

Figure 4.4: Graphical representation of the STO estimation based on channel impulse response.

Figure 4.4-a shows the estimated channel impulse response \( \hat{h} \) and Figure 4.4-b shows the actual channel impulse response \( h \). The difference between \( \hat{STO}' \) and
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the actual \textbf{STO} value causes a forward in \( \hat{h} \). The number of forwarded taps will be equal to the difference between \( \hat{STO}' \) and the actual \textbf{STO} value in time samples. Therefore, we get the fine \textbf{STO} estimation \( \hat{STO} \) by subtracting the number of forwarded taps of \( \hat{h} \) to the coarse \textbf{STO} estimation \( STO' \). So that

\[ \hat{STO} = STO' - \tau, \quad (4.14) \]

where \( \tau \) represents the number of forwarded taps of \( \hat{h} \).

Figure 4.4 represents a noiseless ideal scenario, in which identifying the offset taps of \( \hat{h} \) presents no difficulty. In real scenarios with Additive White Gaussian Noise (AWGN), however, actual offset taps of \( \hat{h} \) and purely noisy taps might be confused, thus causing errors in the calculation of the real \textbf{STO} value, as represented in Figure 4.5.

In order to separate the offset taps from the noisy ones we propose a method based on the use of a threshold defined as \( \lambda \). Note that \( \lambda \) should be low enough to not miss the offset taps of \( \hat{h} \) and high enough to avoid wrongly picking up a noisy tap, similarly to what happen with the threshold \( \gamma \), as explained in Section 4.1.2. However, unlike the threshold \( \gamma \), which strongly depends on the channel impulse response characteristics, the threshold \( \lambda \) we introduce here is mainly dependent on the noise power level. Hence, we define it as

\[ \lambda = \frac{\sqrt{P_N}}{\eta}, \quad (4.15) \]

where \( \eta \in [1.5, 2] \). We established this span experimentally in order to fulfil the aforementioned criterion about the value of \( \lambda \). The value of \( \eta \), actually, does
C.4 CFO and STO synchronization and channel estimation techniques for WCP-COQAM

depend on the channel impulse response characteristics. Thus, if the first channel taps are expected to have low energy, \( \eta \) should tend to its maximum value; on the other hand, if the first channel taps are expected to have relatively high energy, then \( \eta \) should tend to its minimum value.

Figure 4.6 represents the situation in which a noisy tap is detected as the first offset tap of \( \hat{h} \). In case this happens, channel impulse response must be re-estimated after the calculation of \( \hat{STO} \). In such situation, \( \hat{STO} \) would be smaller than the actual \( STO \) and the re-estimated channel impulse response \( \hat{h}_r \) would be like shown in Figure 4.6-b. In this case, the difference between \( STO \) and the actual \( STO \) value is equal to the offset of noisy taps at the front position of \( \hat{h}_r \). Therefore, we get the new fine \( STO \) estimation \( \hat{STO}_r \) by adding the number of taps at the front position of \( \hat{h}_r \) to the previous fine \( STO \) estimation \( STO \). So that

\[
\hat{STO}_r = \hat{STO} - \tau_r ,
\]

where \( \tau_r \) represents the number of noisy taps at the front position of \( \hat{h}_r \).

![Graphical representation of the second stage in STO estimation based on channel impulse response.](image)

We repeat this operation until we get a \( \hat{h}_r \) with no noisy taps at the front position.

4.1.4 Performance analysis

In this section we show the performance of the simulated synchronization techniques used for WCP-COQAM. These results correspond to the preamble and techniques described above and the simulations have been carried out under the conditions specified in Table 4.1.
Table 4.1: Simulation parameters for synchronization performance analysis

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitted signal bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>IQ modulation</td>
<td>QPSK</td>
</tr>
<tr>
<td>M (number of sub-carriers)</td>
<td>64</td>
</tr>
<tr>
<td>K (subsymbols per block) data symbols</td>
<td>4</td>
</tr>
<tr>
<td>K (subsymbols per block) preamble</td>
<td>1</td>
</tr>
<tr>
<td>$L_{CP}$</td>
<td>64</td>
</tr>
<tr>
<td>$L_{WI}$</td>
<td>16</td>
</tr>
<tr>
<td>$L_{GI}$</td>
<td>48</td>
</tr>
<tr>
<td>Prototype filter</td>
<td>PHYDYAS [91]</td>
</tr>
<tr>
<td>Filter length ($L_p$)</td>
<td>256</td>
</tr>
<tr>
<td>Channel model</td>
<td>16 taps; $t_{rms} = 150$ ns</td>
</tr>
<tr>
<td>CFO range</td>
<td>±2 sub-carriers</td>
</tr>
<tr>
<td>STO range</td>
<td>0-32 samples</td>
</tr>
</tbody>
</table>

We measure [MSE of CFO] and [STO] estimations and the [BER] of simulated transmissions with confidence intervals of $\pm 1.2 \cdot 10^{-8}$, $\pm 2.5 \cdot 10^{-5}$ and $\pm 3.5 \cdot 10^{-6}$ respectively, with a confidence level of 99.9% for their lowest error rate given value. We represent them in Figures 4.7, 4.8 and 4.9 respectively.

We simulated the CFO as a random frequency offset $\pm 2$ times the separation between contiguous sub-carriers. Figure 4.7 shows how the preamble and the CFO estimation technique explained above are able to achieve MSE levels of almost a millionth part of the separation between contiguous sub-carriers.

![Figure 4.7: Mean Square Error of CFO estimation.](image)

On the other hand, we simulated the STO as a uniformly distributed random...
integer number of samples between 0 and 32, which, during the simulations, are
added at the beginning of the received signal. Figure 4.8 shows the MSE curves
of the STO estimation techniques explained in Sections 4.1.2 and 4.1.3. Results
show that the STO estimation based on channel impulse response outperforms the
one based on cross correlation metrics, which is thanks to the lower dependence
of channel response characteristics of the former, as explained in Section 4.1.3.

![Mean Square Error comparison of STO estimation based on cross
 correlation metrics and based on channel impulse response.](image)

Figure 4.8: Mean Square Error comparison of STO estimation based on cross
correlation metrics and based on channel impulse response.

We evaluate the overall performance by comparing the BER curves of a
WCP-COQAM system with the synchronization techniques explained in this chap-
ter and the same system without CFO and STO. The CFO and STO estimations
we employ for these simulations are explained in Sections 4.1.2 and 4.1.3 respect-
ively. We chose the STO estimation based on channel impulse response due to
its better results shown in Figure 4.8. BER curves in Figure 4.9 show that the
simulated synchronization techniques under CFO and STO conditions provide an
overall performance close to a system under ideal time-frequency synchronization
conditions.

We simulate the transmission of a single WCP-COQAM data block in order
avoid additional errors caused by residual CFO. Since in this chapter we consider
time varying channels, dynamic channel estimation is necessary, which additionally
might be a way to deal with residual CFO. Hence, we omit this issue in this section
and we address it in Section 4.2.
4.2 Pilot aided time varying channel estimation for WCP-COQAM

In this section we analyse pilot-based channel estimation methods for GFDM and FBMC-OQAM and adapt them to WCP-COQAM modulation scheme. Besides, according to the Ultra-Reliability and Low-Latency (URLL) requirements of industrial communications [111], we propose a robust pilot-based channel estimation technique for short WCP-COQAM transmissions.

Before starting this section, we sum up the basics of WCP-COQAM. We do this for the sake of readability, because some expressions used in this section differ slightly from the ones shown in Chapter 3. The details that we do not specify here are assumed to be as explained in Chapter 3.

In this section, we express a WCP-COQAM block \( s_G(n) \), before the CP and the window are applied, as

\[
    s_G(n) = \sum_{m=0}^{M-1} \sum_{k=0}^{2K-1} x_{m,k} \tilde{g}_m(n - kM/2 + MK - 1), \tag{4.17}
\]

where \( M \) is the total number of sub-carriers; \( K \) is the number of complex valued sub-symbols in each block (i.e. \( 2K \) OQAM sub-symbols in each block); \( n = 0, ..., MK - 1 \) and \( x_{m,k} \) are the OQAM data symbols distributed along the time-frequency grid.

In the receiver, the first \( L GI \) and the last \( L WI \) samples of a WCP-COQAM received block \( r_w \) are removed.

\[
    r = [r_w(L GI), ..., r_w(MK + L GI - 1)]. \tag{4.18}
\]
At this point, HR-FDE can be performed over the block $r$ as in Equation (3.9).

After CP and window removal and equalization, the remaining samples are shifted $L_{WI}$ positions in order to recover the WCP-COQAM signal $\hat{s}_{eq}(n)$:

$$\hat{s}_{eq}(n) = r_{eq}[\text{mod}(n + L_{WI}, MK)] ,$$

where $n = 0, ..., MK - 1$.

Once the WCP-COQAM block $\hat{s}_{eq}(n)$ is recovered, the OQAM data symbols distributed along the time-frequency grid are obtained by the following equation:

$$\hat{x}_{m,k} = \sum_{l=0}^{MK-1} \hat{s}_{eq}(l)\tilde{g}_m(kM/2 - l + MK - 1) ,$$

where $k = 0, ..., 2K - 1$ and $m = 0, ..., M - 1$.

Another equalization method is also possible, instead of the HR-FDE defined in Equation (3.9). The demodulation/filtering process to recover the OQAM data symbols in the time-frequency grid might be done before equalization. Thus, we change the expression of Equation (4.20), so that $y_{m,k}$ and $s(l)$ denote $\hat{x}_{m,k}$ and $\hat{s}_{eq}(l)$ signals without being equalized respectively:

$$y_{m,k} = \sum_{l=0}^{MK-1} s(l)\tilde{g}_m(kM/2 - l + MK - 1) .$$

At this point a LR-FDE must be performed over $y_{m,k}$ as in Equation (3.6).

### 4.2.1 Pilot based channel estimation principles for OQAM systems

In this section we focus on pilot-based channel estimation techniques for WCP-COQAM instead of preamble based ones, in order to address the time varying channel estimation issue. For the best of our knowledge, there is no work about channel estimation for WCP-COQAM available in the bibliography. However, considering that WCP-COQAM employs OQAM data symbols and it is a FMC based on circular filtering, channel estimation techniques used for FBMC-OQAM and GFDM might be valid references.

The pilot-based channel estimation techniques for both FBMC-OQAM and GFDM shown in the bibliography [112–115] are based on the same principle involving the per sub-symbol LR-FDE expressed in Equation (3.6). An $M$ points channel frequency response is estimated for each sub-symbol. For that, pilots are scattered between data symbols throughout the time-frequency grid. As a consequence of using an LR-FDE low frequency selectivity is usually assumed in the scattered pilot-based approaches [116].
From [112], we take into consideration the fact that channel estimation based on LR-FDE and scattered pilots is performed for GFDM. Considering the block-wise nature and the circular filtering of WCP-COQAM, it would seem reasonable to employ the same channel estimation scheme. However, due to the OQAM data (and consequently pilot) structure of WCP-COQAM, a straightforward application of GFDM channel estimation is not feasible. Because of this, the pilot design and detection procedure in WCP-COQAM will be similar to FBMC-OQAM.

In pilot-based channel estimation solutions for FBMC-OQAM, the principle consists on transmitting real pilot symbols at certain positions which are known by the receiver.

\[
x_{m,k}
\]

Assuming a pilot position \((m_0,k_0)\), the corresponding received pilot symbol after the analysis filter bank can be expressed as

\[
y_{m_0,k_0} = H_{m_0,k_0}(x_{m_0,k_0} + jI_{m_0,k_0}) .
\]  

The factor \(jI_{m_0,k_0}\) is the intrinsic interference caused by the filters and the adjacent data symbols. Assuming a correct time-frequency localization of the prototype filter and the use of real valued pilots, the intrinsic interference will be purely imaginary.

\[
I_{m_0,k_0} = \sum_{(m,k)\neq(m_0,k_0)} x_{m,k} \langle g \rangle_{m_0,k_0} ,
\]

where

\[
\langle g \rangle_{m_0,k_0} = \sum_m \sum_n g_m(n)g_{m_0}(k_0M/2 - n) .
\]

The factor \(I_{m_0,k_0}\) depends on the data symbols transmitted around the pilot, which are unknown at the receiver. That is why a coherent channel estimation cannot be performed:

\[
\hat{H}_{m_0,k_0} = \frac{y_{m_0,k_0}}{x_{m_0,k_0} + jI_{m_0,k_0}} .
\]
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One idea to overcome this problem is to avoid the intrinsic interference by making it to be zero:

\[ I_{m_0,k_0} = 0 \]  \hspace{1cm} (4.26)

In [113] the authors propose to transmit an Auxiliary Pilot (AP) in order to fulfil the Equation (4.26) by pre-cancelling the intrinsic interference introduced by the data symbols. This AP is adjacent to the pilot \( x_{m_0,k_0} \) and it is transmitted at \((m_0,k_1)\) position known at the receiver, where \( k_1 = k_0 + 1 \).

\[ x_{m,k} \]
\[
\begin{array}{ccccccc}
\text{m} & & & & & & \\
\hline
\vdots \\
\text{k} & & & & & & \\
\hline
\end{array}
\]

![Graphical representation of pilots and auxiliary pilots distribution along \( x_{m,k} \) time-frequency grid.](image)

The intrinsic interference can be divided in two factors now: the one corresponding to the AP \( I_{m_0,k_0}^{A} \); and the one corresponding to the adjacent data symbols, \( I_{m_0,k_0}^{D} \). So that

\[ I_{m_0,k_0} = I_{m_0,k_0}^{D} + I_{m_0,k_0}^{A} \]  \hspace{1cm} (4.27)

On the one hand we have that

\[ I_{m_0,k_0}^{D} = \sum_{(m,k) \neq (m_0,k_0) \cup (m_0,k_1)} x_{m,k}(g)_{m_0,k_0} \]  \hspace{1cm} (4.28)

and on the other hand

\[ I_{m_0,k_0}^{A} = x_{m_0,k_1}(g)_{m_0,k_0} \]  \hspace{1cm} (4.29)

Considering Equation (4.27) and in order to fulfil (4.26) we conclude that

\[ I_{m_0,k_0}^{A} = -I_{m_0,k_0}^{D} \]  \hspace{1cm} (4.30)

Consequently, the value of the AP is given by

\[ x_{m_0,k_1} = \frac{-I_{m_0,k_0}^{D}}{\langle g \rangle_{m_0,k_0}} \]  \hspace{1cm} (4.31)
Using this approach the term $I_{m_0,k_0}$ becomes zero and the coherent channel estimation in Equation (4.25) can be performed at the receiver. After $\hat{H}_{m_0,k_0}$ estimation for all the pilot positions, channel frequency response over the whole time-frequency grid is estimated by interpolation. Two one-dimensional interpolations are performed, first in time domain and the second one in frequency domain.

The main drawback of this solution is the possibly high transmit power needed for the AP in order to fulfil the condition in Equation (4.26). Such symbol power levels, besides increasing the Peak to Average Power Ratio (PAPR), also can break prototype filter’s time-frequency localization and distort the rest of the data symbols due to the high ICI and ISI.

In order to avoid this problem, instead of pre-cancelling all the intrinsic interference by forcing it to be zero at the pilot position, the authors in [115] propose to pre-cancel it partially and make it to adopt a certain value from a set $\mathcal{X}$ of possible discrete values known at both the transmitter and the receiver. That is:

$$I_{m_0,k_0} = X, \quad (4.32)$$

where $X$ is one of the possible values within the set $\mathcal{X}$. Considering this condition and applying it to Equations (4.27) and (4.30), we obtain that

$$I_{m_0,k_0}^A = X - I_{m_0,k_0}^D \quad (4.33)$$

and

$$x_{m_0,k_1} = \frac{X - I_{m_0,k_0}^D}{\langle g \rangle_{m_0,k_0}}. \quad (4.34)$$

The criterion to choose the appropriate $X$ from the whole set $\mathcal{X}$ is minimizing the power of the AP $x_{m_0,k_1}$. Hence, the appropriate value of $X$ will be the one that fulfils the following minimization problem:

$$\min |X - I_{m_0,k_0}^D|, \quad X \in \mathcal{X}. \quad (4.35)$$

That is, the closest $X$ value to the intrinsic interference introduced by the data symbols $I_{m_0,k_0}^D$. With $X$ defined, the value of the AP $x_{m_0,k_1}$ is calculated as in Equation (4.34).

At the receiver side, although the set $\mathcal{X}$ is known, which one of the $X$ values has been chosen for the intrinsic interference term is unknown. Hence, $X$ must be estimated before performing the actual channel estimation. Once $X$ is estimated, channel frequency response at the pilot position $(m_0, k_0)$ can be also estimated:

$$\hat{H}_{m_0,k_0} = \frac{y_{m_0,k_0}}{x_{m_0,k_0} + jX}. \quad (4.36)$$

As aforementioned, channel frequency response over the whole time-frequency grid is estimated by interpolation.
The authors in [115] propose an estimation method for $X$ based on the amplitude of the received pilot symbol $|y_{m_0,k_0}|$. This method consists of associating ranges of $|y_{m_0,k_0}|$ values to their corresponding pilot symbols plus intrinsic interference amplitude $|x_{m_0,k_0} + jX|$ for each possible $X \in X$ value.

Without loss of generality, they assume the real pilot $x_{m_0,k_0}$ to be always 1. The amplitude of the pilot symbols plus intrinsic interference $|1 + jX|$ must be delimited, so that $|X| \in [|X|_{\min}, |X|_{\max}]$. Besides, the amplitude of the pilot plus intrinsic interference $|1 + jX|$ must be different and uniformly distributed for each value of $X$, in order to avoid any ambiguity when performing amplitude based estimation of $X$ at the receiver. Hence, the fewer $X$ values there are in $X$, the larger the difference between the possible $|1 + jX|$ values will be, so that the estimation of $X$ at the receiver will be easier. However, based on Equation (4.34), the larger the resolution of $X$ is, the higher $x_{m_0,k_1}$ AP power might be. Inversely, if the resolution of $X$ is lower, $x_{m_0,k_1}$ AP power might be acceptable, but error rate in the estimation of $X$ would be higher.

Although this partial pre-cancelling method eases the issue of high AP power, it still presents considerable problems. The main of them is that the pilot estimation method is based on the amplitude of the received pilot symbol, which is not reliable in highly dispersive channels. Furthermore, for this kind of scenarios, finding a trade-off between $x_{m_0,k_1}$ AP power and error rate in the estimation of $X$ might not always be possible.

### 4.2.2 Proposed robust channel estimation method

The channel estimation methods analysed in Section 4.2.1 present several drawbacks: they are only valid for low frequency selective channels, high AP transmission power, intrinsic interference pre-cancellation need and estimation of intended intrinsic interference $X$ are some of them. These problems are consequences of using LR-FDE and dealing with OQAM pilots/data-symbols and the intrinsic interference issues. In this section we propose a channel estimation technique for WCP-COQAM that avoids LR-FDE and OQAM based pilot structures. Instead, we employ HR-FDE based on the WCP-COQAM block and CP structure as in Equation (3.9) in order to provide full orthogonality against multipath channel effect; and we design the pilots structure and perform the channel estimation in the IQ domain instead of OQAM in order to avoid any problem related to the intrinsic interference.

At the transmitter, before OQAM processing is performed, complex valued pilots and their positions are defined:

$$a_{m_0,l_0} = a^R_{m_0,l_0} + j a^I_{m_0,l_0},$$

where the value of $a_{m_0,l_0}$ and the position $(m_0,l_0)$ are known at the transmitter.
and the receiver. Here, \(a_{m,l}\) are complex valued IQ symbols extended through the time-frequency grid so that \(m \in [0, M - 1]\) and \(l \in [0, K - 1]\).

In this estimation method, we place equal pilots at every \(l\) sub-symbol of each \(m_0\) sub-carrier. We do this in order to avoid ISI between the pilots within the same sub-carrier and in order to minimize channel estimation errors.

Assuming good TFL of the prototype filter and equal pilots at every \(l\) sub-symbol of each sub-carrier, every intrinsic interference is avoided after OQAM symbols are demodulated to IQ symbols. Therefore, no pilot estimation is required at the receiver and the received pilots can be expressed as

\[
b_{m_0,l_0} = h_{m_0,l_0} \cdot a_{m_0,l_0}.
\] (4.38)

Thus a coherent channel frequency response estimation at pilot positions can be performed.

\[
h_{m_0,l_0} = \frac{b_{m_0,l_0}}{a_{m_0,l_0}}.
\] (4.39)

Once channel frequency response estimation at pilot positions is done, we proceed to calculate \(MK\) point channel frequency response for HR-FDE. First, the mean values of the \(K\) pilots within each pilot sub-carrier is calculated:

\[
h_{LR}^{m_0} = \text{mean}(h_{m_0,0}, \ldots, h_{m_0,K-1}).
\] (4.40)

Finally, \(h_{LR}^{m_0}\) is interpolated to \(MK\) points in order to get \(h_{HR}^{m_0}\) for the HR-FDE shown in Equation (3.9).

Note that in order to perform this channel estimation, the receiver must go over the demodulation process twice. In the first stage the HR-FDE is skipped and the demodulation process is carried out as shown in Equation (4.21). Then, the \(y_{m,k}\) OQAM symbols are demodulated into the \(b_{m,l}\) IQ symbols, so that our channel estimation can be performed. Once the HR channel frequency response is estimated, HR-FDE is performed and demodulation process continues as shown in Equations (4.19) and (4.20).

### 4.2.3 Performance analysis

The authors in [112] claim that HR-FDE is not suitable for time-variant channel environments because of the channel variation during the transmission of a whole GFDM block. Comparing with one OFDM symbol or one FBMC-OQAM sub-symbol, a GFDM block is \(K\) times longer. For this reason, they propose Low Resolution (LR) channel equalization and estimation for time-variant channels, as explained in Section 4.2.1. This very reasoning is directly applicable to the WCP-COQAM case, considering its block-wise structure. However, if we consider
highly dispersive channels, modulation systems based on LR channel estimation and equalization require a high number of sub-carriers, which makes sub-symbols transmissions longer. On the other hand, systems based on block structure, CP and HR equalization and channel estimation, can support a low number of sub-carriers without loss of orthogonality, which implies shorter transmission times.

In this section we analyse these issues by comparing the results of different channel estimation methods used in a WCP-COQAM system. Considering that our investigation is aimed at industrial wireless communications, we simulate transmissions through highly dispersive channels under different conditions, such as number of sub-carriers and channel’s time variability. Thus, we evaluate the suitability of these channel estimation techniques for strong frequency selectivity, different time variability levels and different block transmission durations.

For the case of LR channel estimation we simulate the partial intrinsic interference pre-cancellation technique introduced in [115] and explained in Section 4.2.1. Since in the original work the estimation process of the intended intrinsic interference $X$ is not fully detailed, we assume perfect knowledge of the pilots at the receiver in our simulations. By employing our own techniques for the estimation of $X$ we might penalise the performance of this channel estimation technique. Table 4.2 shows the simulation parameters we use.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_0$ (carrier frequency)</td>
<td>2.4 GHz</td>
</tr>
<tr>
<td>Signal bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>$M$ (sub-carriers)</td>
<td>64 or 1024</td>
</tr>
<tr>
<td>Channel properties</td>
<td>16 taps; $t_{rms} = 150$ ns</td>
</tr>
<tr>
<td>IQ constellation</td>
<td>QPSK</td>
</tr>
<tr>
<td>$K$ (sub-symbols/block; overlapping factor)</td>
<td>4</td>
</tr>
<tr>
<td>$L_{CP}$ (samples)</td>
<td>64</td>
</tr>
<tr>
<td>$L_{WI}$ (samples)</td>
<td>16</td>
</tr>
<tr>
<td>$L_{GI}$ (samples)</td>
<td>48</td>
</tr>
<tr>
<td>Prototype filter</td>
<td>PHYDYAS [91]</td>
</tr>
</tbody>
</table>

We measure MSE of the analysed channel estimation techniques and BER of WCP-COQAM with 64 and 1024 sub-carriers with confidence intervals of $\pm 1.4 \cdot 10^{-6}$, $\pm 2.1 \cdot 10^{-6}$ and $\pm 5.2 \cdot 10^{-6}$ respectively, with a confidence level of 99.9% for their lowest error rate given value. We represent them in Figures 4.12, 4.13 and 4.14 respectively.

First we analyse the performance of the channel estimation techniques themselves. Figure 4.12 shows the MSE against $E_b/N_0$ of the aforementioned LR channel estimation technique and the HR channel estimation method introduced in Section
4.2 Pilot aided time varying channel estimation for WCP-COQAM

For these simulations channel response is assumed to be time-invariant.

![MSE vs SNR](image1)

Figure 4.12: Mean Square Error of the analysed channel estimation techniques.

Figure 4.12 shows that the error rate for HR channel estimation is lower than for the LR channel estimation, which means that the former technique is more precise than the latter for time-invariant channels.

Next, we evaluate the robustness of a WCP-COQAM system using one channel estimation technique or the other. For that, we analyse the BER of the system under different conditions.

![BER vs Eb/No](image2)

Figure 4.13: BER curves of a WCP-COQAM system with 64 sub-carriers for different estimation techniques and different Doppler frequencies.

Figure 4.13 shows BER curves of an uncoded short block transmission system with 64 sub-carriers for both channel estimation techniques at different Doppler
C.4 CFO and STO synchronization and channel estimation techniques for WCP-COQAM frequencies. We chose those Doppler frequencies assuming fixed transmitter and receiver and the wireless channel between them formed by moving scatterers at maximum speeds of 10 m/s, 50 m/s and 100 m/s. We assigned these values based on the assumption that scatterers in an industrial wireless channel should mainly consist on people walking across the wireless channel and few machines performing some periodic and rapid movements. According to the TGn time varying channel model introduced in Section 2.2.2 these conditions are modelled by a bell shaped Doppler spectrum, which we model using Matlab’s channel object. Both, scatterer maximum speed and Doppler spectrum, are given as parameters to the channel object.

We see that for short block transmissions with a low number of sub-carriers, the penalisation because of the channel’s time variability in the HR-FDE based systems is much lower than the one caused by the channel’s ICI in LR-FDE based systems.

Figure 4.14 shows BER curves of an uncoded long block transmission system with 1024 sub-carriers for both channel estimation techniques at the same Doppler frequencies.

![Figure 4.14: BER curves of a WCP-COQAM system with 1024 sub-carriers for different estimation techniques and different Doppler frequencies.](image)

In this case, even with long block transmissions and narrower sub-carriers, HR-FDE based systems still present better BER performance than the LR-FDE based ones. Channel’s time variation’s effect over each sub-symbol in LR-FDE based systems, is lower than over a whole block in HR-FDE. However, assuming a highly dispersive channel scenario, time variation in combination with the remaining ICI from LR-FDE make these systems perform worse than the ones based on HR-FDE. On the other hand, despite the perfect orthogonality provided
by \texttt{HR-FDE} if channel’s variability arises above certain level, the channel variation through such a long block transmission makes both, channel estimation and equalization, infeasible.

4.3 Summary and conclusions

In this chapter we present results on synchronization and channel estimation for \texttt{WCP-COQAM}, which, for the best of our knowledge, have not been published in the bibliography.

Regarding time-frequency synchronization, we show that techniques similar to those previously used for \texttt{GFDM} and \texttt{OFDM} can be adapted to \texttt{WCP-COQAM}. Moreover, our results show that the performance of those time-frequency synchronization techniques used on \texttt{WCP-COQAM} is similar to that of \texttt{GFDM} or \texttt{OFDM} shown in the bibliography. Besides, BER results show that the simulated synchronization techniques under \texttt{CFO} and \texttt{STO} conditions, provide an overall performance close to a system under ideal time-frequency synchronization conditions.

As for channel estimation, we analyse some of the most extended techniques for \texttt{FBMC-OQAM} and we adapt them to \texttt{WCP-COQAM}. We also propose a pilot-based estimation technique for \texttt{WCP-COQAM} and we compare its performance with the techniques from the bibliography adapted to \texttt{WCP-COQAM}.

Although, according to the bibliography, \texttt{HR} based channel estimation and equalization should not be aimed at time-variant channel scenarios, we base our proposal on this principle. We employ the \texttt{HR-FDE} and block-wise structure provided by \texttt{WCP-COQAM} in order to take advantage of full orthogonality against multipath channels and short block transmission.

Results show that in highly dispersive channel scenarios \texttt{HR-FDE} provides higher robustness even for time-varying channels. Moreover, for short block transmissions with low number of sub-carriers, our proposal shows good BER performance even for the highest channel variability level and clearly outperforms the simulated \texttt{LR-FDE} based systems.

Finally, we consider robustness against multipath channels and short transmission times essential in industrial wireless communications for \texttt{FA} applications. Therefore, and also considering the conclusions stated in \ref{3.5} we conclude that the channel estimation method for \texttt{WCP-COQAM} we propose in this chapter might be a suitable technique for industrial automation scenarios with \texttt{CR}.
Chapter 5

Conclusions and future work

Before stating the main conclusions obtained from this doctoral thesis, we make a summary of this report in order to recall its contents and connect them to the conclusions shown below.

In Chapter 1 we explain the context in which this thesis has been carried out: the main problems which motivate this research, its reach and scope, the main objectives of this doctoral thesis, the hypotheses that have conducted this project and the methodology followed to carry out the research.

In Chapter 2 we take into consideration several aspects and research fields related to this doctoral thesis. We provide a general analysis of the state of the art and some theoretical background related to the work introduced in this thesis.

In Chapter 3 we analyse FBMC-OQAM, GFDM-OQAM and WCP-COQAM FMC modulations in depth. We simulate these modulation schemes in low-band transmissions through large indoor spaces and severe multipath channels, emulating industrial halls. Based on these results, we aim at providing a notion about the suitability of FMC modulation techniques for industrial wireless communications based on CR.

In Chapter 4 we address the issues of CFO and STO synchronization and time varying channel estimation for WCP-COQAM. We analyse CFO and STO synchronization techniques for GFDM and OFDM available in the bibliography and we adapt them in order to propose synchronization techniques for WCP-COQAM. Additionally, we also propose a robust and low-latency pilot-based channel estimation technique for short WCP-COQAM transmissions.

We conclude this thesis report by stating the conclusions and the main contributions that we obtained from the whole research carried out during this doctoral thesis. Finally, we propose a set of tasks that would complement and enhance the work done in this doctoral thesis.
5.1 Conclusions

Referring to the objectives and hypotheses stated in Sections 1.3 and 1.4 respectively, and based on the results shown and discussed in this thesis report, we introduce the following conclusions.

Firstly, regarding the robustness property our research focuses on and considering the results shown in Sections 3.4 and 4.2.3, we conclude that the block-wise FMC modulations with CP GFDM-OQAM and WCP-COQAM provide higher robustness against multipath channels, assuming certain SE and timeliness requirements. That is, FBMC-OQAM needs sub-carriers narrower than the channel’s coherence bandwidth in order to provide similar robustness to GFDM-OQAM and WCP-COQAM against multipath channels. In highly frequency selective channels it implies a high number of sub-carriers. With a high number of sub-carriers, as discussed in Section 3.4.3, FBMC-OQAM might suffer from severe degradation of SE during short data transmissions in the low latency scenarios we consider in our research. On the other hand, GFDM-OQAM and WCP-COQAM can adopt shorter block structures with few sub-carriers and keep orthogonality and robustness against multipath channels thanks to the CP. Thus, we address the first hypothesis stated in Section 1.4 and we consider it as fulfilled.

Related to the robustness against multipath channels and concerning block-wise FMC modulations with CP, as discussed in Section 3.4.1, although OFDM, GFDM-OQAM and WCP-COQAM provide similar performance in terms of BER providing equal multipath effect protection, OFDM slightly outperforms the other two FMC schemes due to its perfect orthogonality. Thus, although it practically means no significant difference, our second hypothesis is not strictly fulfilled.

Secondly, as for the compatibility with CR techniques, we evaluate it based on PSD and OOB radiation presented by the analysed FMC schemes. In this sense, as discussed in Section 3.4.2, these FMC modulations provide more restrained spectrum than OFDM. Specially FBMC-OQAM outperforms the rest of the modulation schemes in this aspect, so it might provide good compatibility with CR techniques in certain scenarios. On the other hand, WCP-COQAM provides a PSD close to FBMC-OQAM and significantly better than GFDM-OQAM. Therefore, it is worth noting that circular filtering is not sufficient and windowing must be applied in order to ensure a more efficient use of the spectrum. Finally, we consider that, due to its also restrained spectrum, WCP-COQAM might provide good compatibility with CR applications.

Considering all the aforementioned conclusions and the first goal we define in Section 1.3, we conclude that WCP-COQAM is the modulation technique that best fits the requirements we take into consideration for our research in terms of robustness, CR compatibility and timeliness.

As far as our second objective defined in Section 1.3 concerns, we propose a
5.2 Contributions

In this section we list the main contributions of this doctoral thesis and we show the publications in the scientific bibliography derived from them.

- In this thesis we complement the work in [101–103], by bringing additional details about how windowing affects the protection against multipath channels and the SE in WCP-COQAM. We state the conditions to provide full orthogonality in multipath channels and we show how windowing reduces SE in WCP-COQAM compared to GFDM-OQAM.

- While most research about the FMC modulations we analyse in this thesis is focused on MBB communications, here we simulate and assess some of these modulation schemes under different conditions. We simulate low-band transmissions through large indoor spaces and severe multipath channels in order to model some of the industrial wireless characteristics. Under these conditions and by means of BER, PSD and SE analysis, we evaluate the suitability of the aforementioned FMC systems for wireless industrial communications based on CR.

- We propose a CFO and a STO synchronization technique for WCP-COQAM adapted from time-frequency synchronization techniques for GFDM and OFDM available in the bibliography. Moreover, we also propose a robust and low-latency pilot-based channel estimation technique for WCP-COQAM short transmissions. For the best of our knowledge, these specific issues have not been addressed in the bibliography, so we present simulation results that
show that the synchronization and channel estimation techniques we propose in this thesis can be suitable solutions for WCP-COQAM modulation technique.

- Based on the time-frequency synchronization and channel estimation techniques we propose in this thesis, we evaluate the overall performance of WCP-COQAM in terms of BER under more realistic conditions by simulating actual time-frequency offset and channel estimation impairments. For the best of our knowledge, there are no such results in the scientific bibliography.

These are the works about PHY layer FMC modulations on which the author of this thesis appears as principal author.


These are the works about CR on which the author of this thesis appears as a co-author.


5.3 Future work

Considering the current state of our research and the work carried out during this doctoral thesis, the next logical step should be to model more realistic wireless industrial environments. In order to do that, in addition to the issues that we do address in this thesis, like time varying and highly frequency selective channels, RFI also must be taken into consideration. Presence of RFI is one of the main characteristics in wireless industrial environments. This RFI might be caused by either other wireless communications transmitting in the same frequency band or impulsive noise introduced by excessive electromagnetic noise caused by large coils, motors, etc. There are several RFI characterization models in the bibliography, so that the study and application of them, or even the proposal of a new one if the need arises, should be addressed in order to provide greater rigour to the evaluation of these FMC modulations in wireless industrial scenarios.

Considering the heterogeneous characteristics of FA scenarios and therefore, the lack of a generalist and valid FA environment characterization model and the difficulty to do it; we consider that the simulations of different use cases could help evaluating the actual validity of WCP-COQAM for FA wireless communications. Based on such use cases we might provide successful configurations of WCP-COQAM wireless systems for different FA environments.

Another mandatory task is the implementation of the WCP-COQAM scheme we propose on a hardware platform. Going from simulations to hardware based experiments in a laboratory would provide more realistic results, evaluations and conclusions to the research we carried out in this doctoral thesis.

Finally, in order to really propose a solution for wireless communications in FA, we should integrate the WCP-COQAM system proposed in this doctoral thesis and the CR techniques proposed in [1]. Considering that robust MCM systems like OFDM and current conventional MAC techniques cannot address the requirements of FA applications, we must search compatibility and performance optimization between WCP-COQAM and CR in order to surpass current robustness and reliability standards.
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